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Abstract

The high computational cost of topology optimization has prevented its widespread use as a generative design tool. To
educe this computational cost, we propose an artificial intelligence approach to drastically accelerate topology optimization
ithout sacrificing its accuracy. The resulting AI-driven topology optimization can fully capture the underlying physics of the
roblem. As a result, the machine learning model, which consists of a convolutional neural network with residual links, is able
o generalize what it learned from the training set to solve a wide variety of problems with different geometries, boundary
onditions, mesh sizes, volume fractions and filter radius. We train the machine learning model separately from the topology
ptimization, which allows us to achieve a considerable speedup (up to 30 times faster than traditional topology optimization).
hrough several design examples, we demonstrate that the proposed AI-driven topology optimization framework is effective,
calable and efficient. The speedup enabled by the framework makes topology optimization a more attractive tool for engineers
n search of lighter and stronger structures, with the potential to revolutionize the engineering design process. Although this
ork focuses on compliance minimization problems, the proposed framework can be generalized to other objective functions,

onstraints and physics.
2022 Elsevier B.V. All rights reserved.
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1. Introduction

Topology optimization is generally associated with a high computational cost because it is necessary to solve
he state equations, related to the physics of the problem (e.g. linear elasticity, hyper-elasticity, fluid dynamics,
eat conduction), at each iteration of the optimization. To reduce this computational cost, we propose a physics-
ased machine learning (ML)-driven topology optimization framework to drastically speed up topology optimization
ithout accuracy loss. The ML model eliminates the need to solve the state equations at the fine-resolution
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Fig. 1. A summary of the proposed framework: (a) we solve a topology optimization problem and use the data to train the ML model; (c)
we then use the trained model to solve problems, which can be completely different from the problems used for training (e.g., different
boundary conditions and different mesh size). (b) A comparison with the reference solution obtained by the standard topology optimization
approach, i.e. no ML.

discretization (i.e., the discretization of the density variables which parametrize the design). To achieve this, we solve
the state equations at a much coarser discretization and feed the solved state variables to a ML model that predicts
the sensitivity information on the fine-resolution discretization. To train the ML model, we make use of the topology
optimization solutions obtained from a few training problems with distinct design setups, and relatively small mesh
size (which thus can be solved at a low computational cost). When collecting the training data, we compute the
state variables both in a coarse mesh and in a fine mesh of the selected training problems, so that our ML model
can learn the generic mapping between the coarse mesh state variables and the fine mesh sensitivity information,
as illustrated in Fig. 1(a). Once the ML model is trained, it can then be applied to solve topology optimization
problems with completely different design setups and parameters, including geometries, boundary conditions, mesh
sizes, volume constraints, and filter radius, as exemplified in Fig. 1(b). This generalization capability of the ML
model to problems that are not encountered during training is made possible by its careful incorporation of the
underlying physics of the problem. As demonstrated by the comparison between Fig. 1(b) and (c), we are able
to generate optimized designs whose compliance values are almost identical to the standard topology optimization
procedure in only a fraction of the computational time.

The efficiency of the proposed ML framework comes from the separation of its training from its application in
the optimization. Therefore, we only need to perform the training once, and the same trained model can be used
to solve a wide variety of problems. This is the main difference between this work and the prior work [1], which
adopts an online training approach. Fig. 2 provides a flowchart of the proposed framework that shows this separation
of the training and the application of the ML model. Furthermore, given limited hardware and computational power
(e.g. limitations of RAM memory, and processing time), the size of the state equations is the main factor preventing
us from solving larger topology optimization problems. Because the proposed framework does not need to solve
the state equations in the fine mesh throughout its procedure, it allows us to solve considerably larger problems
when given limited hardware and computational power.

The remainder of this paper is organized as follows. Section 2 presents a literature review of existing ML
approaches in topology optimization problems, and highlights the difference between our framework, and the
works in literature. Section 3 presents the topology optimization formulation used in this work, along with
details about the two-resolution discretization (i.e. coarse and fine meshes). Section 4 introduces the proposed ML

framework, including the neural network architecture and the independent training strategy. Expanding on the idea
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Fig. 2. A flowchart of the proposed framework, which separates the training of the machine learning model from its application to actual
topology optimization problems.

of independent training, Section 5 explores the influence of the training set on the performance of the ML model.
ection 6 presents numerical results that exemplify the capabilities of the framework, and Section 7 concludes the
aper and summarizes the main contributions of this work.

. Related work

Structural optimization [2] has the potential to revolutionize the way engineers design our world, leading to
tructures that are lighter, safer and more efficient than the present-day ones. In the field of structural optimization,
opology optimization [3] is a popular technique that allows for the free distribution of material in a given domain
o minimize a given objective function. Topology optimization has experienced tremendous development in recent
ears, driven by several educational codes made available in literature [4–6]. Nevertheless, the high computational
ost associated with topology optimization remains a challenge that has prevented its widespread use, particularly
n large-scale design optimization problems. To address this high computational cost, researchers have resorted to
arallel computing [7–12], advanced iterative solvers [13,14], and multi-scale approaches [15–18]. Among them,
arallel computing approaches require expensive hardware, such as supercomputers with hundreds of nodes, which
re not readily available to the general public at a reasonable cost. Advanced iterative methods require domain
nowledge to implement, and the gain in efficiency is limited. Multi-scale approaches generally lack the precision
o produce fine detailed structures with accurate physical models. The above-mentioned limitations of the currently
vailable techniques urge the need for new approaches that address the computational bottleneck of topology
ptimization. To achieve this goal, we propose a machine learning enhanced topology optimization framework
hat does not require expensive hardware, yet provides considerable speed up with a simple implementation and
enerates optimized results containing fine details.

Nowadays, ML has found numerous applications in various research fields, including image processing [19],
atural language processing [20], finance [21], robotics [22], and mechanics [23], because of its powerful capability
n capturing complex patterns in large data sets. In the context of ML applied to topology optimization, most of
he literature focuses on the direct prediction of the optimized structures through ML techniques. For example, [24]
ries to predict the final optimized topology when given a set of load and boundary conditions. However, the
eneralizability of their strategy is not fully demonstrated as their ML model is only verified for those design
3



F.V. Senhora, H. Chi, Y. Zhang et al. Computer Methods in Applied Mechanics and Engineering 398 (2022) 115116
domains and loading conditions that are close to the ones used to generate the training set. Refs. [25–27] use
Convolutional Neural Networks (CNNs) to obtain the final solutions based on partially-converged topologies.
However, the results obtained in those papers do not demonstrate substantial advantages over a simple thresholding
technique but still require the partial solution of the topology optimization problem, which limits their potential
speedup. The work [28] adopts a multi-resolution strategy in which the topology optimization is solved on a coarse
mesh and a neural network is trained to project the result to a finer discretization, a process that is similar to a
post-processing procedure. Although the approach produces smoother designs, it does not generate fine structural
features in its prediction. The work [29] uses a two-resolution framework to predict the optimized structure directly.
The authors first use an encoder–decoder CNN model to predict the optimal structure on a coarse-resolution mesh,
and then adopt a conditional Generative Adversarial Network (cGAN) to upscale the coarse-resolution solution
to a fine-resolution one. Although being successful in some problems, the approach is reported to generate sub-
optimal designs with apparent local artifacts, such as hanging and floating members, in several design scenarios.
More recently, [30] are able to increase the accuracy of the encoder–decoder architecture by using a Generative
Adversarial Network (GAN). In another related work, [31] uses a similar strategy to design conductive heat transfer
structures. The authors use GAN for both the coarse-resolution and the fine-resolution meshes and obtain relatively
good solutions for one specific geometry. The work [32] uses a deep CNN with a U-net-like architecture to generate
designs based on the mechanical information of the domain considering a homogeneous material distribution and
demonstrates the performance of the framework for a fixed domain and discretization. In a similar context, [33]
uses a CNN with a Wasserstein Generative Adversarial Networks (WGAN) architecture to generate 3D structures.
However, the results in [33] exhibit a considerable amount of noise and need heavy post-processing to make
the structure apparent. Similarly, [34] presents an approach using a U-net architecture to optimize structures
subjected to a non-linear elastic model for 2D coarse meshes. After all, the above-mentioned approaches [29–34]
all require a training dataset containing the solutions to a large number of topology optimization problems. The
process of collecting this dataset is computationally expensive. Moreover, the performance of the ML models is
heavily influenced by the composition of the training dataset, e.g., how many different design domains and loading
conditions the dataset includes. Yet, this influence is rarely investigated and quantified in the above-mentioned
works.

In a separate direction, [1] proposes a machine learning approach for topology optimization which does not
require a pre-collected dataset. To achieve that, the work adopts an online training and update strategy where
the history data (i.e., design variables and their corresponding sensitivities) of topology optimization are used
as the training data. To ensure scalability of the approach, [1] introduces a two-resolution setup consisting of a
coarse-resolution mesh and a fine-resolution mesh. The structural response (i.e, displacement and strain fields)
computed on the coarse-resolution mesh is fed together with the stiffness variable on the fine-resolution mesh as
inputs to a ML model to predict the sensitivity on the fine-resolution mesh. Although the approach proposed by [1]
successfully demonstrates speedup up to ∼10 times for design problems with roughly one million design variables,
the online training and update strategy adopted by [1] limits it from achieving higher speedup in larger problems.
The limitations on the attainable speedup mainly come from: (1) The training of the ML model needs to be done
during topology optimization, which could be computationally expensive for very large-scale problems. (2) The
solution of the state equation on the fine-resolution mesh is still needed at the optimization steps where the training
data are collected, which restricts the size of problems that can be handled when given limited hardware resources.

In this work, we present a novel ML-driven topology optimization framework that is free of the above-mentioned
limitations. Our approach adopts a two-resolution setup similar to [1], in which the coarse-resolution structural
response is fed together with fine-resolution stiffness as inputs to a ML model to predict the sensitivity on the
fine-resolution mesh. Yet, unlike [1], our proposed framework adopts an offline strategy that separates the training
of the ML model from its application in the optimization procedure. Combined, the two-resolution setup and offline
training strategy allow the proposed framework to handle significantly larger design problems (up to ∼38 million
elements mesh as compared to ∼1 million elements mesh in [1]) and to achieve a considerably higher speedup
(up to ∼ 27× compared to ∼10× in [1]). Furthermore, the adopted offline training strategy allows us to use more
advanced ML architectures with enhanced model capacity without impacting the speedup performance. Thus, this
work adopts the state-of-the-art CNN architecture together with batch normalization, residual network connections,
and normalized inputs to improve the accuracy of the prediction. In addition, the separation of training and prediction

allows for the validation of the ML model before being applied to actual topology optimization problems. For
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example, we validate the ML model using a portion of the data used in training to make sure that the ML model
actually learns the underlying mapping between the input and output data (see Appendix B, Fig. B.17). This
effectively eliminates the need for online updates. With several large-scale design examples, we demonstrate that the
proposed framework is robust, scalable and efficient, and has a remarkable generalization capability across different
design problems with distinct geometry, optimization parameters (filter radius, volume fraction), and number of load
cases.

3. Topology optimization formulation

The topology optimization formulation used throughout this paper is based on the formulation presented in [6].
The formulation aims to minimize the compliance of the structure with a volume constraint (i.e. maximizing the
stiffness of the structure considering a specified volume of material). In the optimization problem, we use the
density-based Solid Isotropic Material with Penalization (SIMP) model [35,36] with Heaviside projection [37] to
represent the material distribution. We apply a density filter to regularize the problem and to impose a minimum
length scale. In this problem, we consider linear elastic materials.

The mathematical statement of the optimization problem is presented as follows

min
z

C(z) = fT u

s.t. gV (z) = vT z − Vmax ≤ 0
0 ≤ zi ≤ 1, ∀ i ∈ {1, . . . , M}

with: K(z)u = f
z = H (Pz)

(1)

where z are the design variables, C(z) is the compliance of the structure, f is the external load vector, u is the
isplacement vector, gV (z) is the volume constraint, Vmax is the maximum allowable volume of material, and v is

the vector of volumes of each element. The physical density vector, denoted by z, is obtained by first applying the
density filter operator [38,39], and then the Heaviside operation to the design variable vector z. The filter operation
multiplies the design variable by the matrix P, whose entry Pi j is defined as:

Pi j =

max
(

R −

⏐⏐⏐x⋆
i − x⋆

j

⏐⏐⏐ , 0
)

∑M
j=1 max

(
R −

⏐⏐⏐x⋆
i − x⋆

j

⏐⏐⏐ , 0
) (2)

here R denotes the filter radius that controls the minimum length scale, and x⋆
i and x⋆

j denote the centroid of the
th and j th elements of the fine mesh. After we apply the filter operation, we perform the Heaviside projection on
he filtered variables. To ensure differentiability of the projection operation, we use a smooth approximation of the
eaviside function described in [37] as:

z = H(Pz) =
tanh (βη) + tanh(β(Pz − η))
tanh (βη) + tanh(β(1 − η))

(3)

here η is the value of the threshold for the Heaviside function and β controls the sharpness of such function.
ypical values for these parameters are η = 0.5 and β = 10. The physical density vector z represents the material

distribution. For each element in the discretized design domain, the physical density lies in the interval zi ∈ [0, 1]
ith 0 representing void and 1 representing solid. We use the Finite Element analysis (FEA) to compute the
isplacement vector u based on the linear elastic model. In the FEA, we define the material interpolation stiffness
unction using the SIMP model as

Ei = ϵ + (1 − ϵ)(zi )p (4)

here ϵ is the ersatz stiffness, which is set to be a small value (in this case 10−4) to prevent the stiffness matrix,
K(z), from becoming singular, and the exponent p is the SIMP penalization factor. Higher values of p penalize
more the intermediate values of the design variable z, promoting a final design with only zeros and ones. Once we
compute the material interpolation stiffness function, we can assemble the stiffness matrix as:

K(z) =
M
A ki , with ki = Ei (zi )k0, (5)
i=1

5
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in which
M
A

i=1
stands for the FEA assembly operator, ki are the element stiffness matrices, and k0 is the stiffness

matrix of a solid element. We highlight that the assembly of the stiffness matrix, and the solution of the FEA, is
only performed for the coarse-resolution mesh, reducing the overall computational cost.

3.1. Sensitivity analysis

In order to solve the problem in Eq. (1), we rely on gradient-based optimization algorithms, which require the
sensitivity information of the objective and constraint functions with respect to the design variables. This section
presents the analytical derivation of the sensitivity information. The sensitivity of the objective function with respect
to the interpolated stiffness is given by:

∂C(z)
∂ Ei

= −uT ∂K(z)
∂ Ei

u = −uT k0u. (6)

Further using the chain rule to account for the density filter, the Heaviside projection operator and the SIMP
interpolation gives

∂C(z)
∂z

= PT
[

diag
(

β(1 − tanh(β(Pz − η)2))
tanh (βη) + tanh(β(1 − η))

)
diag

(
p(1 − ϵ)z(p−1)) ∂C(z)

∂E

]
, (7)

here diag(a) stands for a diagonal matrix with the elements of vector a on the main diagonal.
In addition, the sensitivity of the volume constraint function is straightforwardly obtained as

∂gV (z)
∂z

=
∂(vT z − Vmax )

∂z
= PT

[
diag

(
β(1 − tanh(β(Pz − η)2))

tanh (βη) + tanh(β(1 − η))

)
v
]

. (8)

Once we have the sensitivity of the objective and the constraint functions, we use the Optimality Criteria (OC)
ethod [3] to update the design variables. For more details on the derivation of the sensitivity and the OC method,
e refer the readers to the Refs. [3,40].

.2. Two-resolution topology optimization

Similar to the previous work [1], we use a two-resolution topology optimization setup to enable a scalable
ensitivity prediction using the machine learning model. In the two-resolution setup, a fine mesh is embedded in a
oarse mesh. The fine mesh contains the stiffness field (the design), which is mapped to the coarse mesh, where
e solve the state equations (notice that the linear system associated with the coarse mesh is relatively small and

an be solved quickly). We use a simple averaging approach to define the mapping of stiffness distribution from
he fine mesh to the coarse mesh. The stiffness of each coarse-resolution element is taken as the average value of
hose of the fine-resolution elements which lie inside that coarse-resolution element, namely,

EC
e =

1
|ωe|

∑
i∈ωe

(Ei ) (9)

here EC
e is the stiffness of the eth element of the coarse mesh, ωe is the set of the elements of the fine mesh that

ie inside the coarse element e with |ωe| measuring its number of elements, and Ei is the SIMP-penalized stiffness
of the fine-resolution element i (see Eq. (4)). Once obtained, the coarse-resolution displacements are taken as input
eatures to the ML model. They carry coarse-grained information about the mechanical response of each design,
hich allows the ML model to generalize to problems that it has not seen in the training data, such as problems
ith different domains and/or boundary conditions.
The two-resolution framework is summarized in Fig. 3. The difference in length scale between the fine and

he coarse meshes is characterized by the block size (NB), which is displayed in the bottom left corner of Fig. 3.
he block size NB is defined as the number of fine-mesh elements each coarse-mesh element contain along one
f its edges. Thus, each coarse-mesh element contains (NB)d number of fine-mesh elements and, accordingly, the
atio of the total number of elements in the fine mesh to that in the coarse mesh is (NB)d as well, where d is the
umber of dimensions (i.e. 2D, 3D). The choice of NB represents a trade-off between computational efficiency and

rediction accuracy. As we increase the block size NB , we make the proposed framework more efficient because

6
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Fig. 3. A schematic illustration of the two-resolution approach used in this framework. We have a fine-resolution mesh and a coarse-resolution
mesh that provide information to the ML model. The number of the fine-mesh elements contained in each side of a coarse-mesh element
is defined as block size (NB ), as displayed in the bottom left corner.

e reduce the size of the system of equations associated with the coarse-mesh FEA. However, a larger block size
NB also decreases the prediction accuracy of the framework, because less local information is contained in the
oarse-resolution displacements. For 3D design problems, we find that setting NB = 2 or NB = 3 leads to a good
alance between the efficiency and prediction accuracy of the proposed framework.

Furthermore, the interaction between filter radius and block size deserves special attention because, if the filter
adius is much smaller than the block size (e.g. 5 times smaller), the minimum length scale of the structural features
f the optimized result can be much smaller than the coarse-mesh element. In such cases, it is difficult to represent
hese small features in the coarse FEA. In practice, to achieve a reasonable representation of the underlying structure
n topology optimization, the filter radius should be at least 2 to 3 elements wide [39]. Typical results in this paper
nclude block sizes that are 2 and 3 elements wide, and filter radius around 4 elements wide. As a word of caution,
e remark that any filter radius that is small enough to adversely interact with the block size will also be small

nough to cause problems in traditional topology optimization techniques.

. Machine learning enhanced topology optimization

This section introduces a ML enhanced topology optimization framework, which follows the developments of [1].
ith the proposed framework, we are able to significantly reduce the computational cost associated with topology

ptimization while maintaining its accuracy. This is achieved by the introduction of an inexpensive deep neural
etwork-based surrogate model to directly predict the sensitivity of the objective function without performing the
ne-mesh FEA computation.

As an overview, the ML model takes the stiffness distribution of the fine-resolution mesh (i.e., Ei (zi ) defined
in Eq. (4)) and the displacement field on the coarse-resolution mesh as input features, and outputs the sensitivity
of the objective function with respect to the material stiffness of the fine mesh, ∂C(z)/∂ Ei , see Eq. (6). Once we
obtain this sensitivity, we can then efficiently compute the sensitivity with respect to the design variables using
the chain rule, as described in Eq. (7), which are then used to update the fine-resolution design. Because we use
the interpolated stiffness as input Ei , and predict the sensitivity in regard to the stiffness itself, the ML model is
independent of the material interpolation function and filter used in the topology optimization. This means that
the model, once trained, can be used with any combination of material interpolation functions, penalization factor,
and/or filter radius, adding flexibility and robustness to this framework.

The remainder of this section explains the details of the framework. First, we introduce the deep neural network
architecture of the ML model by elaborating the details of the convolutional layers and the fully connected layers.
Second, we describe the input normalization procedure that helps the ML model to handle a broad range of problems
of different scales. Finally, we discuss the independent training and prediction procedure, which is one of the main
contributions of this work.
7
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Fig. 4. The neural network architecture used for the ML model in this work. The neural network consists of 3D CLs that extract local
features from the stiffness map. The local features, together with the displacements of the coarse mesh, serve as the inputs to fully connected
layers that ultimately predict the sensitivity of the fine-resolution mesh.

4.1. Neural network architecture

A deep neural network (DNN) [41] is used as the ML model. The architecture of the DNN is inspired by the
models used for image classification [42], in which convolutional layers (CLs) extract the main features of an
image and fully connected layers are subsequently used for the final classification. In a similar manner, we use
3D CLs to extract information from the discretized stiffness map of the structure. The discretized stiffness map
can be interpreted as a 3D image, where elements in the discretization are the voxels of the 3D object, in analogy
to the pixels of a 2D image. Therefore, similar to the way 2D CLs extract local features from images for image
classification, we use 3D CLs to extract local features from the stiffness map.

Subsequently, the features extracted by the 3D CLs, together with the displacements solved on the coarse mesh,
serve as input to fully-connected layers that perform the final gradient prediction. The full DNN architecture is
illustrated in Fig. 4.

4.2. 3D convolutional layers

We use 3D CLs in our ML model because they are capable of extracting relevant local information from the
stiffness map while preserving geometrical information of the input domain at a reasonable computational cost. The
3D CLs achieve this by extracting local features from the stiffness map the same way 2D CLs extract features from
images (see Fig. 5(a)). The CLs operate by the convolution of a kernel throughout the domain of interest. A kernel
is a function with local support that is used in the convolution. The parameters of this kernel function are learned
through the ML training procedure.

In the case of 3D CLs, these kernel functions can be represented as 3D tensors. During the convolution process,
he kernel strides over the domain of interest (i.e., the input stiffness map), as displayed in Fig. 5(c), which is

generally much bigger than the kernel itself. At each stride of the kernel operation, the entries of the kernel are
multiplied by the entries of the input at the position where the kernel is positioned, and then the result is summed
together, which gives the value of the voxel of the output that corresponds to that position. This process is further
illustrated in Fig. 6. The entries of the kernel are learned through the training of the ML model to represent the
feature of interest. During the convolution process, whenever the kernel encounters the feature of interest in the
input, the corresponding output voxel will have a high value, giving us an indication of where we can find that
feature of interest on the input map (see Fig. 5(b)).

The output of the convolution is a 3D object whose value in each voxel is obtained through the process outlined
above. This 3D object is a map of the feature represented by the kernel. In general, a 3D CL can have multiple
kernels, each of which generates one feature map. Thus, the ML model can represent as many features as we need
8
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Fig. 5. The concepts related to CLs of the neural network architecture: (a) displays the analogy between the use of CLs for image processing
and our use of CLs on the stiffness maps; (b) displays the convolution operation over an image and its resulting feature map; (c) displays
the convolution operation with the kernel stride and kernel operation to generate the feature map in 3D. We highlight that the learned
features and the kernels of the CLs are intrinsically different, and the learned features presented in the figure are merely representations of
the kernels, which are learned during the training of the ML model.

Fig. 6. The demonstration of the convolution operation in a 2D discretized stiffness map, with the mathematical formulation, the kernel
tride representation, and the output feature map.

o characterize our problem. In the DNN used in this work, we chose the stride and padding values of the CL such
hat the input stiffness map and the output feature maps of the CL have the same dimensions.

.3. Fully-connected layers

Fully-connected layers are a powerful ML model capable of representing complex functions. Each fully-
onnected layer is composed of a matrix of weights, a vector of biases, and an element-wise activation function
except for the output layer, which does not have an activation function). The input vector of a fully-connected layer
s multiplied by the matrix of weights, then added to the bias vector, and passed through the activation function,
hich introduces non-linearity to the model. The entries of the weight matrix and the bias vector of each layer
9
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are learned through the ML training procedure to fit the function of interest. Several fully-connected layers can be
stacked in sequence to increase the representation capability of the resulting model.

In our ML model, the fully-connected layers receive inputs including the local features extracted by the CLs
and the displacements obtained on the coarse-resolution mesh. The corresponding output is the sensitivity of the
objective function with respect to the interpolated stiffness on the fine-resolution mesh. To ensure scalability, the
fully-connected layers only receive local information, that is, the information associated with only one of the coarse-
mesh elements. This local information consists of the displacements associated with the nodes of the selected
coarse-mesh element and the features extracted by the CLs from the stiffness map which lie inside this coarse-
mesh element. Based solely on this local information, the ML model then predicts the sensitivity of those fine-mesh
elements located inside the selected coarse-mesh element. This localized prediction is performed for every coarse-
mesh element until we obtain the full sensitivity vector of the fine-resolution mesh. This local training and prediction
strategy makes the ML model independent of the problem size, and greatly reduces the memory requirements of
the ML model.

4.4. Residual network

The use of the DNN architecture introduces several challenges during training. One of the challenges is the
vanishing gradient issue illustrated in Fig. 7(a). The gradient here is referred to the gradient of the loss function of
the DNN. The vanishing gradient problem happens because, as the gradient is back-propagated through the neural
network layers, it decreases in magnitude. If the magnitude of the gradient becomes too small, then the training
becomes slow as the update of the learnable parameters is proportional to the gradient.

To address this problem, we adopted a residual network-type (ResNet) strategy [19], in which we add connections
between the layers of the neural network, as shown in Fig. 7(b). These connections map the input of a layer directly
to its output. By adding these connections, we offer the gradient a path through which it can propagate backward
more easily, and thus the gradient signal associated with the first few layers becomes stronger. A stronger gradient
signal allows us to train the DNN more effectively and efficiently.

4.5. Data normalization and batch normalization

Data pre-processing is crucial to the performance of ML models [43], because it can simplify the mapping
between the input and the output data, making it easier for the ML model to learn such mapping. Data pre-
processing also helps the ML model by reducing the feasible domains of the input and output data. For example,
data normalization can transform the data from the entire space of the real numbers to an interval of [0, 1], leading
o a more manageable feasible space for the ML model.

In topology optimization, the input and output data can take a wide range of values depending on various design
arameters, such as the load magnitude, the domain geometry, and the material properties. This wide range in
ata values can lead to instability during training and, consequently, poor accuracy of the prediction of the ML
odel. For this reason, we normalize both our input and target data. The input displacements are normalized using

tandardization, in which we subtract the mean of the data and then divide by the standard deviation, as displayed in
q. (10). The standardization transforms the data into a distribution with mean equal to zero and standard deviation
qual to one and reads

u =
u − µ(u)

σ (u)
(10)

here, u is the normalized displacements by standardization, µ(u) is the mean of u, and σ (u) is the standard
eviation of u. We also normalize the target data, i.e. the sensitivity of the compliance with respect to the stiffness
f the fine mesh, ∂C(z)/∂ Ei . The target data is normalized using the sensitivity of the compliance of the coarse mesh
ith respect to the stiffness of the coarse mesh, ∂CC (z)/∂ EC

e , which can be computed with the displacements of
he coarse mesh. We perform this normalization by dividing the sensitivity of the fine-mesh element i , ∂C(z)/∂ Ei ,
y the coarse-mesh sensitivity of the element (assuming to be e, such that i ∈ ωe) that contains that fine-mesh
lement, ∂CC (z)/∂ EC

e .
In addition, it is also beneficial to normalize the data between each layer of the neural network. To that end,

e add batch normalization [44] between each layer of the proposed DNN. Batch normalization, as described in
10
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Fig. 7. Schematics show (a) the vanishing gradient problem on traditional neural networks, and (b) how residual networks solve this vanishing
gradient problem.

Eq. (11), operates by standardizing the input data batch and then performing a linear shift to the result. It is defined
s

x = γ
x − µ(x)

σ (x)
+ ξ (11)

here x is the output of the batch normalization, x is the input, µ(x) is the mean value of the batch, σ (x) is the
tandard deviation of the batch, and γ and ξ are the linear shift parameters. The shift parameters are learned during
raining and their introduction improves the representation capabilities of the neural network.

.6. Independent training and application of the ML model

Unlike the previous work [1], in which the training of the ML model was done during the topology optimization,
his work completely separates the training of the ML model from its application. By doing so, we can further
ncrease the efficiency of our framework by eliminating the cost of the initial training and online updates [1].

In the proposed framework, during training, the state equation is solved on both the fine and coarse meshes and
he sensitivity analysis is performed on the fine mesh, so that the ML model learns the mapping of the fine-mesh
ensitivity from the fine-mesh stiffness distribution and the coarse-mesh mechanical response (i.e., displacements).
uring the prediction stage, we apply the trained ML model to a (different) problem of interest, and only require

he solution of the state equation on the coarse mesh. Because both training and prediction are done locally, the
lock sizes NB of the problems used in the training and in the prediction stage needs to be the same. However,
ther parameters, such as the total numbers of elements and design variables, do not need to be the same for the
roblems in training and in prediction.

The capability of the ML model to generalize from the training problems to different problems is grounded on
wo ideas:
11
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1. The sensitivity of the objective function is uniquely determined when given the information of the geometry
of the problem, the coarse-resolution displacement, the fine-resolution stiffness distribution, and the block
size NB .

2. The Saint-Venant principle [45], which allows us to use the local information for the prediction.

To demonstrate the first idea, we recast the sensitivity for the i th fine-mesh element as:
∂C(z)
∂zi

= −uT ∂K(z)
∂zi

u (12)

here we recall that u and K denote are displacements and the global stiffness matrix of the fine mesh, respectively.
n addition, we express the fine-mesh displacement u in terms of the coarse-mesh displacement, denoted by uC ,
nd the stiffness matrix of the coarse mesh, denoted by KC , as:

u = K−1f = K−1NfC
= K−1NKC uC (13)

here fC is the load vector of the coarse mesh, and N is a matrix that maps the coarse load vector to the fine-mesh
oad vector f.

Substituting the expression (13) into Eq. (12) gives
∂C(z)
∂zi

= −
(
K−1NKC uC)T ∂K(z)

∂zi

(
K−1NKC uC) . (14)

Notice that, when given the geometry of the problem, the block size, and the fine-mesh densities, we can obtain
he stiffness matrices, KC and K, for both of the coarse- and the fine-resolution meshes, as well as the interpolation
atrix N. Furthermore, the coarse-mesh displacement, uC , is known as an input feature. Therefore, we have all the

nformation necessary to compute the sensitivity of the objective function.
However, Eq. (14) requires global information of the problem, namely, it requires the knowledge of the global

eometry as well as the full density and coarse-mesh displacement vectors. Although, this suggests a global approach
n which a ML model is fed the information of the whole system in order to make the prediction, such a global
pproach would require prohibitively high computational resources, and, thus, is intractable. To avoid this, we make
se of the Saint-Venant principle [45], which states that, for linear elasticity boundary value problems, the influence
f the strain field decays quadratically with the distance. Therefore, we can use local information to predict the
ensitivity without losing substantial accuracy.

. Influence of the training set

The influence of the data set used for training is quite relevant in this study. By collecting our training data from
he solution of actual topology optimization problems, as illustrated by Fig. 11, we obtain a consistent ML model
n the sense that the data is directly related to the problems that we are trying to solve. Yet, insights are needed in
rder to appropriately select the training problems to ensure sufficient generalizability.

We discover that the relation between the problems in the training set and the problems that we aim to apply the
odel to is directly related to the mechanics of those problems. More specifically, it is closely related to the type

f load conditions in the problems. For example, a ML model trained by problems subjected mainly to bending
oads will perform poorly in a problem subjected to torsional loads, as illustrated in Fig. 8(a). Instead, if we include
oth problems with bending loads and problems with torsional loads in the training set, the trained ML model will
erform well for both torsional and bending problems, as illustrated in Fig. 8(b).

Problems subjected to bending, and problems subjected to torsion, however, are not always easily identifiable.
urthermore, other types of problems with different loading conditions might also result in poor performance of the
L model if not included in the training set. For those reasons, this subsection develops an approach to classify

opology optimization problems according to the loading configuration. The idea is to introduce a measure of
he similarity/dissimilarity between two topology optimization problems. Ideally, the measure should satisfy the
ollowing three criteria. First, the measure should be computable even before we run the optimization. Thus, the
easure should not be dependent on the material distribution over the domain. Second, the measure should be

ble to quantify if the ML model will be able to generalize the data in the training set to the problem at hand.
o achieve that, the measure needs to be based on the relevant parameters for the ML prediction, which is the

echanical behavior of the structure in this work. Third, the measure should be invariant under rotations and/or

12
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Fig. 8. The influence of the training set on the performance of the ML model: (a) models trained with only bending problems perform
badly when they encounter a torsion problem; (b) if we expand our training set to contain bending problems and torsion problems the model
performs well for both types of problems.

translations of the domain and boundary conditions, because such operations do not change the overall mechanical
behavior of the structure.

In order to satisfy all these criteria, we develop a measure based on the stress distribution in the design domain of
the topology optimization problem. To satisfy the first criterion, we perform the stress analysis on the design domain
with a homogeneous distribution of materials. The stress tensor is not invariant under rotations of the domain. Thus,
to satisfy the third criterion, we define the measure as a function of the principal stresses, denoted by σ1, σ2 and
σ3 such that σ1 ≥ σ2 ≥ σ3. We use these principal stresses to compute the diameters of the Mohr’s circles [46] of
the stress state given by d1 = σ1 − σ3, d2 = σ1 − σ2 and d3 = σ2 − σ3, as displayed in Fig. 9. The Mohr’s circles
are 2D representations of the stress tensor that have been widely used to study stress states. We set the diameters
of the Mohr’s circles as the components of a 3D vector, w, and then normalize this vector as

w = [σ1 − σ3, σ1 − σ2, σ2 − σ3]T w =
w
∥w∥

, (15)

here ∥ · ∥ stands for the Euclidean norm of a vector. By normalizing this vector, we map all the possible values
f w to a sphere. In addition, since d1 = d2 + d3, the possible values of w are further restricted to a circle. This

circle intersects the xy-plane at the point [1/
√

2, 1/
√

2, 0]T . We then measure the angle, θ , between the vector w
nd the vector [1/

√
2, 1/

√
2, 0]T . This angle gives the final measure that we seek (see Fig. 9).

By measuring θ for every element in the mesh, we obtain a distribution that can be represented by a histogram.
he histograms for four different problems, namely the MBB beam, the torsional tower, the cantilever beam, and the

orsional cone, are displayed in Fig. 10. We can see from the figure that the histogram of the MBB beam (Fig. 10(a))
13
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Fig. 9. Mohr’s circle representation on the left and the θ measure of vector w on the right.

Table 1
Table of the measured difference between the histograms of four different problems
using Eq. (16).

MBB

MBB 0 Cantiliver beam
Cantiliver 16 0 Torsion tower
Torsion tower 65 58 0 Torsion cone
Torsion cone 53 45 18 0

and the Cantilever beam (Fig. 10(c)) are similar to each other, reflecting that they are both subjected to bending. The
histogram for the torsion tower (Fig. 10(b)) and the torsion cone (Fig. 10(d)) are also similar, reflecting that they
are both subjected to torsion. Thus, we can obtain a quantitative measure of the similarity between two problems by
computing a measure of the difference between their histograms. This measure of the difference between histograms
is computed as:

D(h1, h2) =

√nBins∑
i=1

(b1i − b2i )2 (16)

where h1 and h2 denote two histograms, nBins is the number of bins in both histograms, b1i is the percentage of
elements of histogram 1 in bin i and b2i is the percentage of elements of histogram 2 in bin i . The values of this
difference for the four problems displayed in Fig. 10 are presented in Table 1. Notice that the value of this difference
follows the expected trend, being smaller for problems subjected to similar loading conditions (bending/bending,
or torsion/torsion), and being larger for problems under different loading conditions (bending/torsion).

6. Numerical results

This section presents the numerical results that demonstrate the capabilities of the framework. For all the results
presented in this section, we start with a SIMP penalization factor p = 1 (see Eq. (4)), and gradually increase it by
.5 every 25 iterations, until we reach p = 3. As for the Heaviside parameters (see Eq. (3)), we set η = 0.5, and
e start with β = 1, and after we reach 140 iteration, we gradually increase β by 0.5 every 5 iterations until we

each β = 10. The maximum number of iterations is 200. We set the solid material Young’s modulus to 1 and the
oisson ratio to 0.3. All meshes (including both coarse-resolution and fine-resolution ones) used here are regular
exahedral meshes.

The DNN used has 5 convolutional layers, each with 50 (3 × 3 × 3) kernels, and parametric rectified linear unit
s activation functions (PReLU) [47], followed by 10 fully connected layers each with 300 neurons and PReLU
ctivation functions after each layer, except for the output layer, which is not followed by an activation function. The

ain implementation, used to obtain the results, is developed in python 3.6, using the PyTorch library [48] for the

14
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Fig. 10. Histograms of the measure θ distribution, based on the stress states, for different problems.

mplementation of the ML model. The solution of the FEA linear system is performed by an in-house C++ /CUDA
ode developed in the research group of the last author at the Georgia Institute of Technology.

.1. Training the machine learning model

To train the ML model, we use four topology optimization problems: the MBB beam, the Cantilever beam, the
-shaped beam, and the torsion tower. The design domains and boundary conditions of these four problems are
isplayed in Fig. 11. To collect data for the training, the four problems are solved using the traditional topology
ptimization, i.e. solving the fine-mesh FEA at each iteration. At the same time, we also solve the coarse-mesh FEA
t each iteration. By solving both the fine- and coarse-mesh FEA, we obtain the information on how the coarse-mesh
olution is related to the fine-mesh sensitivity. To solve these problems, we used fine-resolution meshes with 165,888
lements (for the MBB beam), 221,184 elements (for the cantilever beam), 262,144 elements (for the L-shaped
eam), and 186,624 elements (for the torsion tower). The size of the coarse-resolution meshes is determined via the
elected block size value NB . Notice that the sizes of the fine-resolution meshes used for training are much smaller
han those of the fine-resolution meshes used during the actual prediction stage of the ML model. The relatively
maller mesh size of the training problems means that they do not require a vast amount of computational resources
nd thus can be obtained relatively more efficiently. Regarding the parameters of topology optimization, we set a
olume fraction of 0.12 and a filter radius of 0.08 for all the problems in the training set.

Once the training problems are solved and the data are collected, we train two ML models, one for block size
NB = 2 and the other for block size NB = 3, both using the ADAM [49] optimizer. We emphasize that, once trained,
hese two ML models are used to solve all the design problems presented in this section without any re-training or

pdating.
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Fig. 11. Training set containing the MBB beam, the cantilever beam, the L-shaped beam, and the torsion tower domains used to train the
achine learning model. We use a small training set to teach our machine learning model the underlying physics, so that we can obtain a

eneral model to solve any topology optimization problem.

.2. The MBB beam example

The first example that we present is the MBB beam problem for which the geometry1 and boundary conditions
re displayed in Fig. 12(a), with a unitary load. We take advantage of the symmetry of the geometry and boundary
onditions of this problem and solve only one-quarter of the design domain. The goal of this example is to
emonstrate the robustness of the proposed framework.

To study how the model performs as we scale up the problem, we vary both the mesh size and block size while
aintaining a constant volume fraction of 0.12, and filter radius of 0.08. Notice that, as we increase the block

ize NB , the corresponding coarse mesh size decreases for a given fine mesh. This reduction in the coarse mesh
ize increases the efficiency of the framework because the coarse mesh FEA solution becomes faster. However, the
ncrease in block size tends to decrease the prediction accuracy of the ML model.

The results are presented in Fig. 12(b). From the results, we see that the solutions for block size NB = 2 and
lock size NB = 3 are different even for the same fine-resolution mesh. The different solutions correspond to
ifferent local optima of the optimization problem. This is a manifestation of the non-convexity of the optimization
roblem, in which small perturbations in the sensitivity can lead to completely different solutions.

In most cases, these local optima behave almost equivalently as they possess almost identical compliance,
lthough sometimes the compliance of the results obtained with NB = 2 is slightly better (by only a negligible
mount) than those obtained with NB = 3. Because of the similar mechanical performance of the results, we
onclude that the proposed ML model with block size up to NB = 3 is sufficiently accurate for high-quality
opology optimization solutions.

Next, to investigate if the trained ML model can solve problems with completely different topology optimization
esign parameters than those seen during training, we solve the MBB beam problem with a fixed fine-mesh
ontaining 1, 327, 104 elements and block size NB = 2 with various combinations of volume fraction and filter
adius.

The results are displayed in Fig. 13, in which we also compare the compliance of each design obtained with the
roposed ML framework and that of the design obtained via standard topology optimization (termed as reference
ompliance). By comparing the compliance values, we conclude that all compliance values obtained by the proposed
L framework are within 1.5% range of the reference compliance values, indicating that the proposed ML-driven

opology optimization is sufficiently accurate to obtain equivalent solutions to those of the standard topology
ptimization. Furthermore, we highlight that, although we set the filter radius and volume fraction to values that
he ML model has not seen in training, we obtain consistent solutions (i.e. no hanging members nor disconnected
omponents) unlike some of the existing imagine-based ML-driven topology optimization frameworks.

1 We present dimensionless parameters for the geometry, and we used consistent units in all examples.
16
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Fig. 12. Results for the MBB beam domain obtained through the proposed ML-driven approach. (a) The MBB beam domain with the
appropriate dimensions (dimensionless units) and boundary conditions (unitary load). (b) Proposed framework results for the MBB beam
varying mesh size, in which NF is the size of the fine mesh, and NC is the size of the coarse mesh.

6.3. The bridge example

The next example that we present is the bridge design example, for which the domain and boundary conditions
are displayed in Fig. 14. Unlike the previous example, this bridge example is not part of the training set of the ML
model. Therefore, the ML model has to generalize what it has learned from the problems in the training set to a
problem with a completely different domain and boundary conditions. To showcase the proposed ML model has such
generalization capability, we present the result of the bridge design, which is obtained on a 38, 016, 000-element
(fine-mesh) mesh with 0.12 volume fraction, 4.0 filter radius, and block size NB = 2, in Fig. 15. With the proposed
ML-driven topology optimization framework, this bridge example takes 18 hours to run. Due to limitations on
computing hardware, we are unable to compute the exact compliance of the fine mesh, but we can estimate it by
the compliance of the coarse mesh which is 31.3.

The demonstrated generalization capability of the ML model to problems it has not seen before indicates that the
ML model is actually learning the underlying relation between the coarse-mesh displacements, fine-mesh stiffness

and the fine-mesh sensitivity.
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Fig. 13. The results obtained by the proposed framework for the MBB beam example with a 1, 327, 104-element mesh varying volume
fraction and filter radius.

Fig. 14. Bridge domain with the appropriate dimensions (dimensionless units) and boundary conditions.

6.4. Computational efficiency

This subsection formally compares the computational time of our proposed ML-driven framework with different
block sizes to that of the standard topology optimization (which solves the fine-resolution FEA at each iteration).
For this comparison, we use the MBB beam problem with the different mesh sizes solved in the first example
(i.e., 1 million, 10 million, and 35 million elements). Because of the hardware limitation (i.e. insufficient RAM
memory of the GPU), we are unable to solve the standard topology optimization with the 35 million mesh. Thus,
this subsection only presents the comparison for the 1-million-element, and 10-million-element meshes. Both of the
meshes are solved using a machine with 24 Intel Xeon CPUs, 251 GB of RAM, and 2 (one for ML prediction and
the other for performing the FEA) NVIDIA Titan Xp GPUs with 12 GB of RAM.

The breakdown of computational time and the corresponding speedup for various problem sizes and block sizes
are displayed in Fig. 16. From Fig. 16, we observe that the speedup achieved by the proposed ML-driven framework

increases with both problem size and block size. For the 10-million-element mesh and with NB = 3, we are able to
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Fig. 15. The results obtained by the proposed framework for the bridge design with a 38, 016, 000-element mesh.

each up to a 26.5-time speedup compared to the standard topology optimization. Although we expect the speedup
o be even larger for the 35-million-element mesh, we are not able to quantify the exact value because of our current
omputing hardware is unable to perform the standard topology optimization on a problem of this size. Nevertheless,
eing able to achieve close to 30 times of speedup in a problem with 10 million elements and design variable is a
ood indication of the efficiency and scalability of the proposed ML-driven topology optimization framework.

To understand how we could further improve the performance of the framework, we measure the time spent in
ach step of the topology optimization, both for the standard approach and for our ML framework. In particular,
e break down the computational time into four segments: fine-mesh FEA, coarse-mesh FEA, ML prediction, and
thers (including filtering, optimization algorithm, material interpolation model). The segmentation of computational
ime is shown in Fig. 16. From the figure, we observe that, for the standard topology optimization, the solution of
he fine-mesh FEA is responsible for over 90% of the total computational time. By contrast, the proposed ML-driven
pproach replaces the fine-mesh FEA with the solution of the coarse-mesh FEA and the ML prediction, both of
hich contribute to a drastic reduction in total computational time. In addition, the percentage of the computational

ime associated with the coarse-mesh FEA decreases as the block size increases. For block size NB = 3, the
oarse-mesh FEA only constitutes 17% of the total time, implying that further increasing block size could improve
he computational time by at most 17% for this problem. Nonetheless, increasing the block size could lead to the
olution of larger problems, and for such larger problems the improvement in efficiency for larger block sizes might
e considerably better. A better way to further improve the efficiency of the proposed ML-driven framework is to
mprove the efficiency of the ML prediction (e.g. multi-GPUs setups, just-in-time compilation) and/or the other
asks related to the topology optimization (e.g., filtering, optimization algorithm, and material interpolation model),
hich are beyond the scope of this work.

. Conclusion

We propose a ML-driven framework that is able to significantly accelerate (up to 26 times) traditional topology
ptimization without sacrificing accuracy. We demonstrate that the proposed framework can capture the underlying
hysics of the problem. As a result, we are able to separate the training of the ML model from its application in

opology optimization. This offline strategy enables us to handle considerably larger design problems and achieve
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Fig. 16. A demonstration of the computational efficiency of the ML framework, with a breakdown of the computational time by the fine
mesh FEA, coarse mesh FEA, ML prediction, and other tasks related to the topology optimization (filtering, optimization algorithm, and
material interpolation model).

significantly higher speedup as compared to our prior work [1]. We also demonstrate that the trained ML model
is generalizable and can accurately solve design problems that are not present in the training set. To provide a
theoretical basis to our physics-based learning framework, we perform a mathematical analysis based on continuum
mechanics theory to explain and quantify the generalization capability of the ML model.

To learn the underlying physics in a scalable manner, we adopt a two-resolution topology optimization setup,
n which a fine-resolution mesh is embedded in a coarse-resolution mesh. The fine-resolution mesh contains
he geometric and topological information of the design, and the coarse-resolution mesh provides the physical
nformation. The physical information coming from the coarse-resolution mesh is extracted through a FEA, which
s computationally efficient because of the moderate number of elements in the coarse mesh. Together, the physical
nformation from the coarse-resolution mesh and material stiffness distribution from the fine-resolution mesh serve
s the inputs to the ML model to predict the sensitivity information. The predicted sensitivity is then used to
pdate the design variables on the fine-resolution mesh. In traditional topology optimization, the computation of
he sensitivity requires a FEA on the fine-resolution mesh at each optimization step, whose computational time
ominates the overall computational cost. Our proposed framework completely eliminates the need of performing a
EA on the fine-resolution mesh, and therefore drastically reduces the overall computational time. In addition, only
erforming FEA on the coarse-resolution mesh also allows the proposed ML-driven framework to solve considerably
arger design problems using our current available hardware (which has limited RAM memory).

On the ML side, we use a state-of-the-art CNN architecture, which is inspired by deep learning models used in
mage processing tasks. Similar to those models used in image processing, we use convolutional layers to extract
nformation from the stiffness map. The convolutional layers can learn to detect relevant features of the stiffness

ap, which, together with the physical information from the coarse-resolution mesh, are treated as input to a set
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of fully-connected layers to predict the sensitivity. Furthermore, we add residual links to the fully-connected layers
and use batch normalization between the layers, both of which promote more effective training. We show that the
resulting ML model is accurate and efficient.

To further understand the behavior of the ML model, we investigate the influence of the training set on the
performance of the trained ML model. We discover that this performance is heavily influenced by the type of
problems collected in the training set. We further conclude that at least two distinct problem types, bending and
torsion, need to be included in the training set to obtain a generalizable model. Based on this insight, we propose
a measure to classify the topology optimization problems accordingly. We recognize that other types of problems
could also influence the performance of the ML model, and we believe that this is an interesting topic for future
investigation.

We present several design examples to demonstrate the capabilities of the proposed ML framework. These design
examples vary in domain size, boundary conditions, mesh size, volume fraction, and filter radius. We demonstrate
that the proposed ML framework, once trained, is robust to variations in all the above-mentioned design parameters.
Furthermore, we present a study on the computational efficiency of the proposed framework that showcases its
potential in not only accelerating the topology optimization process but also enabling the ability to solve large-scale
design problems under limited hardware requirements.

Future research could possibly extend the proposed ML framework to other objective functions, constraints and
physics, which would be especially advantageous for non-linear state equations, such as Navier–Stokes and hyper-
elastic materials, because of the computational cost associated with such state equations. However, such extension
does not come without its challenges, and more complex problems will probably require more sophisticated ML
models (e.g. more nodes in the DNN model), more data in the training set, and some new ideas. Moreover, the
integration of the proposed ML approach with other large-scale techniques, such as reduced order models and/or
parallel computing approaches, has the potential to further increase efficiency and lead to effective solutions of even
larger problems.
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Appendix A. Nomenclature

Machine learning
γ, ξ Linear shift parameter of batch normalization
µ(.) Mean function
σ (.) Standard deviation function
σ1, σ2, σ3 Principal stresses
θ Measure the angle that the vector v makes with (1/2,1/2,0)
CL Convolutional layer
d1, d2, d3 Diameter of the Mohr’s circles
ML Machine Learning
NB Block size (ratio of the fine mesh element side to the coarse mesh

element side)
DNN Deep Neural Network
CNN Convolutional Neural Network
ResNet Residual network
u Standardized displacements
w Vector composed of the diameters of the Mohr’s circles

Topology optimization
β Parameter that controls the sharpness of the Heaviside projection function
ϵ Ersatz stiffness
η Threshold value of the Heaviside projection function
ωe Set of the elements of the fine mesh that lie inside the coarse element e
M
A

i=1
Assembly information of the global stiffness matrix

C Compliance
CC Compliance of the coarse mesh
CF Compliance of the fine mesh
(EC )e Stiffness of eth element of the coarse mesh
Ei Interpolated stiffness of the i th element of the fine mesh
f Load vector
FEA Finite Element Analysis
gV Volume constraint
H Heaviside projection function
K Stiffness matrix
k0 The local stiffness matrix of a solid element
ki The i th element local stiffness matrix
N Matrix that interpolates the coarse load vector to the fine load vector
P Filter matrix
p Penalization parameter of the SIMP formulation
R The radius of the filter that controls the minimum length scale
SIMP Solid Isotropic Material with Penalization
tanh Hyperbolic tangent function
u Displacement vector
v Vector that contains the volume of each element
Vmax Maximum allowable volume of material for the volume constraint
x⋆

i , x⋆
j Position of the centroid of the i th and j th elements, respectively

z Vector of design variables
z Vector of filtered densities

zi The i th component of the vector of design variables
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Appendix B. Training loss data of the ML models

Fig. B.17 displays the training and validation loss data of the ML models for block size 2 and 3.

Fig. B.17. Training and validation loss data of the ML models for (a) block size 2, and (b) block size 3.
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