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Abstract:

The principles governing ionization techniques used in thermal ionization mass spectrometers are
relatively well understood and have remained largely unchanged for many decades. Though significant
advances have been made in ion signal quantification for isotope ratio measurements, particularly for
analyses of small samples by using multiple detector systems and low-noise amplifiers, the fundamental
approach to sample ionization has received little focus. Modern TIMS techniques attempting to achieve
parts-per-million level isotope ratios precisions are realizing limits imposed by the physics of the
ionization source. A type of high-ionization efficiency thermal source employed in nuclear physics
communities for decades is the so-called cavity thermal ionization source. Here, we provide a proof-of-
concept study that shows cavity sources may provide a path forward to achieve a new level of precision in
isotope ratio measurements from solid samples. We document our new, simple, cavity ion source design,
show preliminary results from Nd isotope measurements, and discuss this new data in the context of
current precision limits imposed during traditional thermal ionization methods. We show that, within the
limits of our testbed mass spectrometer, mass fractionation within the cavity ion source appears similar to
that from filament ion sources. We also demonstrate that oxide-versus-metal ion production plays a
significant role in cavity ionization processes for Nd. Cavity ion sources may provide a viable path

forward to achieving isotope ratios precisions at the sub-ppm precision level.

Introduction

Mass spectrometers used to measure isotope ratios of geologic samples have long been standard
equipment in many geoscience laboratories. For the solid Earth geosciences, and geochronology in
particular, the thermal ionization mass spectrometer (TIMS) has been an essential tool. Thermal
ionization mass spectrometers are used to analyze the isotopic composition of a range of elements whose
first ionization potential is sufficiently low such that substantial ionization can occur before complete

sample evaporation from the filament (see Carlson, 2014 for a review). Multi-collector inductively
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coupled plasma mass spectrometers (MC-ICPMS), introduced to the geosciences in the 1990’s, use high-
temperature plasma sources that can readily ionize elements across the periodic table. At first MC-
ICPMS instruments were primarily used to analyze elements that were inefficiently ionized in a TIMS
instrument. Recently, ICP instruments have been used to analyze elements once thought to be securely
within the domain of TIMS procedures, such as Nd 2 and W (Archer et al., 2019) such that the benefits of
TIMS analyses become less apparent. ICP analyses are, however, not without their downsides and TIMS
instruments remain on the analytical cutting edge due to their comparative simplicity of design, operation,
and relatively simple mass spectrum. Both types of instruments appear to be approaching roadblocks that
limit the quest for increasing precision and sensitivity in isotope ratio analyses. Overall efficiency,
adopted here as the fraction of analyte atoms that end up being detected by the mass spectrometer, is a
major factor limiting both functional sample size and ultimate achievable precision during isotope ratio
measurements. Distinct hardware obstacles define the sensitivity limits in ICP and TIMS, limits that are

unlikely to be overcome without substantial redesign of the ionization and ion transfer systems.

Though TIMS instruments have been, and remain, staples of Earth science facilities, they have
physical limits to their capabilities. In many cases, especially when dealing with small samples sizes or
very precise measurements, total efficiency proves to be the main limitation. This is because internal
precisions on isotope ratio measurements via TIMS often approach limits imposed by counting statistics
uncertainty (shot noise or Poisson noise). Lowering this barrier to higher precision will require counting
more ions either by increasing ionization efficiency, increasing measurement time, or both. The addition
of high-ohm feedback resistor amplifiers does not improve the precision on measurements of large ion
beams because ion counting statistics, not signal-to-noise ratio, is the limiting factor. Consequently,
advances in low-noise detection systems do not provide a path forward for these kinds of measurements.
Improvement is primarily needed on the front end of mass spectrometers to improve both the fraction of
atoms ionized and the efficiency of transmission of generated ions to the detector systems. In modern
TIMS instruments, the efficiency of ion transmission and detection can exceed 80% such that the highest
fraction of analyte atoms is lost during the evaporation and ionization process. However, ion sources
capable of producing a factor of 10-40 times more ions from a given amount of analyte compared to
conventional flat-filament TIMS sources have been developed, so-called thermal ionization cavity (TIC)
sources. Despite their obvious potential benefits, TIC ion sources have yet to achieve routine use in the
geosciences (see review in Maden et al., 2018). We have taken a new approach to the TIC source and
developed an ion source capable of analyzing large sample sizes at high ion beam intensities for long
durations with the goal of pushing precision limits below those currently possible with the traditional flat-

filament sources used in conventional TIMS.
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Current precision limits in TIMS analyses

Standard TIMS instruments employ flat-filament ionizing surfaces wherein the analyte is loaded onto
a thin, flat strip of refractory high-work function metal. Ionization efficiency is improved for some
elements through the use of multiple filaments where one filament is kept at much higher temperature to
serve as an ionization surface for neutral atoms evaporated off of one or more “sample” filaments. The
flat-filament ionization assembly, though suitable for the vast array of TIMS applications, suffers from

two major drawbacks when considering achievement of parts-per-million isotope ratio precision.

First, in conventional TIMS flat filament sources, increasing sample size does not always translate to
proportionately longer runs or higher ion beam intensities. In fact, loading more analyte can decrease the
total efficiency © such that e.g. a factor of two increase in sample size translates to less than a factor of 2
increase in total ions counted. More problematical is that large sample sizes often result in variable mass
dependencies for the mass fractionation experienced during sample evaporation and ionization,
confounding attempts to accurately correct for that fractionation. These factors combine to restrict our
sample size to ~700 ng of Nd 7%, much less than is typically separated from an individual rock dissolution
(~2 ug of Nd). A common explanation for the fall-off in ionization efficiency for large samples suggests
that large sample sizes limit the amount of analyte in direct contact with the filament, thereby favoring
evaporation over ionization. While possible, making longer isotope ratio measurements, by pooling
individual ~700 ng Nd loads from a single sample dissolution, becomes increasingly time-inefficient; an
analysis with 3-4 ppm internal precision already requires 9-12 hours of continuous measurement of 4e-11

A signals for *Nd* 10,

The second major limitation in flat filament TIMS methods relates to the mass fractionation that
occurs during evaporation and ionization. At a basic level, mass fractionation during thermal ionization is
a straightforward and well-understood process ''"'*. During evaporation and ionization, lighter isotopes
are preferentially removed from the solid phase such that the isotope ratios collected early in an analysis
have a lower heavy/light isotope ratio and this increases with time. This bias must be removed from the
analysis, and is often corrected by assuming that the fractionation is mass dependent and follows an
exponential mass dependency '»!°. Although the exponential mass dependency is simply an empirical fit
to the observed mass fractionation in TIMS analysis, it has been shown to be appropriate in the vast
majority of TIMS analyses. However, in analyses requiring part per million precision, the measured
ratios can deviate from exponential law fractionation "»'*!5, These measured deviations from exponential
law are typically interpreted as reflecting an ion beam that is derived from the combination of emission
from a number of variably fractionated reservoirs on a filament. This type of “mixing” imparts a linear,

not exponential, overprint on the otherwise exponential mass fractionation of isotope compositions %14
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16, The exact mass dependency of the fractionation present in an ion beam derived from an unknown
number of reservoirs with an unknown extent of fractionation is impossible to accurately correct. The
problem is compounded in runs involving larger sample sizes as they more often contain periods of
complex mass fractionation during analysis. Thus, common practice involves removing sections of an
analysis that show clear signs of non-exponential mass fractionation (i.e., decreasing heavy/light isotope
composition with time) so as to avoid generating biases induced by inappropriate mass fractionation
correction "#1%1®_ This practice, however, may not completely account for such effects that contribute to

reproducibility at the parts-per-million level.

In this work, we explore the possibility that an alternative ion source design may overcome these
limiting factors and ultimately allow sub-ppm isotope ratio precisions. A suite of ion source designs has

31718 These ion

been shown to generate ions at a rate many times higher than traditional TIMS methods
sources, which we will refer to as thermal ionization cavity sources (TIC), have gained use in the nuclear
physics and on-line isotope separator communities but have never gained significant traction within the
geosciences. The main limitations include the complexity of the cavity designs along with the very high
temperatures involved that stress vacuum systems and exacerbate the need for ultrapure cavity materials
in order to minimize background signals. In this work we present a simple TIC ion source design that

shows the potential for TIC to produce very large ion beams for extended periods of time, with predicted

precisions that are a necessary prerequisite to push isotope ratio precision into the sub-ppm range.

In summary, isotope ratio precisions in the ppm range are limited by two main factors: 1) the number
of ions counted, and 2) variable mass fractionation behavior. As sample size increases in flat-filament
TIMS, ionization efficiency decreases and non-exponential mass fractionation increases. Both work in

the direction of leading to less precise isotope ratios.

Previous cavity source designs

Cavity ion sources were initially proposed in the 1970’s 718

as a method to achieve isotope
separation of milligram-sized samples for nuclear studies. Since that time many iterations have been
developed, but to our knowledge only online isotope separators '* and one other geoscience laboratory 2°
currently use the technology. A recent publication ® contains a thorough review of the development

history of TIC sources. Despite a wide variety of ionization geometries and mass analyzers, including

5,20-22 23,24

magnetic sector , quadrupole ***, and time-of-flight analyzers %°, all cavity ion sources share some
similarities. The essential components of TIC sources are a high-aspect-ratio cavity drilled into a high-

work-function metal such as Re, Ta, or W. Sample material is loaded into the rear of this cavity, which is
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then electrically heated to high temperatures. Initial designs were simple and focused on generating large

ion beams from large samples for isotope separator laboratories '"!#

, and these forms of TIC sources
remain in use among the nuclear physics community '° though typically used for smaller samples.
However, recent TIC source developments have been driven to achieve maximum ionization efficiency
from very small (picogram) samples sizes of high ionization potential elements (e.g., U, Pu, Am), usually

driven by the analytical needs of the nuclear forensics community 2%2°,

The physics of ionization in a cavity have been well-summarized ??®. The dominant mechanism of
ionization at temperatures <2700 K, in typical-sized cavities, seems to be thermal ionization from the
cavity walls. This situation is similar to traditional flat-filament TIMS sources, except that confined
analyte atoms do not immediately escape the hot enclosure after evaporation. Instead, any atom that
evaporates, but does not ionize will likely come into contact with another hot inner surface of the cavity.
Thus, the proportion of atoms that eventually get ionized is increased as each atom has many more
opportunities to be ionized by thermal contact with hot cavity walls. Maden et al. (2016) developed
modeling code that accounted for space charge within the cavity and showed that space charge along the
cavity walls, dominantly derived from thermally-emitted electrons, aids in ion extraction from the cavity.
At temperatures above ~2700 K, a quasi-neutral plasma may exist inside the cavity, thus increasing
ionization %’ but potentially creating an environment where ion movement becomes diffusive, thus
changing extraction properties ?. Independent of whether a quasi-plasma exists within a particular cavity
design, TIC sources have been shown to provide higher ionization efficiencies than traditional flat
filament arrangements, with ionization increases of up to a factor of 40 for elements of geologic interest.
Despite decades of development by many different laboratory research groups, TIC sources have never
achieved routine use in the geoscience community. Below, we highlight two recent cavity arrangements
both aimed at converting modern-style TIMS mass spectrometers to TIC sources for use in isotope ratio

analyses and summarize their results.

Driven by the goal of developing a mass spectrometer that could be quickly converted between a
cavity and flat-filament source, the research group at Oak Ridge National Laboratory employed a TIC
source first on a Finnigan MAT262 2, followed by installation on a Thermo-Fisher Triton TIMS
instrument ', This TIC geometry was created by inserting an electrically insulated barrel within the
commercial Triton barrel configuration. This new inner barrel was held at the +10 kV operating voltage
of the Triton instrument while the outer, conventional barrel was stepped down to +8.5 kV. Cavity rods
were mounted on the inner barrel such that the conventional filaments, now held at -1.5 kV relative to the
cavity rod, provided electron bombardment current upon heating. In this way 21 cavity samples could be

installed on a single modified barrel yet the Triton software and data collection system remained
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unaffected by the presence of the cavity ion source. Using this TIC setup, the Oak Ridge group showed
that small (<10 ng) loads of Nd and Sr could have total efficiencies approaching 20 — 30% 2'?°. However,
the stability and longevity of analytical runs were limited by alignment inefficiencies and arcing within
the source due to the complexity of the cavity arrangement. Additionally, the dramatic total efficiency
improvements found on the MAT262 instrument were apparently not seen on the Triton installation 2!,

29,30

perhaps due to the modification of the MAT262 ion lens system for cavity ion beams and the design

constraint that the Triton ion focusing system remain unaltered for normal filament operations.

More recently, the research group at ETH Zurich has transitioned a multi-collector magnetic sector
mass spectrometer (Finnigan MAT262) to a TIC machine >?°. This design employs a dual-piece cavity
assembly, a +10 kV accelerating voltage, and a cavity arrangement that utilizes a flat carbon plate to
prevent electrons from impacting the ion beam while providing precise cavity location control. An
additional advance is provided by a redesigned electrostatic focusing lens stack and positional drive
system capable of actively moving cavity tip location, aiding in optimizing ion transmission. Thus far,
the ETH TIC has produced total efficiency data on U 3* analyses that showed >10 times improvement in
the total efficiency relative to flat-filament TIMS. The ETH TIC is distinct from the Oak Ridge design in
that it can accommodate only one cavity at a time, it contains a modified lens stack, and it uses larger
cavity dimensions. Nevertheless, the ETH source has produced total ionization gains relative to flat
filament TIMS that were better than the Oak Ridge Triton cavity setup 2!, but not substantially improved
from the initial Oak Ridge cavity installed on a modified Finnigan MAT262 %°,

20,28,30 in

Though cavity ion sources have shown substantial improvements in ionization efficiency
isotope ratio measurements they have yet to become standard analytical tools in the geoscience
community. The reasons for this are not entirely clear, but what is evident is that most recent cavity ion
source developments have focused on achieving utmost efficiency from very small sample sizes. This
analytical focus, though an obvious use for high-efficiency cavities, suffers from competition with design
improvements that allow for quantitative measurement of small ion beam sizes *! as the signal-to-noise
ratio often dominates the uncertainty budget of isotope ratio measurements of small samples using
Faraday cup detectors. In the present work, we take a different approach and focus on improvements that
can be made to analyses where element abundance is not the main limiting factor. Our aim is to use
cavities to generate relatively large (5¢'° amp) ion beams from large sample sizes (>1 pg) and measure
them for long periods of time (several hours) to achieve isotope ratio precisions at the level of parts per

million or better. This approach allows us to relax design constraints aimed at peak ionization efficiency,

such as operating cavities at very high temperatures, that, in part, lead to some of the issues that have kept
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cavity ion sources from common use, e.g. contamination of the source region by evaporated cavity

material and background signals from insufficiently pure cavity metals.

Analytical background and approach

The elements samarium (Sm) and neodymium (Nd) are extremely useful for the geoscience
community, as well as nuclear forensic *2, applications. Particularly relevant to the geosciences are the
two radioactive isotopes of Sm, '**Sm and '¥’Sm, that undergo alpha decay to '**Nd and '**Nd,
respectively >3, Due to the slightly different chemical behavior of Sm and Nd, the long-lived '4’Sm-'*Nd
decay system, with a half-life of ~106 billion years, has been widely implemented in the geosciences
community since the 1970’s. The variations in **Nd/'**Nd induced by radioactive decay of '4’Sm over
geologic time are readily detectable with isotope ratio precisions of better than 0.01%, making this system
relatively easy to utilize with modern analytical systems. The other decay system, '“°Sm-'**Nd, has a
much shorter half-life of ~103 million years and, due to the low abundance of '**Sm at the start of the
Solar System, imparted much smaller variations in the daughter isotope ratio '**Nd/'**Nd. Quantification
of the variability in '**Nd/"**Nd allows for detection of changes in Sm/Nd during the lifetime of 4°Sm,
lasting for the first 500 million years of Solar System history, allowing for accurate chronology of Solar
System materials *, tracking of silicate differentiation on Earth and other rocky solar system bodies
(Boyet and Carlson, 2005; Carlson et al., 2014; Harper and Jacobsen, 1992), and identification of Hadean
reservoirs still present on the modern Earth *!1°, These small **Nd/'**Nd variations are only detectable
with isotope ratio measurements that are precise at the parts-per-million level, as the total natural
variation in '*’Nd/'**Nd in Earth materials is only ~50 ppm. Thus, very precise isotope ratio

measurements are required to fully utilize the short-lived '*°Sm-'**Nd system.

Modern precisions in the measurement of **Nd/"**Nd are on the order of 3-4 ppm 27!, This level of
precision requires measurement times on the order of a dozen hours with beams around 5e-11 amperes
(equivalent to 5V on a 10'! Q resistor). As shown by 7, internal precision in the '**Nd/!*Nd isotope ratio
of multidynamic TIMS measurements is only slightly poorer than the theoretical limits imposed by shot
noise (Figure 1). This means that the internal precision is chiefly dependent on the number of ions

detected during a given measurement.
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Figure 1: Uncertainty in

"INd/'"*Nd plotted as a function

[©)

of the average '*’Nd signal size

during a 6-hour analysis. The

N

actual measurements are shown in

Theoretical
precision limit

Y

multi dynamic collection routine 0 5 0 15 55
M2Nd signal (V)

orange and track the theoretical

\S]

limit imposed by shot noise

2N/ "*Nd precision (ppm)

(Poisson noise), modeled using a

that dramatically decreases the
impact of collector efficiency variations '. The close correlation between measured and calculated
uncertainty suggests that the uncertainty budget is dominated by shot noise such that increasing signal

size would be the most effective route to improving the internal precision of any given analysis.

While the internal uncertainty budget is dominated by shot noise, modern measurements achieve
internal precisions that push the limits of external reproducibility. In our experience, the external
reproducibility on modern double-filament Nd-isotope measurements remains ~4-5 ppm, with
measurements of standards producing measured '**Nd/'**Nd values that do not agree within the limits of
internal uncertainties. Our interpretation of this irreproducibility relies on observations of changing mass
fractionation, and deviations from exponential law, during any particular analysis (Figure 2). Though this
may seem to limit internal precision gains made by higher ion yields, cavity ion sources may provide a
means to more accurately quantify, and correct for, non-exponential mass fractionation and isobaric

interferences.

Mass fractionation during a TIMS measurement that deviates from exponential law is typically
interpreted to reflect an ion beam composed of a mixture of ions derived from sample regions on the
filament that have experienced different fractionation histories "'%!41¢ This process will vary from
analysis to analysis, potentially leading to significant external variability. The combination of ions
originating from variably fractionated sample domains on the filament will generate isotope ratio
deviations in predictable directions, calculated by considering the particular ratios used in mass
fractionation corrections. For instance, while using "**Nd/'*Nd to correct '**Nd/'"**Nd, mixing of the ions
emitted from variably fractionated domains on a filament will produce positive deviations from

exponential law, most easily visualized on a three-isotope plot 413

, creating an artificial increase in
142Nd/"¥Nd. In fact, this type of behavior is readily observable at the ppm precision level, as shown in

Figure 2. During the analysis highlighted in Figure 2 (a typical analysis of JNdi standard solution from %),
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data taken while the sample was reversely fractionating (decreasing '“*Nd/'**Nd with time) have a

12N d/'"*Nd ratio that is ~10 ppm higher (+5.9 versus -3.3 relative to a '"’Nd/"**Nd = 1.141832), on
average, than the rest of the cycles measured during the analysis. While the analysis shown in Figure 2 is
readily filtered to remove portions of the analysis that may be affected by non-exponential mass
fractionation at the >15 ppm level, other, less obvious, periods of such behavior within an analysis may

not be so readily removed.

0.725 ] Figure 2: Mass fractionation during a
E 0.794 || ) | single Nd-isotope measurement using the
§ B methods described in . The top panel
E 078 ﬂ ‘ shows the measured "’ Nd/'*’Nd ratio
g 0.722 ; V 2 without mass fractionation correction as
0.721 4 T | afunction of the cycle number (each
—_ 0 250 500 750 | ™ cycle is ~45 seconds with the total run
% :::“ lasting ~13 hours) with symbol colors
g 30 2 | corresponding to the ¥’ Nd signal size in
"'% volts across a 10" Q resistor. The grey
qs) 0 4] fields show three sections of the run,
g 0 divided by fractionation trends, with the
‘Ef_r numbers indicating the average deviation
g -60 - - - — from exponentially-corrected '’ Nd/'**Nd
% Cycle 273 | over that section of the analysis (all

274 fractionation corrected to an assumed
M2Nd/"**Nd = 1.141832) The bottom panel shows a ten-point moving average of the deviation of each
fractionation-corrected "> Nd/'**Nd ratio from exponential law fractionation correction. Each measured
2 Nd/"**Nd ratio was time- and fractionation-corrected using a multi-dynamic collection scheme ’, and
then normalized to a ' Nd/"**Nd = 1.141832. The variably colored line connecting data points shows the

sequence of cycles to aid interpretation.

Given the above considerations regarding precision and reproducibility during high precision Nd
isotope analyses, we endeavored to implement a cavity ion source in a different manner then what has
been attempted previously. Instead of optimal ionization from very small sample sizes, we aim to use the

cavity ion source to generate large (>5e-10 A) Nd ion beams for long periods of time (several hours).
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Our development and design aimed to test whether cavity ion sources can provide a path towards sub-
ppm Nd-isotope ratio precisions by, 1) generating large ion beams from large samples for long periods of
time, thus driving down shot noise uncertainty, and 2) providing a means to more accurately correct for
mass fractionation during TIMS analyses. Our approach and implementation thus allowed us to simplify
a cavity ion source design as very high temperatures are not necessarily needed for our approach. This
allows us to avoid engineering issues such as deposition of evaporated metal on insulators within the
source housing 2® and controlling outgassing of the source components during high temperature operation

that may lead to high-voltage arcs °.

The present work did not aim to produce higher total efficiencies than those achieved in modern
TIMS instruments as previous publications have clearly shown that cavity ion have sources the ability to
generate higher total efficiency for Nd than flat-filament TIMS 232426, Thus, we did not focus our design
efforts on optimizing the ionization efficiency by, for instance, testing a wide range of loading techniques

or additives 2%?!

, or by substantially modifying the cavity dimensions; these improvements are clearly
possible with cavity ionization. Instead, we focused our design on testing whether large Nd" ion beams
can be generated for long periods of time, producing total ion counting statistics that could drive down

internal precisions.

Cavity design

Mass spectrometer testbed and heating design

Our cavity configurations were tested on a Carnegie-built single detector magnetic sector mass
spectrometer. This instrument is a 60-degree sector, 15-inch radius, Nier geometry magnetic sector mass
spectrometer with a single fixed faraday detector that can be moved to accommodate a secondary electron
multiplier. Ion beam intensities were measured by a Keithley 642 Electrometer, which was digitized
using a Keithley 2001 Digital Voltmeter and later by a Schumberger Solartron 7060 Systems Voltmeter.
All magnet control, data collection, and data reductions were performed using a custom LabVIEW

program written in-house.

Our cavity ion source was heated using electron impact heating. This type of heating has been the
most common design implemented in TIC sources and we chose this design to avoid the requirement for
very large currents at high voltage required to resistively heat a cavity. A 0.4 mm diameter tantalum
filament was used as electron source and held at ground potential. Current was passed through this

filament using a Kepco JQE 0-50V, 0-10A power supply. Upon heating the filament provided an electron
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current that impacted, and heated, the cavity source. The bombardment (heating) current was monitored
by the current absorbed by the cavity power supply and controlled manually. The voltage to the cavity
was provided by a Spellman SL2000 power supply capable of producing +15 kV at 110 mA. The
electron bombardment current was monitored by the Spellman power supply, where the current readings
were equivalent to the electron bombardment current from the grounded filament to the cavity. We
operated our cavity source at voltages between +5 to +7 kV. The electron bombardment currents during
an analysis scaled with the cavity voltage; heating power extended up to ~300 W, requiring 60 mA
bombardment current with a +5 kV cavity and 42 mA with a +7 kV cavity.

Two different ion optical lens systems were employed during our operation. The original lens system
on the 15-inch mass spectrometer is an NBS thin lens 3°. This ion source consisted of several lens
elements made of 0.4 mm thick stainless steel with voltages provided by a resistor chain that output
voltages from +5 kV to ground. During our testing of the TIC source we determined that many of the
optical elements of the original lens system were likely unnecessary as they had little impact on detected
ion current across a range of voltage settings. Consequently, we simplified the lens system by removing
the discriminator and draw-out plates, keeping only x-focus and z-focus (y being the ion optical axis)
plates in addition to a defining plate and final collimating slits, all kept at the same dimensions as the
initial configuration. Data collected using this modified Shields source is presented in Table 1. This
configuration was, unfortunately, limited in its voltage range such that during many analyses the x- or z-
focus plates were at their maximum voltage difference, potentially limiting ion transmission. As a
potential improvement, we opted to test a second ion lens system. This second optical design was
modeled after a simplified lens system designed for a triple-filament ionizing source *. In this Loveless
and Russell source focusing system, only one set of four thick plate electrodes is employed, along with a
pair of grounded collimating slits as in the initial design. The four electrodes are held at a potential close
to the ionization source forcing the ions to follow damped oscillatory paths that are focused at the
collimating slit (Figure 4). We employed a slightly larger version of the Loveless and Russell source

design for several of our analyses (Table 1).

The 15-inch mass spectrometer ion extraction system is mounted on four ceramic rods (Figure 3A,B),
having a ~0.01 mm smaller bore than the lens plates, to prevent differential thermal expansion from
breaking the ceramic rods. In the case of both lens stack systems, we built the cavity ion source directly
out from this existing lens system such that our cavity source would be easy to position reproducibly in
the center of the lens system. A large, grounded, cylindrical shielding plate surrounded most of the hot
cavity to prevent cavity material from being deposited on the ceramic insulating rods. This shielding

plate also surrounded the electron bombardment filament through which the filament heating leads where
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positioned. Finally, cavities were held by a stainless-steel block that was fixed to two of the ceramic
mounting rods extending from the lens stack (Figure 3). This block was held in place using set screws,
and the entire assembly was affixed to long ceramic rods mounted to a base block mounted inside the
source housing. Our cavity design left the cavity attached to the mount at its base, away from the
ionization tip. The stainless steel block was held snugly against ceramic tubes cut to length to maintain a
constant cavity y-position in front of the extraction lens system. Likewise, the cavity was held in the
stainless steel block with a set screw, and positioned manually using a measured mounting block such that
the length of cavity sticking out in front of the stainless block was reproducible. However, the cavity
ionization tip was freely floating, meaning that the cavity position may have changed during an analysis
through sagging during high-temperature operation, altering the focal properties. Unfortunately, this
sagging was only observable through a change in the lens stack voltages that achieved optimal ion
transmission and was impossible to accurately quantify. This is distinct from the ETH design which fixes
the ion source location by attaching the cavity tip to a graphite plate that controls the ion extraction

location in x,y,z space °.

L

+7 kV
cavity
voltage

oy

:_ | filament
leads

\\

‘ \

Grounde
shield
plates

Figure 3: Images of the cavity ion source mounted on the Carnegie 15-inch single-collector instrument.
A: The cavity ion source installed inside of the source housing of the 15-inch mass spectrometer with the
modified Shields lens stack. B: the cavity assembly mounted on rods extended out from the modified
version of the NBS lens stack. C: The cavity heated up without the shield plate in place so that the

electron-emitting filament can be seen (the original, unmodified, NBS lens system is shown in this figure).
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D: The cavity under operating conditions, with the hot tip of the cavity visible and the electron-emitting
filament hidden behind the shield plates. Note that this version had the tip of the cavity closer to the
extraction lens plate than that shown in B. The performance characteristics were not detectably different

between these two systems.

During this work we used cavities made of Ta rod with a 3.1 mm outside diameter (supplied by H
Cross company, 99.7% Ta). The cavities were made by electrical discharge machining 1.5 mm wide
holes into the Ta rod, creating cavities of various depths (10-40 mm; Table 1) and 1.5 mm diameters. The
diameters were chosen to match both the machining capabilities of the Carnegie machine shop and be
comparable to the dimensions of cavities recently shown to produce high ionization efficiencies in other
labs 32!, Tantalum was used as the cavity material during our analyses due to the low cost and ease of
machining relative to Re. Analyte Nd was loaded into cavities in a 2M HCI solution containing 1ppm Nd
using a 10 pL syringe (Hamilton syringe 10 pL, Model 701 RN SYR, Part #7635-01). Carbon additive
was loaded in the same manner using AquaDAG solution of colloidal graphite. AquaDAG was loaded on
top of dried down Nd sample at the base of the cavity. During some analyses, Re powder was also added
to the cavity to aid in ionization. Re powder (99.7 % Re) was suspended in MilliQ water and ~2 uL was
loaded on top of the Nd HCl solution before drying. For some analyses, cavities were re-used several
times. While cavities were not completely cleaned of Nd prior to loading another analysis, we are
confident that only a small fraction of the total ions detected may have come from prior sample loadings.
This is due to several factors. First, we typically removed and replaced the Re lining in between sample
loads, which significantly reduced the amount of Nd remaining in any previously used cavity. Also, we
discovered that upon cooling a cavity and reheating, the ion beam signal size would only return to
significant size when it reached heating powers close to the maximum power of the previous analysis.
This means that as long as subsequent analyses remained at heating power below the previous maximum,
very little ionization of previous analyte occurred. We attempted to clean cavities by boiling in 8M HNO3
overnight, and subsequent ultrasonication, but this appeared to only have a limited effect on presence of

Nd in the cavity. More testing will need to be accomplished to fully clean previously used cavities.

During the latter stages of our analysis, we lined the Ta cavities with Re foil to create a higher work
function surface on the inside of the cavity. The Re foil was 0.025 mm thick 99.7% pure Re foil from
Thermo-Fisher (#010307-FI), which was cut to size, wrapped around a post, inserted into the cavity, and
expanded to firmly contact the Ta cavity walls. After initial testing, we also inserted two Re filaments
(99.7% pure from H Cross) in a cross pattern into the base of the cavity before loading the cylindrical foil
lining so that analyte loaded into the bottom of the cavity would be loaded onto Re instead of bare Ta.

This was an attempt to further reduce NdO™ production.
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Figure 4: An image of the Loveless and Russell ion extraction source system used in this work. In order

of top to bottom, the tip of the grounded cavity shield cylinder is exposed at the top of the image (with no

Cavity shield cavity installed), followed by the +7 kV
cylinder I

Extraction
plate (+7kv)

extraction plate, then the x-symmetry plates of

the Loveless and Russell source, followed by

the z-symmetry plates. The bottom block

original part of the 15-inch mass

‘\ contains the two collimator slits and is the
'\

Loveless and
Russell ion spectrometer.
extraction
lens stack
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Results and Discussion

Signal size:

During the course of our testing and analysis we focused on generating large ion beams of Nd* for
long periods of time using cavity loads of 2 micrograms as we regularly separate 2 ug of Nd from
geological samples. A Nd* signal was detectable on our faraday detectors when the heating power
approached ~80 W (~12 mA with +7 kV cavity voltage). Upon first appearance of a Nd* beam, the signal
grew rapidly during initial heating before decreasing, all at a constant heating power. lon beam tuning
was completed manually during heat up and before starting data collection. If signal sizes or isotope
ratios degraded during data collection, the run was aborted and the signal refocused and tuned. After this
initial signal increase, the signal size grew exponentially with increased bombardment current and
eventually stabilized. Once large signals were achieved, they began to slowly decay over time and
required an increase in the electron bombardment current to maintain the signal size. Overall, this
behavior is similar to the behavior of Nd" during double filament analyses, suggesting that similar

processes govern the evaporation and ionization of Nd from the surface of the cavity.

Several of our runs produced ion beams >5¢-10 amps that lasted for several hours (Figures 5, 7).
However, there was significant variability in the total efficiency of each run. The highest signal sizes

were all generated using the simplified Shields lens system. However, some runs using this lens system
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produced low total ionization yields. These low intensity runs were conducted under sub-optimal ion
focusing conditions, where the voltage difference on the x-focus or z-focus plates was at a maximum.
This implies that optimum focus was not achieved, and some fraction of the ion beam was not being
directed into the collimating slit, likely producing a substantial reduction in total ion yield. Our
interpretation of the scatter in total ion yields using the simplified Shields source is that lower ion yields
represent runs where the focusing properties of the ion source was not optimal and suffered ion
transmission degradation. An added component to the variable efficiencies was the different cavity
loading procedures used, as described previously. Though widely varying cavity dimensions were used,
no systematic variation in ionization efficiency was observed that correlated with cavity depth. More

testing is required to optimize this feature of the cavity design.

CB1_2.3ugNd_Refoil_7_20_2019 438 Figure 5: Production of Nd* and NdO*
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The difficulty associated with optimizing ion focusing during ionization from a cavity source has
been highlighted in other work >2!. To test a new approach, and guided by modeling using the SIMION
modeling software, we implemented a modified Loveless and Russell ion optics design *° that was shown
to produce significantly higher ion transmission when using a triple-filament ion source arrangement.
Our design of the power supply system allowed for independent determination of the top voltage of the
four steering plates in the lens system, with each plate then separately tunable using a parallel resistor
chain with ~300 V of range. Our experiments showed that the Loveless and Russell lens system had
excellent ion beam steering capabilities and was insensitive to x-focus and z-focus setting; that is, the

signal intensity was simple to optimize and remained relatively constant throughout each analysis. The
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Loveless and Russell ion source system was designed to have the steering plates held at a voltage close to
the accelerating voltage (~5 V lower than maximum), and our optimum peak shape and ion transmission
occurred near the +5 kV accelerating voltage of the cavity. However, the total efficiencies were
substantially decreased with this lens system compared to the modified NBS source (Table 1), indicating
that overall ion transmission was suboptimal. Our interpretation for suboptimal focusing is that the ion
beam was not fully collimated and focused at the defining slit such that only a small fraction of the
defocused beam was transmitted through the mass spectrometer, as evidenced by the relatively

insensitivity to x and z voltage settings.

Regardless of the difficulties in ion focusing, our cavity ion source has shown a promising ability to
produce large ion beam sizes for long durations. When the total ion counts from our TIC source are
compared to flat-filament measurements, they predict sub-ppm precisions in the '**Nd/'**Nd isotope ratio
(Figure 6). These promising results were obtained in spite of several limitations in our current approach.
As discussed above, our ion focusing systems suffered from suboptimal performance in both designs; the
modified shield lens could not achieve optimal focusing while our modified Loveless and Russell source
displayed a substantial decrease in ion transmission. We did not run the Nd loaded into our cavities to
exhaustion. Though signal sizes continued to decline near the end of analyses, substantial Nd ion beams
often remained upon termination of the analysis. We did not push the temperature on our cavity to the
extremes that might be possible, so our ionization efficiencies (Table 1) are minimum estimates. Given
the cavity ion source efficiency increase shown by other labs, substantial additional gains in total ion
yields certainly appear possible with our TIC source design if ion transmission is improved with a

modified focusing system and the cavities are run to higher temperature to exhaust the analyte.
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494  imposed by shot noise while
the orange circles are actual double-filament analyses from samples and standards ®. The vertical blue
lines are total ion yields from the cavity ion source using 2 ug of Nd (the highest signal size line was
measured using 10 ug Nd) converted to average signal size over six hours if these analyses were made on
the Triton. The horizontal green dashed lines and stars are the predicted precisions of our cavity ion
source analyses if mass fractionation corrections are similar, with the best analyses theoretically pushing

the precision of the '’ Nd/'*’Nd measurement below one part per million.

Neodymium oxide production

Many modern Nd isotopic analyses measure the metal ion, Nd*, though analyses of NdO" used to be
common ** and remain in use for analyses of very small analyses *!. The production of NdO™" ions occurs
at a lower temperature than the metal species, so higher ionization efficiency can be achieved when
analyzing NdO" particularly when using an oxygen bleed valve or oxygen-emitter additives to the
filament. Measurement of NdO™ does not, however, provide a likely path towards more precise and
accurate '*’Nd/'*Nd measurements as multiple isobaric interferences, and potential oxygen isotope

fractionation during an analysis, must be accounted for when measuring polyatomic oxide species **.

To our knowledge, there has been only limited documentation of the various metal/oxide ion
production abilities of Nd while using a cavity ion source, though metal/oxide production has been
investigated for other elements during short analysis times (<10 min >2*%). Though colloidal carbon

(AquaDAQ) is often used during mass spectrometry as a chemical reductant on the filament, the cavity
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community has also used carbon (either colloidal graphite or organic resin bead loading) as an additive to
increase the work function of the ionizer, in addition to a chemical reductant, where ReC has a higher

132!, To evaluate the metal/oxide ionization within cavities, we tracked

work function than Re meta
Nd*/NdO* for the vast majority of our analyses. During most of our analyses, NdO* often had a higher
signal during the initial portions of the analyses, Re and C additives or a Re foil inside of the cavity aided
in production of Nd* (Table 1), optimizing ionization of the metal ion. During some analyses, however,
NdO" was the preferred species (Figure 5). The analysis shown in top panel of Figure 5 is from a cavity
that was lined with Re foil but did not have Re lining the base of the cavity. During the low-temperature
beginning of the analysis, Nd" is the dominant ion species, but in the middle of the analysis, NdO*
becomes the dominant species. One possible interpretation is that as temperatures increase NdO™ begins
to ionize directly from the Ta base of the cavity, whereas at lower temperatures Nd evaporates as either
metal or oxide and is dominantly ionized as a metal during its multiple interactions with the cavity walls
after evaporation. An alternative interpretation invokes variable temperature along the cavity such that
ions may be extracted from the base of the cavity (as NdO") preferentially at the beginning relative to the
later, higher-temperature, portions of the analysis. The lower panel of Fig. 5 shows an analysis made with
a cavity that had Re foil covering the inner walls of the cavity as well as the bottom of the cavity and had
Re powder as an additive. During this analysis Nd metal ions are dominant throughout the entire duration
of the run, showing that limiting the exposure of analyte to the Ta cavity walls increased the metal

ionization efficiency.

In order to additionally decrease the NdO" production in our cavity designs we loaded colloidal
graphite (AquaDAG) along with Nd solution into the base of the cavities. This may have substantially
decreased the NdO" production from the cavity; average Nd"/NdO" without AquaDAG is 4.7 and the
average with AquaDAG is 24.5 (Table 1), though these values are dominated by a few analyses and other
factors may play a role. This result suggests that the presence of a reductant (or Re powder) at the base of
the cavity has a significant influence over the Nd* production. 2! documented a dramatic increase in the
ionization efficiency of Nd with either resin-bead loads or C additives from both cavity ion sources and
flat filament sources. They, however, interpreted this increase to be driven by the increased work
function of ReC, which aids in the ionization of all species. The impact of high-work-function ReC was
also invoked by ° who interpreted an increase in U ionization over the lifetime of individual Re cavities to
be due to carbon from the graphite mounting plate diffusing into the initially pure Re metal cavity. Our
data show that, for Nd analyses, the competing ionization of Nd* and NdO" may play a dominant role
over ReC as an ionizer. If formation of ReC was driving the Nd* ionization increase, metal ionization

increases would be expected to match with greater production of NdO™ due to the increased work function
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of ReC. Instead, the data suggest that at many times Nd" forms at the expense of NdO™ and the two
signals are inversely correlated during specific periods of the analyses. However, other more complex

processes such as variable temperature distributions within the cavity may have a dramatic impact.

Mass fractionation

Our testbed mass spectrometer has only a single faraday detector so peak hopping was required to
make isotope ratio measurements (typical data collection included '**Nd*, *Nd*, Nd*, 1 Nd",
12Nd'%0*, and "“Nd'®O*, or some combination of these) therefore the isotope ratios are susceptible to ion
beam intensity variations over the integration times used (between 4 and 10 seconds). Though all of our
beam intensity data is time-corrected to the '#*Nd integration time by linear interpolation between two
consecutive measurements of the isotope of interest, non-linear ion beam behavior can substantially bias
resulting isotope ratios. Additionally, significant inconsistency in the ion beam intensity was produced
during analyses, caused by several different factors. First, during initial manual heat-up the electron
bombardment current was often manipulated to stabilize ionization, resulting in ‘jumps’ in ion beam

currents that are not accounted for with a linear time-correction for ion beam intensity.

CA1_10ugNd_07_14_2019 561 Figure 7: The signal size of

M Nd*during an analysis of a 10ug
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focusing system near the end of the analysis. This analysis shows mass fractionation that appears very

similar, though of slightly greater magnitude, to double-filament analyses and contains no clear evidence

for complex fractionation behavior during the majority of the analysis, though the analysis has limited

isotope ratio precision for reasons laid out in the text.
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Second, particularly during analyses using the simplified NBS lens system at high temperature, the
resistor chain experienced voltage disturbances that created oscillations in the lens voltages. These
oscillations, likely due to electron currents to the front lens plate, resulted in ion beam variability on the
order of several volts with a periodicity of less than a second. This instability created most of the
instability in isotope ratios collected near the end of analyses using the NBS source (Figure 7). This
problem was eliminated during analyses with the Loveless and Russell ion optics system, which was

powered by an independent power supply instead of a resistor-divider chain.

Prior to this study, published mass fractionation behavior from cavity ion sources is limited to a
single, short-duration (~ 7 min) analysis of U ° and one of Gd isotopes >° though the latter may have been
confounded by isobaric interferences. Potential shifts in mass fractionation can substantially affect high

71415 - Similar to the Nd ion beam behavior, fractionation from a

precision isotope ratio measurements
TIC source (Figs. 7-8), at least to the precision allowed by our single-detector configuration (Figs 7-8),
appears to be similar to mass fractionation from a double filament ion source (Fig. 2). The first isotope
ratios collected during an analysis had compositions lighter than the **Nd/'*Nd = 0.7219 used as the
standard ratio for mass fractionation correction and showed ‘normal’ fractionation behavior throughout
the lifetime of an analysis, where the isotopic composition becomes heavier throughout the run. The

isotopic composition near the end of analyses reached a '**Nd/"**Nd value that was similar to that seen

during flat filament analyses (0.730; 7), at which point the ion beam began decaying substantially.
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Though we were not able to collect precise isotope ratios, there appeared to be no relationship between
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Nd*/NdO*, and'*Nd*/'*Nd" and,
importantly, very little ‘reverse’

fractionation .

Figure 8: The mass fractionation
observed during four analyses of Nd. All
isotope ratios are calculated from the
metal species and the *°Nd signal
intensity is time-corrected for ion beam
change to the "**Nd integration by linear
interpolation using the nearest two "*°Nd
measurements. Symbol colors correspond
to the Nd'/NdO" during each integration,
again time-corrected to the '**Nd
integration using linear interpolation.
Note that the color scales are different in

the four panels.

Though no ‘reverse’ fractionation.is
detected in our cavity ion source analyses
we do not have sufficient isotope-ratio
precision to completely rule this
phenomenon out (1**Nd/***Nd precisions
were typically >40 ppm for a given run;

Table 1). If cavity ion source

measurements do produce periods of non-exponential mass fractionation, the higher ion beam intensities

provide a path towards correcting such behavior. The secondary y-axis in Figure 9 shows the within-

integration standard deviations on the '**Nd/"**Nd measurement using simple ion counting statistics and

uncertainty propagation (and an 8-second integration time). The typical signal sizes achievable for our

modern double-filament '**Nd analyses (~4 V) are shown by the horizontal dashed line, which

corresponds to a within-integration uncertainty of ~32 ppm, in excellent agreement with our multi-

collector instrument observations 8. As expected, the per-integration uncertainty of any isotope ratio

dramatically decreases with signal size. If measurements of ion beam currents ~5e-10 amps (50 V on a

10" Q resistor) are made, the standard deviation on any given integration would drop to ~9 ppm, allowing
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non-exponential fractionation effects to be resolved much more precisely (Figure 9). This calculation
shows that even if cavity ion sources are susceptible to mass dependency fractionation variations during
an analysis, they provide a path towards more accurate data by allowing for more precise filtering of

integrations that have affected by this phenomena.
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643  secondary y-axis shows the
within-integration (8-second integrations) ' Nd/"**Nd standard deviation based on the Nd ion beam
signal size. The horizontal dashed line indicates the typical 4 V *’Nd" signal reached in double filament
ion sources, which have standard deviations ~32 ppm. We show that cavity ion sources are capable of
generating >50 V Nd* ion beams for several hours, though such results are not standard in our suite of
analyses and more work is required to make such analyses routine. Such large beams would allow for
more precise tracking of non-exponential fractionation behavior during an analysis (with internal

standard deviations <10 ppm), providing a path towards more accurate isotope ratios.

There are also more obvious benefits to the higher beam sizes that cavity ion sources will provide
over traditional flat filament sources. First, there is the clear time-savings in that higher signal sizes
achieve desired precision more quickly than small beams. This is shown in Figure 9 with a calculation
that models the uncertainty of the fractionation-corrected '“*Nd/'**Nd as a function of analytical time and
signal size. As expected, there is a decreasing precision return over time meaning that each additional
hour of data collection achieves less of a relative precision increase than the last hour. The current state-
of-the-art TIMS analyses for '**Nd, measuring 4 V signals for 9-12 hours, are reaching a point where time
quadrupling the analytical time to double the precision is becoming inviable. Even if analyzing a 4 V
beam for 25 hours was possible, the precision increase would only be on the order of a few tenths of ppm
in the isotope ratio precision. However, analysis of a 50 V beam for a ~2 hours will achieve internal

precisions much lower than can be achieved currently. Thus, analyses at the same, or better, precision
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level could be achieved in less than half the time. Analyses of 50V beams for this length of time with
double filament assemblies have not been shown to be possible, so cavity ion sources provide a new path

forward.

Finally, the higher ionization efficiency and signal sizes achievable with cavity ion sources will
provide more accurate and readily quantifiable interference corrections. This utility can, once again, be
illustrated with '*Nd measurements. The main interfering elements of concern during '**Nd
measurements are Ce (with an interference of '**Ce on the Nd isotope of interest) and Sm (with several
isobaric interferences on important Nd isotopes). Accurately detecting any interfering element is a major
concern when dealing with isobaric interferences on isotope ratios measured at the ppm precision level.
Figure 10 shows the effect of signal size on detecting, and accurately correcting, potential interferences.
To correct the isobaric '“*Ce interference, '4°Ce is measured and a '“*Ce/'*°Ce ratio of 0.12565 is assumed.
This correction is on the order of five ppm with a '**Ce/!'*Nd of 6.3 x 107 and falls with decreasing
Ce/Nd. Figure 10 shows two lines that calculate the '*°Ce signal at a given ppm correction in '**Nd/'*Nd
with varying *°Ce/!*Nd. When measuring Nd isotope compositions in Faraday detectors attached to
amplifiers equipped with 10! Q resistors, a 50 puV signal is difficult to accurately quantify. If the **Nd
ion beam is 4 V, a '*°Ce signal of 50 pV would relate to a correction of -1.5 ppm, meaning that
interferences below ~1.5 ppm corrections will not be accurately quantified. With a 50 V '*Nd beam,
however, a 50 pV %°Ce signal will only represent a 0.1 ppm correction on **Nd/'*Nd. Thus, higher
signal sizes will allow us to more accurately correct for interferences, even if such interferences are not
reduced by cavity measurements. Although lower noise faraday amplifiers are finding increasing use in
the detection of small interferences, the use of such amplifiers in combination with relatively low gain
amplifiers complicates multi-dynamic measurement schemes that switch ion beams between different

faradays in order to compensate for inefficient ion retention.

As well as the obvious need to accurately quantify any interfering signal, the unknown state of mass
fractionation of Ce and Sm leads to uncertainty in the amount of signal correction to be applied . Gargon
et al. (2018) showed that for a '**Nd analysis, the unknown fractionation state of interfering elements adds
excess uncertainty at the ~5 ppm level with *°Ce/!*Nd > 1.6 x 10~ and '¥’Sm/"**Nd > 1.2 x 10™*. These
decrease to '*°Ce/"*Nd > 0.3 x 107 and 'Y’Sm/"**Nd > 0.2 x 10 when considering measurements with 1
ppm precision. More precise quantification of the interfering elements, even if their relative signals
compared to the analyte of interest, can lead to more accurate application of interference corrections,
especially if quantification of mass fractionation of the interfering elements can be achieved by, for

instance measurement of '4’Sm/!'*’Sm ratios during the analysis. Higher signals will clearly allow for
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more precise and accurate interference corrections, even if for instance the Nd/Sm ratio were to stay the

same, leading to more accurate data.
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Conclusions:

We present a proof-of-concept cavity thermal ionization mass spectrometer (TIC) ion source that
could be used to achieve very high isotope ratio precision for large (microgram) sample sizes. Modern
Nd-isotope analyses are currently limited to precisions of ~4-6 ppm due to counting statistics and non-
exponential mass fractionation effects. We have developed a cavity ion source, heated by electron
bombardment, that is capable of producing > 5¢™!° amp (50 V on a 10! Q resistor) Nd* ion beam sizes for
several hours. Though more development is required to make these highly productive analyses routine,
the expected precision from these cavity ion source analyses, when measured using modern multi-
collector instruments, based on shot-noise limitations alone can approach 0.5 ppm for the isotope ratio of
interest, '*’Nd/'*Nd. We show that generation of large ion beams is possible from TIC sources and that
the metal to oxide ratio, Nd"/NdO", plays a major role in the total ionization of Nd* from a TIC source.
This ratio can likely be optimized using a combination of Re ionizing material and carbon additives, the
latter serving as a reductant at the ionizing surface. Although our single-detector testbed mass
spectrometer is not capable of making precise isotope ratio measurements, we show that mass

fractionation from a TIC ion source appears to be similar to double filament sources. An improvement in
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precision to sub-ppm levels in Nd-isotope ratios would allow full utilization of the paired '*%!*’Sm-
142.143Nd decay systems and produce a significant advance in the understanding of early Solar System

events on Earth and other rocky bodies.
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