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ABSTRACT
The concept of moving target defense (MTD) has entrenched itself
as a viable strategy to reverse the typical asymmetries in cyber
warfare. MTDs are technologies that seek to make target systems
dynamically change in order to limit the time and information
available to complete an attack, increase the likelihood of detec-
tion, and/or deter attackers from proceeding. The benefits of MTD
have been shown for network-, operating system-, and application-
level security. Hardware roots-of-trust, however, are static “sitting
ducks", especially against physical attacks, and can therefore benefit
from the dynamics brought about by MTDs. Although many MTD
concepts seem transferable to hardware applications, there has
hardly been any work to establish a functioning research pipeline
for countermeasures to physical attacks. The aim of this paper is to
introduce viable MTD concepts, describe the issues that they can
address, and chart a path towards their realization for the commu-
nity.

CCS CONCEPTS
• Security and privacy → Hardware security implementa-
tion; Hardware attacks and countermeasures; Side-channel
analysis and countermeasures.
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1 INTRODUCTION
With the ubiquity of digital electronics in our daily lives and critical
infrastructures, more assets than ever before are being stored on
secure integrated circuits (ICs) as the root-of-trust (RoT). Examples
of on-chip assets include secret keys, proprietary firmware and
intellectual property (IP), passwords, and personal information.
For cryptography, secret keys remain the single point of failure.
By acquiring keys, an adversary can effectively destroy all the
assurances required for various critical applications. The security of
ICs can be compromised by attackers, who can gain access to these
devices and mount physical attacks, such as side-channel analysis
(SCA) and fault injection (FI) attacks. Similar to approaches taken
in software security, current efforts for achieving secure hardware
prevent attacks by mitigating vulnerabilities during design (i.e.,
pre-silicon phase) and/or by detecting attacks in the field (i.e., post-
silicon phase).

Typically, there exist asymmetries in cyber warfare that favor
attackers. For example, an attacker need only find a single vulner-
ability in the hardware implementation to compromise a victim
while defenders must protect the entire attack surface at all times.
In addition, the attacker’s arsenal grows over time, while the de-
fender is more of a static “sitting duck”. Approaches such as Cyber
Deception (CD) and Moving Target Defenses (MTDs) can alleviate
such issues. Systems based on rapidly changing their properties
leave the attackers no time to identify their vulnerabilities and
make the attack surface unpredictable. While MTD and CD have
been successfully applied to software, there are several challenges
and new opportunities in transferring them to hardware.

Over the last decades, several classes of countermeasures have
been proposed tomitigate the vulnerabilities of hardware implemen-
tations against SCA and FI attacks. Many of these countermeasures
share some features of CD and MTD, although they are not known
by the same names. For instance, various algorithmic countermea-
sures, have been proposed which rely on the data randomization,
circuit reconfigurations, or voltage/clock variations. Masking and
hiding against SCA attacks and redundancy against FI attacks are
examples of such CD- and MTD-like countermeasures.

Unfortunately, while MTD countermeasures are well established
for achieving software and network security, they have been ap-
plied to hardware systems in an ad-hoc manner. For instance, while
much attention has been paid to MTD-like countermeasures against
non-invasive physical attacks (e.g., power and EM side-channel
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analysis), not enough attention was paid to more advanced semi-
or fully-invasive attacks. Similarly, little research has been con-
ducted on how to efficiently and adaptively combine various CD
and MTD countermeasures to achieve a higher level of security for
hardware against most physical attack classes. On the other hand,
some assumptions (e.g., the existence of a reliable source of ran-
domness) for software-level CD and MTD countermeasures have
been made to argue about the availability of primitives supporting
these countermeasures. Put differently, the existence of the required
primitives is taken for granted. However, such assumptions might
no longer be valid for hardware systems due to the capabilities of
a physical adversary, who can influence the physical conditions
of a chip and, consequently, interfere with the random number
generation process.

In this paper, we review the differences in threat models of soft-
ware and hardware systems. We further review various categories
of physical attacks and the state-of-the-art CD- and MTD-like hard-
ware countermeasures against physical attacks for different hard-
ware security primitives. We discuss supporting hardware tech-
nologies for implementing these countermeasures as well as the
fundamental challenges in realizing such protection schemes. Fi-
nally, we give an insight into future research directions.

2 BACKGROUND
2.1 Cyber Deception (CD)
Cyber deception (CD) techniques promote “active” defenses in order
to counter or reverse asymmetries in cyber warfare. Vouk et al. [122]
defines CD as planned actions meant to mislead and/or confuse
attackers in order to execute decisions that aid computer security
defenses. With this in mind, it’s worth discussing the similarities
and differences between CD and MTDs. In the literature, there is
some debate over whether or not MTD fits under the CD umbrella
or if it is a distinct concept that can be utilized along with CD.

Pawlick et al. [79] created a CD taxonomy of six defense detection
types, which included MTD. They argued that MTD can be viewed
as cryptic, intensive, and motive [79]. Cryptic methods prevent an
attacker from being certain of a target’s information by hiding its
true existence, intensive type alters a target using its own features,
andmotive type randomizes or changes the same features over time.
To this end, MTD uses randomization and reconfiguration in order
to limit the attacking potential of an adversary in the time domain.

Another more comprehensive description of MTD by the NITRD
program highlights its attempts to increase the required complexity
and cost for a desired attack by making the system more robust and
adaptable [128]. That is, the dynamics of the system change so that
a vulnerability found – but not yet exploited – may not be present
in the next system state. In addition, a future state might even
neutralize a vulnerability’s effects. Wang et al [123] distinguishes
CD from MTD by arguing that MTD relies on deployment without
assessment of the adversary while CD leverages active engagement,
analysis, and manipulation. In this paper, we follow this definition
of MTD. That is, MTD is not a CD technique in itself but can be
combined with CD for improved defense.

Regardless of their classifications, one cannot deny the possibili-
ties that either concept presents. They have already proven their

usefulness to software and network systems, but our central thesis
is that they can help bolster hardware security as well.

2.2 Moving Target Defense (MTD) Techniques
MTD techniques can be categorized based on their point of impact.
It is important to note that although some of these categories do
not apply to hardware security directly, the insights they provide
are invaluable to the community. Cyber MTDs can be classified
into five main categories [75, 126]:
• Dynamic data techniques alter the format, syntax or encoding
of application data.

• Dynamic software techniques change application code in-
structions, order, grouping, or format.

• Dynamic runtime environment techniques change the envi-
ronment that the operating system (OS) uses for an application
during execution. They are divided into address space random-
ization that changes the layout of memory and instruction set
randomization that changes interface components, such as pro-
cessor and system calls, to operate I/O devices.

• Dynamic platform techniquesmodify platform properties like
the OS version and CPU architecture.

• Dynamic network techniques affect network properties like
protocols and addresses.

2.3 Cyberattack Techniques
A critical component of cybersecurity is knowledge of attack tech-
niques. The taxonomy of attacks in the software and network do-
main is described in [126]. Software and network entities may
present different opportunities to adversaries, but there are intersec-
tions with hardware systems that can build on existing knowledge.
Below are a subset that have counterparts in the hardware security
domain (see Sections 3 and 4).
• Data Leakage Attacks target critical information, such as cryp-
tographic keys, by examining shared resources, e.g., Prime and
Probe attacks [76].

• Resource Attacks exhaust or manipulate shared resources to
prevent legitimate requests from being fulfilled, such as in denial-
of-service (DoS).

• Injection Attacks force undesirable behavior at the software
level. For example, code injection can be accomplished through
buffer overflow while control injection chains existing code snip-
pets to create malware.

• ScanningAttacks collect information from devices before launch-
ing sophisticated attacks. An example is port scanning where
hackers send a message to each port. Based on the received re-
sponses, they can determine the services that are running, their
associated users, which require authentication, etc.

• Supply Chain Attacks occur by targeting less-secure third-
party software used by a system or their vendors.

Attacks without a direct hardware equivalent include Exploitation
of Authentication, Exploitation of Privilege/Trust, and Spoofing.

2.4 Taxonomy of Weaknesses
MTD techniques are also susceptible to the adaptability of malicious
parties. The best case scenario is an MTD type that can cancel any
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clever scheme an attacker develops, but no system is completely
secure. Hence, it is imperative that an MTD technique’s weaknesses
are known to its designers and users, especially to delay successful
attacks. According to [126], the taxonomy of weaknesses is:
• Limit or Disable: The attacker may be able to limit or completely
stop the MTD technique. If a single component is the root of an
MTD’s functionality, the attacker’s access to it presents a problem
to the entire system.

• Predict: An MTD technique may proceed as designed, but an
attacker might be able to ascertain movements. For example, is
may be possible to use a machine learning model to predict its
randomization mechanism.

• Overcome: Perhaps the worst instance for a security engineer
is a working MTD technique that can be brushed aside by an
attacker. The adversary may even use the MTD technique in
operation to execute an attack.

3 HARDWARE THREAT MODELS
3.1 Physical Attack Threat Model
In contrast to the cyber threats in Section 2.3, where most attacks
are mounted remotely on computer systems, physical attacks usu-
ally require physical access to the victim device by the adversary. In
this case, the attacker cannot only intercept the observable traffic
through the I/Os of the device, but she can also physically measure
computation and storage based on different quantities, such as tim-
ing, power consumption, and electromagnetic (EM) radiation. On
the other hand, in addition to injecting false data into the system
through the I/Os, she can operate the device under non-standard
physical conditions, e.g., by varying the supply voltage, tempera-
ture, clock frequency, etc. Moreover, a set of physical attacks can
be launched remotely on various hardware platforms by exploiting
the physical influence of adjacent IP cores on each other [4, 97]. As
a solution, chip vendors provide isolation schemes that separate
different IP cores on the chip by creating spatial fences to avoid any
communication or fault propagation between them. However, such
schemes provide logical rather than physical isolation. Although
an IP has no logical access to other IP cores, it can still exploit the
shared physical layer to cause damage to other IPs or to intercept in-
formation from them. Hence, the physical attacker has much more
control over the device under attack compared to the traditional
cyber attacker.

3.2 Hardware Supply Chain Threat Model
The hardware supply chain is susceptible to attacks similar to the
software supply chain (see Section 2.3), but with additional points
of attack. First, today’s IC supply chain is global and fab-less. It
typically involves multiple offshore and untrusted parties: third-
party IP (3PIP) vendors, contract foundries (or fabs) and assemblies,
and distributors. 3PIP vendors license pre-designed hardware IPs
to design houses. The design houses integrate these IPs with their
own in-house IPs. They might take care of the remaining design
steps such as synthesis, verification, design-for-test, and layout or
they might outsource one or more of these steps to another third
party. The layout is shared with a fab to manufacture the design
into chips, and those chips are packaged by the assembly. The fab
and assembly also test the resulting chips. Distributors sell working
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Figure 1: Attack comparisons: The left column abstracts the
cyberattacks and the right column shows the closest physical
attack counterparts. Note that probing and laser-assisted side-
channel attacks are unique to hardware security.

chips to end users and customers. Like the software supply chain,
any one of these third parties might be infiltrated by an adversary
to maliciously modify or steal the chip design. In the literature,
malicious changes are referred to as hardware trojans [113]. They
are activated under rare, specific conditions to remain stealthy, and
when triggered can degrade performance, leak information, and
act as hidden kill switches. Stolen IP can be analyzed to discover
weaknesses and vulnerabilities.

Second, the PCB supply chain relies on untrusted third-party
manufacturers, distributors, and integrators. The manufacturers
fabricate the PCBs. Chips, discrete components, and sockets are pur-
chased from distributors, and integrators solder them to the PCBs.
Distributors also sell PCBs to end users and customers. Supply chain
attacks might involve modifying the PCB board designs, adding or
removing components and connections, or using counterfeit com-
ponents [114]. For example, a 2018 Bloomberg article [92] reported
that spies implanted a chip disguised as a coupler into Supermi-
cro server motherboards that loaded malicious codes from remote
attackers. Affected motherboards were allegedly found in over 30
companies and government agencies including Amazon and Apple.
In another well-publicized case, Edward Snowden alleged that the
National Security Agency (NSA) routinely intercepted routers and
other network devices being exported to international customers
and implanted backdoor surveillance tools [35].

4 PHYSICAL ATTACKS AGAINST HARDWARE
4.1 Non-invasive Attacks
The closest relatives to data leakage, injection, and scanning attacks
from Section 2.3 in the hardware domain are non-invasive SCA
and FI attacks, see Figure 1. Such attacks do not require package re-
moval of the IC under attack, making them inexpensive. Power [56],
EM [3], and timing [57] analysis are examples of passive SCAs
where the attacker only makes observations. On the other hand,
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voltage glitching, clock glitching, and EM fault attacks, are exam-
ples of non-invasive, active FI attacks. These attacks usually require
a few hours to succeed. The effectiveness of non-invasive SCA
attacks against side-channel protected cryptographic implementa-
tions is limited due to their low resolutions and their susceptibility
to noise. In other words, while a power/EM probe can capture the
entire circuit’s power consumption/radiation, it cannot distinguish
the activity of individual transistors when the circuit is large and
complex, see Figure 2. Thus, the more advanced and expensive
physical attacks might be necessary.

4.2 Semi-invasive Attacks
Semi-invasive SCA and FI approaches rely on known optical failure
analysis (FA) techniques making them a significant departure from
conventional cyber attacks. They provide much higher resolution
than non-invasive SCA methods and are less costly than fully-
invasive ones. Photonic emission analysis (PEM) [109, 112], laser
voltage probing/imaging (LVP/I) [65, 111], laser logic state imaging
(LLSI) [58, 59], and thermal laser stimulation (TLS) [59, 66] are
examples of semi-invasive SCA techniques. The targets of these
attacks include secret keys, PUFs’ responses, and on-die transient
signals. On the other hand, the most prominent semi-invasive attack
is laser fault injection (LFI) [110].

To perform optical attacks, no physical contact with the transis-
tors is necessary. Although such attacks can be carried out from
both the frontside (i.e., through top-layer metals) and backside of
the IC (i.e., through silicon substrate), the multiple interconnected
layers on the frontside of the modern ICs obstruct the optical paths
from transistors to the surface of the device. This fact makes the
analysis of the target IC from its backside more attractive to the
attacker. As a result, only the package’s removal on the chip’s back-
side is needed if the proper photon wavelengths are deployed. In
the case of flip-chip packages, the silicon substrate on the IC back-
side is already exposed, and therefore, these attacks can even be
mounted non-invasively [66, 86, 111]. Semi-invasive attacks can be
accomplished in a matter of days (from initial analysis of an IC’s
activity to full data extraction), even with limited knowledge of the
IC under attack.

4.3 Invasive Attacks
Invasive attacks require direct access to the internal components
of an IC or PCB. They are partially or completely destructive and,
thus, leave behind evidence of an attack. In the case of ICs, they
begin by removing the chip package in order to expose the silicon
die [117]. Then, either chemical or dry etching (e.g., focused ion
beam or FIB [124]) is used to expose critical wires and/or circuits
for imaging and probing. For PCBs, wires can be exposed in more
inexpensive ways such as sandpaper, Dremel tools, or CNC milling
machines [34].

In passive versions of invasive attacks, the hardware is not mod-
ified. Instead, data stored in read-only memory (ROM) is extracted
by imaging the IC layout with a scanning electron microscope
(SEM). For example, [134] presented a selective staining approach
to image data from EEPROM and Flash memories with node sizes
of 40nm and 250nm. Alternatively, wires can be exposed and then
physically probed to steal data from a running chip or PCB [100].
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Figure 2: Examples of side-channel attacks, requirements,
and capabilities: while non-invasive attacks are low cost and
can be carried out in a short amount of time, they can be
easier mitigated by combining several MTD-like countermea-
sures. On the other hand, while the semi- and fully-invasive
attacks require more resources, they can better bypass or
disable MTD-like countermeasures.

On the other hand, active versions of invasive attacks disable on-
chip, security protection circuits by cutting critical, internal metal
wires or destroying the entire circuit [42]. As another example, an
SRAM PUF was cloned using a FIB in [41]. For PCBs, active attacks
include adding wires or modchips, which have been used by end
users to break DRM protections of video game consoles [102].

5 MTD-RELATED METHODS IN HARDWARE
5.1 MTD/CD as SCA Countermeasures
MTD can be thought of as an alternative defense approach, which
aims to design systemswith varying parameters to defeat the knowl-
edgeable attacker. In this regard, even if the attacker could gain
some information to compromise the security of the system, peri-
odic changes made to that should prevent the attacker from extract-
ing the secret. Although not yet fully realized, some techniques
developed to impair the effectiveness of SCA can be categorized
as MTD methods, see Figure 3. In this context, three main classes
of such techniques are (1) hiding, (2) inducing misalignment, (3)
partial reconfiguration, and (4) masking.

5.1.1 Hiding. The goal of hiding countermeasures is to directly
change the power characteristics in order to reduce the signal-
to-noise ratio (SNR). In this class of countermeasures, reducing
the SNR is achieved by either raising the noise floor, e.g., using
additional noise sources or by balancing the instantaneous power
consumption [61].

An example of cryptic CD: Equalizing the instantaneous
power consumption. Main proposals for this have applied vari-
ants of dual-rail pre-charge logic for equalization [22]. One of the
first studies devoted to this has presented dual-rail pre-charge logic
styles that have been initially designed for application-specific inte-
grated circuits (ASICs) [115]. Similarly, [19, 82, 83] have considered
implementation variants relying on this concept. For instance, sep-
arated wave dynamic differential logic (SWDDL) has been used to
balance the power consumption at the price of area overhead [116],
although it has been experimentally shown to fail due to the glitches
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caused by a race between a global signal (pre-charge) and local sig-
nals (differential data pairs) cf. [37]. To deal with this, Masked
Dual-Rail Pre-Charge Logic (MDPL) was proposed [83] to imple-
ment secure circuits using a standard CMOS cell library. They
further have relaxed the constraints on the place-and-route since
the random masking handles the difference of loading capacitance
between all pairs of complementary logic gates. Nevertheless, it
has been demonstrated that the leakage even occurs in the MDPL
gates, similar to WDDL gates, when input signals have a difference
in delay time [106]. The shortcomings identified shortly after their
introduction have rendered the adoption of such methods difficult
to implement on ASICs.

Unfortunately, they cannot be applied directly to field-programm-
able gate arrays (FPGAs) either. To propose an implementation
of the balanced circuit on FPGAs, the efficacy of double WDDL
(DWDDL) has been discussed in [116, 133], although these are
prone to SCA due to dissimilar signal delays and wire capacities
on an FPGA [127], as also studied in [107, 108]. Such problems are
particularly acute when considering the implementation on FPGAs.
Besides [72, 116], there are only a few proposals in this regard,
which have mainly discussed specific types of FPGAs [10, 39, 40, 53,
67, 74, 96, 133]. Work presented in [10, 39, 40, 53, 67, 72, 74, 96, 133]
are especially interesting since the notion of duplication has been
put forward, where a part of a circuit is re-instantiated and placed
at another location on the FPGA to act as a dual function. This
can be easily supported by FPGAs containing similar blocks, where
each block is formed by a couple of slices with (almost) equal inter-
and intraconnections. Nevertheless, these studies have been proven
flawed and susceptible to SCA cf. [127]. One of the most prominent
and perhaps themost promising candidate is the GliFreD framework
designed particularly for Xilinx FPGAs (a simplified sketch of its
mechanism is drawn in Figure 4). Although it resolves the issues
with early propagation, the glitches, and the necessity of a dual-rail
routing tool, it still cannot ideally equalize the power consumption
due to the process variation violating the balance between the
cloned routes [73]. Despite the effort made in this line of research,
it has been concluded that the SCA-resiliency of these types of
hiding schemes must be boosted by combining them with other
countermeasures, namely masking [63, 73].

An example of MTD: Raising the noise floor. One of the first
studies that have considered generating noise to defeat SCA is [52].
In line with this work, randomly activating ring oscillators (ROs)
for noise generation has been explored as an example of a generic
countermeasure [64]. Recent advancements in this context include
the design of an RO-based active fence between attacker and victim,
when the on-chip SCA is concerned [61]. The proposed design is
delicate in the sense that the fence is implemented as a row-by-row
RO array, with the row activation depending on either a sensor
value for power equalization or a pseudo-random number generator
(PRNG) for noise increase; hence, this countermeasure can serve as
an example of MTD or CD. As a continuation of that study, in [60],
RO arrays are deployed around the AES modules, which are ran-
domly activated to increase the noise level and, consequently, make
the SCA more difficult. In the same vein, [130] has investigated
the possibility of using programmable ROs (PROs) for injecting a
random noise pattern into the design’s power consumption. This
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Figure 3:MTD countermeasures comparison: The left column
abstracts the MTD countermeasures, and the right column
shows the hardware countermeasures counterparts.

study has also discussed the application of PROs in on-chip power
monitoring of the fluctuations in the power distribution network
(PDN). In this way, it is possible to detect anomalies, i.e., electro-
magnetic fault injection and power glitches, as well as hardware
Trojans; however, the PROs generating the noise do not work adap-
tively to react to such anomalies. Both studies presented in [60, 130]
have noted an important observation: placement of circuits (either
malicious ones or countermeasures) on the chip, while sharing a
common PDN), could have an impact on both the detection and
effectiveness of the hiding-based countermeasure. Nevertheless, to
the best of our knowledge, no dynamic reaction technique has been
proposed to adapt the noise level in response to malicious activity
(e.g., FI or SCA).

5.1.2 Misalignment. Misalignment methods attempt to obfuscate
the relation between the power consumption of the device at a cer-
tain time and the intermediate values generated or processed by the
cryptographic core. When considering software implementation,
insertion of random delays through dummy operations [20, 21]
and shuffling [121] are among the most frequently studied coun-
termeasures against SCA. The latter is well in accordance with the
definition of dynamic software MTD techniques (see Section 2.2).
Specifically, shuffling deals with the randomization of the execution
order of the instructions [43, 91] and the physical resources used in
the scheme, e.g., registers used to perform permutation. It has been
demonstrated that without the proper randomization of hardware
resources, “indirect leakages” are observable due to the different
power consumption models of the hardware resources [121].

On the other hand, for hardware implementations, countermea-
sures have relied on the unstable clock, random hardware interrup-
tion, and clock stealing cf. [13]. Prime examples of such implemen-
tations on FPGAs are an unstable clock with randomly scattered fre-
quencies [26, 50], phase shifts [38, 89], or execution delays [68, 71].
A more recent approach in this class has taken into account clock
management and generator subsystems available in a family of
FPGAs to address the resource and throughput overhead, which
is the main drawback of misalignment countermeasures [45]. In
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spite of these efforts made to prove misalignment methods effective,
numerous realignment techniques have jeopardized the security
of the system depending on these countermeasures. Such tech-
niques range from pattern matching [2], Dynamic Time Warping
(DTW) [118], FFT [98] or Sliding Window (SW) integration [25]
cf. [44].

5.1.3 Partial Reconfiguration. In this category, countermeasures
leverage partial reconfiguration as an inherent feature of modern
FPGAs to allow the circuit to be modified at certain blocks of logic
during runtime without interrupting the operation of other blocks.
These countermeasures are devised to stop an attacker from mount-
ing FI and SCA attacks and most closely resemble dynamic platform
MTD techniques (see Section 2.2 and Figure 5). [71] has presented
one of the first approaches in this category, where temporal jitter
is induced by adding or removing registers between subfunctions
of an AES implementation. Furthermore, by relocating the subfunc-
tions to four different positions on the chip, spatial jitter is created.
Nevertheless, the number of possible configurations (maximum 10
reconfigurations) was not high enough to defeat adversaries. In line
with this, Hettwer et al. [47] have proposed a reconfiguration-based
countermeasure, where a single synthesized netlist is employed to
generate different physical configurations of the Register Transfer
Level (RTL) description corresponding to a cryptographic algorithm.
These configurations are dynamically exchanged through partial
configuration. In this respect, multiple interesting aspects have
been pointed out. First, in order to get the most out of reconfigura-
tion, it should be done within an encryption/decryption operation.
The drawback of this is, however, the requirement for additional
registers to store the cipher state (context storage), which must be
protected by means of another countermeasure. As an alternative
solution, after a number of encryption runs, the circuits can be
reconfigured without modifying the RTL, although the adversary
may collect several traces from the same configuration, making the
attack relatively easier.

Second, the physical layout obtained for each partial bitstream
should be different; on the other hand, it is recommended to keep
some parts of the design (e.g., S-Boxes and corresponding registers)
together to have a short routing. Additionally, the size of the recon-
figurable area should be large enough to allow diverse placement
and routing options, and consequently, more physically-distinct
implementations. According to these observations, Hettwer et al.
have switched the complete AES implementation via partial recon-
figuration while only keeping the control logic static [47]. As a
result, the position and wiring of all important logic elements are
forced to change during each reconfiguration. Nonetheless, there
are other options for reconfiguration as enumerated in [70].

For instance, [38] has introduced a countermeasure for AES, in
which LUT, SRL, BRAM, and digital clock managers (DCM) are
used for different purposes, namely (1) the generation of Gaussian
noise by using LUTs, (2) the randomization of the clock by using
DCMs, and (3) the scrambling of the S-box via BRAMs. Another
proposal in [95] has introduced configurable lookup tables (CFG-
LUTs) as an effective way to implement randomly reconfigurable
S-boxes. The work in [94] has been devoted to countermeasures
against the attacks that target the value of the intermediate signals.
For this, cryptographic algorithms are divided into basic elements
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Figure 4: Hardware-based Cyber Deception: Running dummy
cryptographic operations parallel to the original crypto-
graphic core’s computations to fool the adversary by leaking
wrong keys.
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Figure 5: Hardware-based Moving Target Defense: Deploying
dynamic voltage variations, clock variations, dynamic recon-
figurations, etc., to add noise to the leaked information.

implemented in the BRAM blocks of an FPGA that are randomly
substituted along with the random encoding of the intermediate
connections cf. [70].

Finally, [54] has formulated the notion of partial reconfiguration-
based countermeasures in the MTD framework. For this purpose,
four realizations of the Sbox function of the AES and 64 random
noise sources have been used, where each of the Sbox variants can
be mapped randomly to any of those 16 partially reconfigurable
regions. In line with that, [5] has suggested that modifications at
the synthesis level could offer more freedom to change the structure
of the circuit.

To sum up, it should be emphasized that although these tech-
niques have been shown effective, the trade-off between the com-
plexity of reconfiguration (including area and throughput costs)
and the reduced leakage should be further studied.

5.1.4 Masking. Masking is a prime example of how data random-
ization, as an MTD technique, has found application in hardware
security and in particular, secure execution. According to its def-
inition, masking adds noise intentionally by randomly changing
the secret [87]. Masking countermeasures have proven effective
and theoretically sound, built on the pioneering work of Chari et
al. [18], and Goubin et al. [33]. Their work has suggested applying
the so-called XOR-secret sharing or Boolean masking countermea-
sure: each bit 𝑏 is represented by 𝑘 random bits, whose exclusive-or
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is equal to 𝑏. In doing so, the inputs of the circuit are masked with
the random numbers, while the circuit’s gates are replaced by clus-
ters of gates (so-called gadgets), which have the same functionality
as the original circuit, although being augmented by the random
numbers.

The masking scheme introduced above is just one form of mask-
ing, extended to fit the purpose of different applications and provide
a stronger security guarantee, e.g., security against physical attacks
(e.g., glitches). To this end, polynomial masking relying on Shamir’s
sharing scheme and multi-party computation techniques has been
introduced [14, 32, 85]. Another example of more advanced mask-
ing has been proposed in [6, 7] that offers more resilience to SCA.
For this, the masked variable is represented by 2𝑛 shares in the
form of two random vectors (𝐿, 𝑅) of 𝑛 elements each so that the
sensitive variable 𝑆 is equal to the inner product of 𝐿 and 𝑅. Other
examples include direct summasking (DSM) [12, 17, 84] and its gen-
eral instance, code-based masking [15, 16], where their elaborate
algebraic structure leads to improved security properties, although
at the cost of expensive computing over the encoding [36].

To conclude the discussion in this section, we stress that masking
and other countermeasures devised against SCA are involved in
a rich field of study, where even tools have been developed to
assess the security of a design. Despite these efforts and similarities
between MTD/CD techniques and side-channel countermeasures,
to the best of our knowledge, cross-cutting problems across these
domains have remained unanswered. For instance, it is not clear
how the randomness needed in both domains should be provided.
Therefore, we expect to witness a substantial increase in the number
of interdisciplinary studies devoted to answering such questions.

5.2 MTD for Trojan Detection and Prevention
MTD concepts have been adapted to thwart hardware Trojan inser-
tion, but, to our knowledge, only within stages of the FPGA flow.
Zhang et al. [136] made the outputs of design mapping and place-
and-route tools unpredictable. Their method uses multiple replicas
of the same design, along with slice positions and submodules, to
randomly configure the FPGA, thus significantly reducing the pre-
cision of a Trojan inserted via malicious design software. If a Trojan
is successfully inserted, the framework composed of runtime pin
grounding (RPG) and hardware moving target defense (HMTD) was
proposed to detect and nullify its effect [135]. The RPG stops com-
munication with the external environment via unused input/output
pins by grounding them, while the HMTD prevents interference
with FPGA replacement in legacy systems by comparing randomly-
picked module-to-replace (MTR) copies and flagging inconsistent
outputs as Trojans.

Undoubtedly, both frameworks rely on possessing a large pool
of replica designs similar to dynamic software techniques (see Sec-
tion 2.2). One issue most random-selection mechanisms face is the
possibility of attacking the generator directly. The version used
in [136] is a pseudo-random selector created by a user-defined ar-
bitrary logic function. With the exponential growth of machine
learning, an attacker may also model and predict the selection
process (see Section 2.4).

5.3 MTD for Secure Key Generation and Storage
5.3.1 Physically Unclonable Functions (PUFs). For cryptographic
protocols or primitives, it is essential to attain the objectives speci-
fied during the design process, namely secure key generation and
storage. These objectives are relevant to the notion of root-of-trust
introduced to deal with this by providing adequate reasoning with
respect to physical security [69]. A root-of-trust is, in particular, a
primitive composed of hardware and/or software to offer trusted,
security-critical functions [120]. Traditionally, the root-of-trust is
realized by a secret key embedded in the hardware [77], e.g., a key
stored in the non-volatile memories of the IC; nevertheless, the
vulnerability of such legacy key storage methods to physical at-
tacks has been demonstrated in the literature [42, 66]. In this regard,
physically unclonable functions (PUFs) have been identified as a
promising solution to secure key generation and storage issues [30].
PUFs leverage the inherent characteristics of devices in terms of
process variations and imperfections of metals and transistors in
identical chips in order to offer a device-specific fingerprint. Mathe-
matically formalizing this, a PUF is a mapping generating virtually
unique outputs (i.e., responses) to a given set of input bits (i.e.,
challenges). These responses can be used either to authenticate and
identify a device or to generate keys for cryptographic modules. The
volatile nature of PUFs makes them more difficult to extract their
secrets/responses using invasive attacks (e.g., imaging) when chips
are un-powered. Various non-invasive and sem-invasive attacks,
however, have proven PUFs less effective than expected [28].

An important class of such vulnerabilities include machine learn-
ing (ML) attacks, where ML algorithms are applied to determine
the input/output (challenge/response) behavior of PUFs. This leads
to predicting the response of the PUF to an unseen challenge and,
consequently, a decrease in the entropy of the generated key or
a failure in the authentication process. One of the main success
factors of such attacks is the static nature of the circuitry, realizing
the challenge/response behavior of PUFs. The countermeasures
developed in this regard and relevant to MTD can be traced back to
using the multiplexer to select PUF instances implemented on an
ASIC or FPGA [93]. In another attempt, a PUF circuit is physically
swapped partially or entirely through the dynamic reconfigurability
feature of mainstream FPGAs [101]. This has been performed on a
trial-and-error basis and in a blind fashion; however, reconfigurabil-
ity has been shown to be helpful. Another issue with the proposed
approach corresponds to the difficulty of resource allocation and
implementation of a strong PUF that requires precise and symmet-
ric routing constraints, not achievable by random reconfigurations.
Therefore, it is preferred to partially reconfigure the PUF and swap
only a few stages of it. This issue is addressed in [29], where a
systematic methodology is developed to identify which PUF stages
should be reconfigured. To the best of our knowledge, the proposed
PUF is the first of its kind regarding not only compliance with the
concept of MTD, but also a provable security guarantee.

5.3.2 True Random Number Generators (TRNGs). True random
number generators have become an integral part of virtually all
keyed cryptographic primitives. To generate keys, these primitives
have been considered promising thanks to their specific character-
istics, including unpredictability. Physical TRNGs extract random-
ness from physical processes, and nondeterministic processes, e.g.,
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Johnson’s noise, Zener noise, radioactive decay, photon path split-
ting at the two-way beam splitter, photon arrival times, etc. [103].
Along with the randomness source, an entropy harvesting mecha-
nism should be included in the design of TRNGs, which is further
equipped with a post-processing stage to provide a uniform distri-
bution. When implementing TRNGs on FPGAs, main randomness
sources include timing jitter of Ring Oscillators (ROs), Phase Locked
Loops (PLLs), and metastability of logic cells cf. [119]. Implemen-
tation of TRNGs on FPGAs has been identified as challenging due
to the careful placement and routing required in this case [132].
Nonetheless, such implementations are advantageous since they
could rely on purely digital components; hence, the designs could
be relatively simple as they leverage the computer-aided design
(CAD) tools available for FPGAs [51].

Among FPGA-based TRNGs, [51] has proposed an architecture
that allows on-the-fly tuning of statistical qualities of a TRNG
through DPR capabilities of modern FPGAs for varying the digital
clock manager (DCM) modeling parameters. The proposed tunable
jitter control capability depends on dynamic partial reconfiguration
(DPR) that is available on Xilinx FPGAs. This leads to the modifica-
tion of the output frequency of the TRNG without reconfiguring
the entire circuit. As a follow-up to this study, [27] has investigated
the properties of the DCM-based TRNG to find the best possible
source of randomness on the FPGA. None of these studies has men-
tioned the feasibility of applying their techniques to offer tolerance
in the presence of environmental changes and, more importantly,
tampering and attacks. This, however, seems possible and could be
an interesting topic to be explored in the MTD framework.

6 SUPPORTING TECHNOLOGIES FOR MTD IN
HARDWARE

6.1 Random Number Generators
A source of randomness is the primary requirement of all MTD
countermeasures. If the attacker can predict the next state of the
circuit in an MTD countermeasure, the protection scheme becomes
ineffective. Therefore, high entropy sources are needed to make
unpredictable moves possible. TRNGs are the most prominent can-
didates introduced to exploit physical sources of noise to generate
random numbers. Classical and quantum physical phenomena, e.g.,
thermal and shot noise, are examples of such noise sources. In ad-
dition to TRNGs, PRNGs, such as Linear Shift Feedback Registers
(LFSRs), are deployed to generate pseudo-noise sequences. In con-
trast to TRNGs, PRNGs do not employ physical phenomena and
instead rely on circuits with a large number of states, making the
prediction of the following states quite impossible.

6.2 Hardware Reconfigurability
Randomization of addresses or movement of data in software is nat-
ural and can be easily achieved. While hardware MTD techniques,
such as data randomization or the inclusion of jitter in hardware, are
also practical, other techniques, such as physical movement of the
circuit components, cannot be achieved if specific technologies are
not considered. In this case, reconfigurable hardware technologies
can enable MTD countermeasures. While there are different ways
to obtain reconfigurable hardware, here, we mention three different

Figure 6: Voltage-controlled polymorphic (V-PG) NAND/NOR
gate and truth table. When 𝑉𝑑𝑑 ≥ 𝑉∗, the V-PG acts as NAND.
Else, it behaves as NOR.

candidates, which are currently used or have high potentials for
future technologies.

6.2.1 Programmable Logic. Reconfigurable logic devices utilize
an array of identical programmable cells to allow reconfigurable
implementation of logic functions in hardware. Field programmable
gate arrays (FPGAs) are the prominent instances of reconfigurable
hardware. Mainstream FPGAs support a feature, called dynamic or
partial reconfiguration, enabling the placement and routing updates
as well as replacing logic functions possible. This feature has been
effectively used in hardware security to mitigate the non-invasive
side-channel leakages.

Unfortunately, conventional ASICs do not benefit from the recon-
figurability features. However, with the introduction of embedded
FPGA (eFPGA) technologies in the last few years, dedicated FPGA
fabric IPs can be included in ASICs. Naturally, such IPs can be used
to enable MTD countermeasures.

6.2.2 Multiplexers and Demultiplexers. MTD countermeasures can
also be realized on ASICs through the realization of function or
routing redundancies. In this case, the switching between various
functions and signal routes can be obtained using standard multi-
plexers and demultiplexers. The advantage of this solution is that
the MTD countermeasures can be realized using standard digital
logic tools. The downside is, however, that the redundant circuits
cause a large overhead. Moreover, if it becomes evident that the re-
configuration is vulnerable to a specific physical attack, the design
cannot be patched to update the existing MTD scheme.

6.2.3 Polymorphic Circuits. The dictionary definition of polymor-
phism is “the quality or state of existing in or assuming different
forms” [1]. In cybersecurity, the term is now associated with a
type of malware that constantly changes its features in order to
evade detection as well as to describe the associated countermea-
sures of such malware. Based on these definitions, one can think of
polymorphism in hardware in two ways: (1) static or compile time
where no two systems are created to be exactly alike (e.g., different
logic, layout, etc.). This can limit the effectiveness of the attacker’s
prior knowledge, especially if each design has different security
weaknesses; and (2) dynamic or runtime where the system’s behav-
ior changes in response to runtime conditions. The former is best
accomplished with programmable logic and eFPGAs (see above).
While the latter can be accomplished with dynamic partial reconfig-
uration or multiplexers (also discussed above), polymorphic circuits
are even better due to their fast response time and low overhead.
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Polymorphic circuits were first proposed by Stoica et al [105].
They superimpose two or more functions into a single digital circuit
such that switching between the functions is controlled by changes
in the external environment (e.g., temperature, supply voltage, light,
etc.), rather than digital signals (see Figure 6 for an example). In the
area of hardware security, polymorphic circuits have mostly been
limited to niche applications such as logic locking, camouflaging,
and watermarking [78, 88, 125] to protect IP. However, Bi et al.
were the first to propose them for active defenses [11]. Specifically,
the polymorphic behavior of graphene-based symmetric tunneling
FETs (SymFETs) was used to counter voltage fault injection (VFI)
attacks. Polymorphic SymFET current and voltage protection cir-
cuits can severely limit current and voltage, respectively, as soon as
the supply voltage leaves a range around the nominal value.

7 CHALLENGES AND FUTURE DIRECTIONS
While several MTD-like hardware countermeasures have been de-
veloped against SCA and FI attacks, there are still open challenges,
which need to be addressed. Here, we elaborate on some of the
challenges and research opportunities.

7.1 Randomness Source Vulnerabilities
The primary requirement for the successful realization of MTD
countermeasures is the existence of randomness sources, as it makes
not only the repetition and integration of the measurements in-
feasible but it also makes the prediction of the next states of the
circuit impossible. However, depending on her capabilities, a physi-
cal adversary could deactivate the random source and neutralize
the MTD countermeasures. For instance, the attacker can halt the
clock of the circuit. In this case, countermeasures relying on ran-
domness, such as masking and hiding, become ineffective, and the
entire state of the circuit can be recovered using advanced static
attack methods [58, 59]. Similarly, the attacker can inject faults
into the TRNG of the system to either reduce its entropy by bi-
asing or disabling it entirely [24, 131]. Therefore, new research is
required to provide protection for the random source itself. One
solution would be the Independence of the random source circuit
from global clock signals. This might be achieved by self-timed or
asynchronous circuits.

7.2 Polymorphic Circuits
Challenges and opportunities for utilizing polymorphic circuits
to realize MTDs in hardware include lack of design automation,
reliance on beyond-CMOS technologies, and limited demonstra-
tion of applications. Polymorphic circuits have not been widely
adopted due to the challenges of designing polymorphic gates and
performance-optimized circuits. Specifically, existing polymorphic
gates are inefficiently created using evolutionary algorithms [104].
Further, it is extremely difficult to achieve timing closure of the
circuit’s multiple functions at low overhead. While polymorphic
gates can be implemented in CMOS, the existing research in hard-
ware security focuses on beyond-CMOS technologies [11, 78, 88],
thereby limiting their use in current chips. Bi et al. [11] consider
polymorphic circuits for fault injection, but they are likely applica-
ble as MTDs against other physical attacks as well, which demands
exploration.

7.3 Overhead and Adaptive MTD/CD
The main downside of the MTD countermeasures is their high
overhead in terms of power, performance, and area. Thus, it is
imperative to develop intelligent MTD countermeasures, which
become active if only a threat is detected. For instance, it has been
shown that cryptographic hardware might leak more information
at higher temperatures or higher clock frequencies. As a result,
the MTD could be activated upon the detection of such physical
conditions using the on-chip sensors or polymorphism. Similarly,
upon the detection of the system-level tampering using more ad-
vanced anti-tamper technologies, the MTD countermeasures could
be activated to add another layer of the defense to the system. The
MTD methods also could contain various levels of randomization
for different situations. Incorporating more advanced decisions
and policies based on game theory could also bring such MTD
approaches closer to the realm of CD.

7.4 AI-assisted Attacks Against MTDs
As discussed in Section 2.4, MTD techniques must be mindful of
the attacker’s ability to predict behavior. Traditionally, the profile
of a device has been obtained by characterizing the leakages pre-
cisely through statistical techniques, e.g., linear regression [23, 99].
Shortly after the introduction of ML to SCA [48, 49, 62], neu-
ral networks (NNs) were proposed as powerful profiling mod-
els [9, 13, 31, 46, 55, 80, 81, 90, 129]. In particular, it has been demon-
strated that NNs can further defeat some countermeasures designed
to protect a cryptographic implementation. Specifically, the jitter-
based misalignments in the side-channel traces, i.e., creating an
array of asynchronous measurements, cannot stop an attacker from
launching SCA through NNs [8, 13]. Even masked implementations,
with countermeasures that randomize the intermediate values, can
be successfully attacked by NNs [55, 80, 129].

8 CONCLUSION
In this paper, first, we reviewed the established countermeasures
developed following the concepts of CD and MTD for software
and network systems to mitigate cyber-attacks. We further dis-
cussed the threat model corresponding to hardware systems and
how they differ from conventional cyber threats. By reviewing var-
ious categories of physical attacks, we discussed the challenges of
conventional CD- andMTD-like hardware countermeasures against
such attacks. Finally, we discussed the challenges of implementing
MTD countermeasures in hardware and provided some thoughts
about the opportunities for future research directions.
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