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ABSTRACT

We introduce Poisson boundaries of II; factors with respect to density operators that
give the traces. The Poisson boundary is a von Neumann algebra that contains the
II; factor and is a particular example of the boundary of a unital completely positive
map as introduced by Izumi. Studying the inclusion of the II; factor into its boundary
we develop a number of notions, such as double ergodicity and entropy, that can be
seen as natural analogues of results regarding the Poisson boundaries introduced by
Furstenberg. We use the techniques developed to answer a problem of Popa by showing
that all finite factors satisfy the MV-property. We also extend a result of Nevo by
showing that property (T) factors give rise to an entropy gap.

1. Introduction

Given a locally compact group G and a probability measure u € Prob(G), the associated (left)
random walk on G is the Markov chain on G whose transition probabilities are given by the
measures j * d;. The Markov operator associated to this random walk is given by

Pulf) () = / f(g) du(g),

where f is a continuous function on G with compact support. The Markov operator extends to
a contraction on L*°(G), which is unital and (completely) positive. A function f € L (G) is pu-
harmonic if P,(f) = f. We let Har(G, i) denote the Banach space of pi-harmonic functions. The
Furstenberg-Poisson boundary [Fur63b] of G with respect to pu is a certain G-probability space
(B, (), such that we have a natural positivity preserving isometric G-equivariant identification
of L>*(B, () with Har(G, p) via a Poisson transform.

An actual construction of the Poisson boundary (B, ), which is often described as a quotient
of the path space corresponding to the stationary o-algebra, is less important to us here as its
existence, and indeed, up to isomorphisms of G-spaces, it is the unique G-probability space such
that L>°(B, () is isomorphic, as an operator G-space, to Har(G, ).

Under natural conditions on the measure p, the boundary (B, () possesses a number of
remarkable properties. It is an amenable G-space [Zim78], it is doubly ergodic with isometric
coefficients [Kai92] [GW16], and it is strongly asymptotically transitive [Jaw94, Jaw95]. The
boundary has therefore become a powerful tool for studying rigidity properties for groups and
their probability measure preserving actions [Mar75, Zim80, BS06, BM02, BF20].

In light of the successful application of the Poisson boundary to rigidity properties in group
theory, Alain Connes suggested (see [Jon00]) that developing a theory of the Poisson boundary
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in the setting of operator algebras would be the first step toward studying his rigidity conjecture
[Con82], which states that two property (T) icc groups have isomorphic group von Neumann
algebras if and only if the groups themselves are isomorphic. Further evidence for this can be
seen by the significant role that Poisson boundaries play in [CP17, CP13, Pet15], where a related
rigidity conjecture of Connes was investigated.

Poisson boundaries can more generally be defined using any Markov operator associated to
a random walk. Markov operators are particular examples of normal unital completely positive
(u.c.p.) maps on von Neumann algebras, and motivated by defining Poisson boundaries for dis-
crete quantum groups, Izumi in [Izu02, Izu04] was able to define a non-commutative Poisson
boundary associated to any normal u.c.p. map on a general von Neumann algebra. Specifi-
cally, if M is a von Neumann algebra and ¢ : M — M is a normal u.c.p. map, then we let
Har(¢) = {xr € M | ¢(z) = x} denote the space of ¢-harmonic operators. Izumi showed that
there exists a (unique up to isomorphism) von Neumann algebra By such that, as operator sys-
tems, Har(¢) and B, can be identified via a Poisson transform P : B, — Har(¢). The existence
of this boundary follows by showing that Har(¢) can be realized as the range of a u.c.p. idempo-
tent on M and then applying a theorem of Choi and Effros. Alternatively, the existence of the
boundary follows by considering the minimal dilation of ¢ [Izul2]. We include in the appendix
of this paper an elementary proof based on this perspective.

There is a well-known dictionary between many analytic notions in group theory and those in
von Neumann algebras. For example, states on B(L?(M)) correspond to states on £*°T, normal
Hilbert M-bimodules correspond to unitary representations, etc., [Con76b, Section 2] [Con80].
This allows one to develop notions such as amenability, property (T), etc., in the setting of finite
von Neumann algebras. While Izumi’s boundary gives a satisfactory non-commutative analogue
of the Poisson boundary associated to a general random walk, still missing is an appropriate
notion of a non-commutative Poisson boundary analogous to the group setting.

The main goal of this article is to introduce a theory of Poisson boundaries for finite von
Neumann algebras that we believe will fill the role envisioned by Connes. If M is a finite von
Neumann algebra with a normal faithful trace 7, and if ¢ € B(L?(M, 7))+ is a normal state such
that ¢y = 7, then we will view ¢ as the distribution of a “non-commutative random walk”
on M. To each distribution we associate a corresponding “convolution operator”, which is a
normal w.c.p. map Py, : B(L*(M,7)) — B(L*(M,)), such that M C Har(P,). We then define
the Poisson boundary of M with respect to ¢ to be Izumi’s non-commutative boundary B,
associated to P,; more precisely the boundary is really the inclusion of von Neumann algebras
M C By, together with the Poisson transform P : B, — Har(P,).

Poisson boundaries of groups give rise to natural Poisson boundaries of group von Neumann
algebras. Indeed, as was already noticed by Izumi in [Izul2], if I" is a countable discrete group
and p € Prob(T'), then the non-commutative boundary of the u.c.p. map ¢, : B(¢’I') — B(¢°T")
given by ¢,(T) = [ T dp(y) is naturally isomorphic to the von Neumann crossed-product
L>(B, () %I where (B, () is the Poisson boundary of (I', u). Thus, many of the results we obtain
are not merely analogues, but are actually generalizations of results from the theory of random
walks on groups.

If M is a finite factor, then under natural conditions on the distribution ¢, e.g., that its
“support” should generate M, we show that the boundary B, is amenable/injective (Proposi-
tion 2.4), and that the inclusion M C By, is “ergodic”, i.e., M’ N B, = C (Proposition 2.7). We
use techniques of Foguel [Fog75] to obtain equivalent characterizations for when the boundary is
trivial (Theorem 2.10). The double ergodicity result of Kaimanovich [Kai92] is more subtle, as
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unlike in the case for groups, there is no natural “diagonal” inclusion of M into B, ® B,. There
is however a natural notions of left and right convolution operators, so that we may naturally
associate with ¢ a second u.c.p. map P2 which commutes with P, (see Section 3 for the precise
definition of 77:;). We may then show that bi-harmonic operators are constant, a result which is
equivalent to double ergodicity in the group setting.

Theorem A (Theorem 3.1 below) Let M be a finite factor and suppose ¢ is as above. Then
we have

Har(B(L*(M, 1)), P,) NHar(B(L*(M, 7)), P2) = C.

Motivated by the question of determining whether or not LF ., is finitely generated, Popa
studied in [Popl8| the class of separable II; factors M that are tight, i.e., M contains two
hyperfinte subfactors L, R C M such that L and R°P together generate B(L?(M)). He conjectures
in Conjecture 5.1 of [Popl8] that if a factor M has the property that all amplifications M?*
are singly generated then M is tight. He also notes that a tight factor M satisfies the MV-
property, which states that for any operator T' € B(L?(M)) the weak closure of the convex hull
of {u(JvJ)T(Jv*J)u* | u,v € U(M)} intersects the scalars. Popa then asks in Problem 7.4 of
[Pop19a] and Problem 6.3 in [Pop19b] if free group factors, or perhaps all finite factors have the
MV-property. As a consequence of double ergodicity we are able to answer Popa’s problem.

Theorem B (Theorem 3.3 below) All finite factors have the MV-property.

Other consequences of double ergodicity are that it allows us to show vanishing cohomology
for sub-bimodules of the Poisson boundary (Theorem 3.5), it allows us to generalize rigidity
results from [CP13] (Theorem 4.1), and it allows us to extend results of Bader and Shalom
[BS06] identifying the Poisson boundary of a tensor product with the tensor product of the
Poisson boundaries (Corollary 4.5).

We also introduce analogues of Avez’s asymptotic entropy and Furstenberg’s p-entropy in
the setting of von Neumann algebras (see Section 5 for these definitions). We show that the
triviality of the Poisson boundary is equivalent to the vanishing of the Furstenberg entropy
(Corollary 5.15). We also use entropy to extend a result of Nevo [Nev03] to the setting of von
Neumann algebras, which shows that property (T) factors give rise to an “entropy gap”.

Theorem C (Theorem 6.2 below) Let M be a I} factor with property (T) generated by uni-
taries uy, . .., un. Define the state p € B(L?>M ), by ¢(T) = %Zzzl(Tﬁk,uAk). There exists ¢ > 0
such that if M C A is an irreducible inclusion of von Neumann algebras and ( € A, is any
faithful normal state such that {|pr = 7, then hy,(M C A, () > c.

We end with an appendix where we construct Izumi’s boundary of a u.c.p. map. Our ap-
proach is elementary, and has the advantage that it applies for general C*-algebras. This level
of generality has no doubt been known by experts, but we could not find this in the current
literature.

2. Boundaries

2.1 Hyperstates and bimodular u.c.p. maps

Fix a tracial von Neumann algebra (M, 7), and suppose we have an embedding M C A where A
is a C*-algebra. We say a state ¢ € A* is a 7-hyperstate (or just a hyperstate if 7 is fixed) if it
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extends 7. We denote by S;(A) the convex set of all hyperstates on A. To each a hyperstate ¢
we obtain a natural inclusion L?(M,7) C L*(A, ¢) induced from the map z1 + 21, for x € M.
We let eps € B(L?(A, ¢)) denote the orthogonal projection onto L?(M, 7). We may then consider
the unital completely positive (u.c.p.) map P, : A — B(L*(M, 7)), defined by

Pw(T) =epyTen, T e A. (1)
Note that if x € M C A then we have P,(x) = x. We call the map P, the Poisson transform
(with respect to ¢) of the inclusion M C A.

The following proposition is inspired from [Con76b, Section 2.2].

Proposition 2.1 The correspondence ¢ — P, defined by (1) gives a bijective correspondence
between hyperstates on M, and u.c.p., M-bimodular maps from A to B(L*(M,T)). Moreover, if
A is a von Neumann algebra, then P, is normal if and only if ¢ is normal.

Also, this corresondence is a homeomorphism where the space of hyperstates is endowed with
the weak*-topology, and the space of u.c.p., M-bimodular maps with the topology of pointwise
weak operator topology convergence.

Proof. First note that if ¢ is a hyperstate on A, then for all T' € A we have
From this it follows that the correspondence ¢ + P, is one-to-one. To see that it is onto,
suppose that P : A — B(L?(M,7)) is u.c.p. and M-bimodular. We define a state ¢ on A by
o(T) = (P(T)1,1),. For all y € M we then have p(y) = (P(y)1,1); = 7(y), hence ¢ is a
hyperstate. Moreover, if y,z € M, and T' € A then we have

<P<P(T)ga ’2>T = <7D4P(Z*Ty)ia i>7’ (2)

= (z"Ty) = (P(T)§, 2)~,
hence, P, = P.
It is also easy to check that P, is normal if and only if ¢ is.

To see that this correspondence is a homeomorphism when given the topologies above, suppose
that ¢ is a hyperstate, and ¢, is a net of hyperstates. From (2) and the fact that u.c.p. maps
are contractions in norm we see that P,, converges in the pointwise ultraweak topology to P,
if po converges weak* to ¢. Conversely, setting y = z = 1 in (2) shows that if P, converges in
the pointwise ultraweak topology to P, then ¢, converges weak™ to . O

Considering the case A = B(L?(M, 7)) we see that to each hyperstate ¢ on B(L?(M, 7)) we
obtain a u.c.p. M-bimodular map P, on B(L?(M,7)). In particular, composing such maps gives
a type of convolution operation on the space of hyperstates. More generally, if A is a C*-algebra,
with M C A, then for hyperstates ¢ € A*, and ¢ € B(L?(M,7))* we define the convolution ¢ *1)
to be the unique hyperstate on A such that
We say that 9 is ¢-stationary if we have ¢ * ¢ = 1), or equivalently, if Py, maps into the space
of P,-harmonic operators

Har(P,) = Har(B(L*(M, 7)), P,) = {T € B(L*(M, 7)) | Pp(T) = T}.
Lemma 2.2 For a fized ) € S;(A) the mapping
S-(B(L*(M, 7)) 3 ¢ — px9 € S (A)
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is continuous in the weak*-topology.
Moreover, if ¢ € B(L?(M,T)). is a fived normal hyperstate, then the mapping

Sr-(A) 3¢ = px1h € Sr(A)
1s also weak™® -continuous.

Proof. By Proposition 2.1 the correspondence ¢ +— P, is a homeomorphism from the weak*-
topology to the topology of pointwise ultraweak convergence, this lemma then follows easily
from (3). O

2.2 Poisson boundaries of II; factors

Definition 2.3 Let ¢ € S;(B(L*(M,T)) be a hyperstate. We define the Poisson boundary B,
of M with respect to ¢ to be the noncommutative Poisson boundary of the u.c.p. map P, as
defined by Izumi [Izu02], i.e., the Poisson boundary By is a C*-algebra (a von Neumann algebra
when @ is normal) that is isomorphic, as an operator system, to the space of harmonic operators

Har(B(L*(M, 7)), Py).

Since M is in the multiplicative domain of P,, we see that B, contains M as a subalgebra.
Moreover, note that if we have a C*-algebra B, an inclusion M C B together with a completely
positive isometric surjection from B to Har(B(L?(M,T)),P,), then this induces a completely
positive isometric surjection from B to B, which restricts to the identity on M. It’s a well-known
result of Choi [Cho72| that a completely positive surjective isometry between two C*-algebras
is a *-isomorphism. Thus,the Poisson boundary contains M as a subalgebra, and the inclusion
(M C B,) is determined up to isomorphism by the property that there exists a completely
positive isometric surjection P : B, — Har(B(L?*(M, 1)), P,) which restricts to the identity map
on M. We will always assume that P is fixed and we also call P the Poisson transform.

Given any initial hyperstate o € S;(B(L?*(M,7))) we may consider the hyperstate given
by ¢g o P on B,. Of particular interest is the state n on B, arising from the initial hyperstate
¢o(r) € S (B(L*(M,7))) given by wo(z) = (z1,1), which we call the stationary state on B,. In
this case, using (2) above, it is easy to see that we have P, = P, and hence ¢ *xn = 1.

Proposition 2.4 Let (M, 7) be a tracial von Neumann algebra and let ¢ be a fized hyperstate
on B(L?*(M,7)). Then the Poisson boundary By, is injective.

Proof. If we take any accumulation point E of {% 25:1 P;L}N N in the topology of pointwise
€

ultraweak convergence, then E : B(L*(M, 7)) — Har(B(L*(M, 7)), P,) gives a u.c.p. projection.
As B, is isomorphic to Har(B(L?*(M, 7)), P,) as an operator system it then follows that B, is
injective [CE77, Section 3]. O

The trivial case is when ¢.(z) = (r1,1); in which case we have that P, = id, and the
Poisson boundary is nothing but B(L?(M,7)). Note that ¢, gives an identity with respect to
convolution. Also note that if ¢ € B(L?(M,7))* is a hyperstate, then we have a description of
the space of harmonic operators as:

Har(B(L*(M, 1)), P,) = {T € B(L*(M,7)) | p(aTb) = @¢(aTb) for all a,b € M}.
Since P, is M-bimodular it follows that P,(M’) C M'. We say that ¢ is regular if the

restriction of P, to M’ preserves the canonical trace on M’, and we say that ¢ is generating if
M is the largest *-subalgebra of B(L?(M, 7)) which is contained in Har(B(L*(M, 1)), P,). If ¢
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is regular, then the conjugate of ¢ which is given by ¢*(T) = ¢(JT*J), is again a hyperstate.
We'll say that ¢ is symmetric if it is regular and we have ¢* = .

Regular, generating, symmetric hyperstates are easy to find. Suppose (M, 7) is a separable
finite von Neumann algebra with a faithful normal trace 7. We consider the unit ball (M); of
M as a Polish space endowed with the strong operator topology, and suppose we have a o-finite
measure g on (M) such that [ z*zdu(x) = 1. We obtain a normal hyperstate as

o(T) = / (T7, 7) dpu(z) (1)

and using (2) we may explicitly compute the Poisson transform P, on B(L?(M, 1)) as
Po(T) = /(Jm*J)T(Ja:J) du(x).

Proposition 2.5 Consider ¢ as given by (4), then

) 18 generating if and only if the support o enerates as a von Neumann algebra.
(i) pisg ing if and only if the support of p g M N lgeb
1 is reqular if and only if | rx x) = 1. In this case is a normal hyperstate.
i) @ is regular if and only if *du 1. In thi ) Lh
(i5i) If ¢ is reqular then Py« (T) = [(JaJ)T(Jz*J) du(z) and ¢ is symmetric if Jop = p1, where
J is the adjoint operation.

Proof. If the support of p generates von Neumann algebra My C M such that My # M,
then we have [JxJ, en,] = [Ja*J,en,] = 0 for each x in the support of p. Hence, P (T) =
[(JzJ)T(Jz*J)du(z) = T, for each T in the x-algebra generated by M and ejy,. Therefore,
¢ is not generating. On the other hand, if T' € Har(B(L?(M, 7)), P,) is such that we also have
T*T,TT* € Har(B(L*(M, 7)), P,) then for each a € M we have

/ |(J2)T — T(JT))al3 d(z)
=((T"P,(1)T — Po(T*)T — T*P,(T) + Po(T*T))a, a) =0,

and by symmetry we also have [||((JzJ)T* — T*(JzJ))a|3du(z) = 0. Hence, [JzJ,T] =
[Jz*J,T] = 0 for p-almost every = € (M);. Therefore, if the support of u generates M as a
von Neumann algebra then we then have that T € JMJ = M, showing that ¢ is generating,
thereby proving (i).

If y € M then we have P,(JyJ) = [ Ja*yxJ du(z). Hence, we see that ¢ is regular if and
only if for all y € M we have 7(y) = [ 7(z*yz) du(x) = [ 7(zz*y) du(z), which is if and only if
J zx* du(x) = 1, thereby proving (ii).

If o is regular then

§(1) = pIT") = [T T ) du(a)

- [ 1 ddu(o) = [T F) ddonto).
Therefore, if Jou = p then ¢ is symmetric, thereby proving (iii). O

Given a unital C*-algebra A, and a u.c.p. map P : A — A, we denote the set of fixed points
of P by Har(A,P). That is, Har(A,P) = {a € A : P(a) = a}. The following Lemma is well
known, see, e.g., [FNWO94], [BJKW00, Lemma 3.4], or [CD20, Lemma 3.1] . We include a proof
for the convenience of the reader.
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Lemma 2.6 Suppose A is a unital C*-algebra with o faithful state . If P: A — A is a u.c.p.
map such that ¢ o P = ¢, then Har(A, P) C A is a C*-subalgebra.

Proof. Har(A,P) is clearly a self-adjoint closed subspace, thus we must show that Har(A,P) is
an algebra. By the polarization identity it is enough to show that z*x € Har(A,P) whenever
x € Har(A,P). Suppose x € Har(A,P). By Kadison’s indequality we have P(z*z) — ¥z =
P(z*z) — P(z*)P(x) > 0. Also, p(P(x*x) — z*x) = 0 so that by faithfulness of ¢ we have
P(z*x) = x*x. O

Proposition 2.7 Let M be a finite von Neumann algebra with a normal faithful trace 7. Let
¢ € B(L*(M,7))* be a regular generating hyperstate, and let By, be the corresponding Poisson
boundary, then M' N\ B, = Z(M). In particular, if ¢ is also normal and M is a factor then By,
s also a von Neumann factor.

Proof. Let P : B, — Har(B(L?*(M,7)),P,) denote the Poisson transform. If z € M’ N By,
then P(z) € M’ N B(L*(M, 7)) = JMJ. Since ¢ is regular, P, preserves the trace when re-
stricted to JMJ. Thus, Har(JMJ,P,) is a von Neumann subalgebra of JMJ by Lemma 2.6.
Since ¢ is generating, M is the largest von Neumann subalgebra of Har(B(L?(M, 7)), and hence
Har(JMJ, P,) C M, implying that Har(JMJ, P,) = Z(M). Therefore, P(x) € Har(JMJ, P,) =
Z(M), and hence z € Z(M) since P is injective. O

If ¢ is a normal hyperstate in S;(B(L*(M,7))), then P, : B(L*(M, 7)) — B(L*(M,T)) is a
normal map, and hence the dual map P7, preserves the predual of B (L?(M, 7)) which we identify
with the space of trace-class operators.

We let A, € B(L?(M, 1)) denote the density operator associated with ¢, i.e., A, is the unique
trace-class operator so that ¢(T) = Tr(A,T) for all T € B(L*(M,)). Since ¢ is positive we have
that A, is a positive operator. If P; denotes the rank one orthogonal projection onto C1, then
we have ¢(T) = (P,(T)1,1) = Tr(Py(T)P;), and hence we see that A, = Pg(P;). In particular
we have that Ay = (P2)*(P;) for n > 1.

Proposition 2.8 Let (M, 7) be a tracial von Neumann algebra and let o € S.(B(L*(M,T))) be
a normal hyperstate, then there exists a T-orthogonal family {z,}n which gives a partition of the
identity as 1 =Y, 2%z, so that

PolT) = S (T2 )T (T2 ])

for all T € B(L*(M,T)).

Moreover, if {Zn}m is a T-orthogonal family which gives a partition of the identity as 1 =
> on ZnZn, then the map Y-, (JZ25 J)T(JZmJ) agrees with Py if and only if for each t > 0 we have

sp{zn | |[znlle =t} = sp{Zm | |Zm[l2 = t}.

Proof. Since A, is a positive trace-class operator we may write A, = > a,P,, where ai,as,...
are positive and {y, }, is an orthonormal family with P, denoting the rank one projection onto
Cy,. For T € B(L?*(M, 7)) we then have

TI"(TASO) = Z (079 <Tyna yn>



SAYAN DAS AND JESSE PETERSON

Taking T = z*x € M we have a,|zy,||3 < Tr(z*zA,) = ||z||3, so that y, € M C L*(M,7) for
each n. Hence, for T € B(L?(M, 7)) we have

Tr(Py(T)P;) = Tr(T Ay) <Zan JynJ) JynJ)i,i>

((Z an(JynJ) JynJ)> Pi> :

Since P, is M-bimodular and since Jy,J € M’ it follows that for all z,y € M we have

Tr(Py(T)xPyy) = ((Z an(Jynd) JynJ)) :UPiy> .
In particular, setting T' =y = 1 we have

=Y anr(ypyne),
n

which shows that > a,yryn = 1.

Since the span of operators of the form xP;y is dense in the space of trace-class operators it
then follows that Py(T) = >, an(JynJ)T(Jy:J) for all T € B(L?(M,T)). Setting z, = \/any;
then finishes the existence part of the proposition.

Suppose now that {Zp}., is a 7-orthogonal family which gives a partition of the identity
1 =3, %2 %,, and set ¢(T) = Tr((>_, (JZ5J)T(JZ,J)) P;). Then, the density matrix Ag, corre-
sponding to @, is given by Az = > Z*P;Z,. Since {Z,}, forms a 7-orthogonal family it then
follows easily that Z} is an eigenvector for Ag, and the corresponding eigenvalue is ||Z}||3 = ||Z,]|3.

Using our notation from the first part of the proof of the proposition, we have that A, =
> n ZnPizn. By the same argument as above, we get that 2z is an eigenvector for A, and the

corresponding eigenvalue is ||z} |3 = ||z,]|3. Note that P, = Py if and only if A, = Aj. Since
the corresponding density matrices are positive trace class operators, the moreover part of the
proposition follow easily from the Spectral Theorem. O

We say that the form P, (T) = >, (Jz5J)T'(JzpJ) (resp. o(T) =5, (Tzk, z*)) is a standard
form for P, (resp. ¢). It follows from Proposition 2.5 that ¢ is generating if and only if {2},
generates M as a von Neumann algebra. We say that ¢ is strongly generating if the unital algebra
(rather than the unital x-algebra) generated by {z,}, is already weakly dense in M. This is the
case, for example, if  is generating and symmetric, since then we have that {z,}, = {z}},, and
hence the unital algebra generated by {z,}, is already a *-algebra.

Proposition 2.9 Let (M,7) be a tracial von Neumann algebra and suppose ¢ is a normal
strongly generating hyperstate, then the stationary state ( = p o P gives a normal faithful state
on the Poisson boundary By, such that (pr = 7.

Proof. By considering the Poisson transform P, it suffices to show that ¢ is normal and faithful
on the operator system Har(P,). Note that here the stationary state is a vector state and hence
normality follows. To see that the state is faithful fix 7' € Har(P,), with 7 > 0 and (T'1,1) = 0.
Let P,(S) = >_,,(J2:J)S(Jz,J) be the standard form of P,. Since T € Har(P,), we have that
7312 (T) =T, for each k € N. Expanding the standard form gives

0=(T1,1) =(PIMLIL) = Y (Tanzny - 21,20 20y - 2n, 1)

n1,N2,50 N
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We then have T = 0 for all m in the unital algebra generated by {z,}, and as ¢ is strongly
generating it then follows that T' = 0. O

We end this section by giving a condition for the boundary to be trivial. We denote the
space of trace-class operators on L?(M,7) by TC(L?*(M,7)). We also denote the trace-class
norm on TC(L?(M, 7)) by | - |rc. We identify B(L?(M, 7)) with TC(L?*(M,7))* via the pairing
(A, T) — Tr(AT), where A € TC(L?*(M, 7)), and T € B(L*(M,1)).

Theorem 2.10 Let (M, 1) be a tracial von Neumann algebra and let 1 be a normal hyperstate.
set ¢ = 2+ 5(-1,1) and let A,, € TC(L*(M,)) denote the density matriz corresponding to the
normal, u.c.p. M-bimodular map Pg. Then the following conditions are equivalent
(i) For all x € M we have ||zA, — Apz|Tc — 0.
(ii) For all x € M we have xA,, — Az — 0 weakly.
(iii) Har(Py,) = M
Proof. The first condition trivially implies the second. To see that the second implies the third
suppose for each x € M we have zA,, — A,z — 0 weakly as n — oo. Let T' € Har(P,). Let
x,a,b € M. Then taking inner products in L?(M,7) we have
(T JzJ — JxJT)al,bl)| = [{(b*Taz* — z*b*Ta)l, 1)
= |(P;(b"Taz™ — z*0*Ta)l, 1)| = |Tr(A,(b*Taz* — z*b*Ta))|
= |Tr((z* A, — Apx™)b*Ta)| — 0.
Hence T € JMJ = M.

To see that the third condition implies the first we adapt the approach of Foguel from [Fog75].
Suppose Har(P,) = M. Set Ay = {A € TC(L*(M, 1)) | [(P3)*(A)llrc — 0}. Note that since
(PZ)* is a contraction in the trace-class norm we have that Ao is a closed subspace.

Since ¢ = 33 + $(-1,1) we have Py = id + %PZZ and we compute
n

(PR)*(id — Pf) = 27"+ D) (Z (Z) (735,)*) (id—Pp)

k=0

() (0)

We have lim,, o0 27D S0 (4" 1) — ()] = 0 (see (1.8) in [0S70]) hence || (P2)*(P;—P5(P;))lltc —
0. Thus Pi - P;(Pi) e Ap.
Since Py, is M-bimodular we then have that aP;b—P(aP;b) € A for each a,b € M and hence
B —P}(B) € Ag for all B € TC(L*(M,7)). If T € B(L*(M, 7)) is such that Tr(AT) = 0 for all
A € Ay, then for all B € TC(L*(M, 7)) we have (B —P5(B),T) = 0 so that T € Har(P,) = M.
Hence the annihilator of Aj is contained in M. So the pre-annihilator of M must be contained
in Ag. Thus A € Ay whenever Tr(Az) = 0 for all x € M. In particular, we have zP; — Pjx € Ag
for all x € M, which is equivalent to the fact that ||zA,, — A,z||prc — 0 for each x € M. O

3. Biharmonic operators

If ¢ € S-(B(L?(M,7))) is regular and normal then we define P to be the u.c.p. map given by
Pg = Ad(J) o Py+ 0 Ad(J). Note that P and P, commute for any normal hyperstate 7. Indeed,
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if we have standard forms P, (T") = >, (J2;J)T(J2,J) and Py(T) = >, (Jy;J)T (JymJ) then
by Proposition 2.5 we have Pg(T) = >, 2,17, and hence

P o Py(T) =PyoPoT) =D za(Jyp )T (JymJ) 2,

The following is a noncommutative analogue of double ergodicity which was established in
[Kai92].

Theorem 3.1 Let (M,7) be a tracial von Neumann algebra and let ¢ be a normal regular
strongly generating hyperstate. Then

Har(B(L*(M, 7)), P,) NHar(B(L*(M, 7)), P3) = Z(M).

Proof. We fix a standard form Py(T) = >, (J2,J)T(J2,J), so that we also have P2(T) =
> zm Tz, We identify the Poisson boundary B, with Har(B(L*(M, 7)), P,), and let ¢ denote
the stationary state on By, which is faithful by Proposition 2.9. For T' € B, we have

A~

C(PY(T)) = (PR, 1) = (Po(1)1,1) = C(Py(T)) = ¢(T).
By Lemma 2.6 we then have that By = Har(B,, 73& B«p) is a von Neumann subalgebra of B,.
If p € By is a projection and £ € LQ(BSD, ¢) then

>zl =D (zmpzipt&,ptE) =0.
n n

We must therefore have ||pz:p-£||s = 0 for each n, and hence pz = pz’p, for each n. Repeating

this argument with roles of p and p' reversed shows that z*p = pzip, so that p € M’ N B,.

Since p was an arbitrary projection we then have By C M’ N B, and by Proposition 2.7 we have

By = Z(M). O

The previous result allows us to give an analogue of the classical Choquet-Deny theorem
[CD60], which states that if I" is an abelian group and p € Prob(I") has support generating I'
then every bounded p-harmonic function is constant.

Corollary 3.2 (The Choquet-Deny theorem) Suppose M is an abelian von Neumann al-
gebra and ¢ is a normal reqular strongly generating hyperstate, then

Har(B(L*(M,7)),P,) = Z(M) = M.

We will now describe how Theorem 3.1 leads to a positive answer of a recent question by
Popa [Pop19a, Problem 7.4] [Pop19b, Problem 6.3].

Theorem 3.3 Let M be a finite von Neumann algebra with a normal faithful trace T and let
G C U(M) be a group which generates M as a von Neumann algebra. Then for any operator
T € B(L*(M, 7)) the weak closure of the convex hull of {u(JvJ)T(Jv*J)u* | u,v € G} intersects
Z(M).

Proof. We first consider the case when G is countable. Let p € Prob(G) be symmetric with full
support and define a normal regular symmetric generating hyperstate ¢ by o(T') = [(T'4,4) dp(u).
The corresponding Poisson transform is then given by Pu(T) = [(JuJ)T(Ju*J) du(u), and we
may also compute P9 as PY(T) = [u*Tudp(u).

Fix T € B(L*(M, 7)) and let C = co“*{u(JvJ)T(Jv*J)u* | u,v € G}. Then C is preserved
by both P, and Pg and hence C is preserved by any point-ultraweak limit points £ and E° of

10
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oo oo
{% Zﬁle PZ}N . and {% 27]:[:1(73;’,)”}]\7 , respectively. Since P, and P commute we have

that £ and E° commute. Moreover, as ||+ SN Pl - %ZQ]:I P < 2/N it follows that
E : B(L*(M, 7)) — Har(P,) and similarly E° : B(L*(M, 7)) — Har(P3). By Theorem 3.1 we

then have E° o E : B(L?(M, 7)) — Z(M). Hence
E° o E(T) € CN Z(M).

In the general case, if G < G is a countable subgroup, then let N C M be the von Neumann
subalgebra generated by G and let ey : L?(M,7) — L?(N, ) be the orthogonal projection. If we
define ¢ as above and set Tz = E° o E(T') then we have Ty € C, enTgeny = E° o E(eyTen) and
viewing exTen as an operator in B(L?(N, 7)) we may apply Theorem 3.1 as above to conclude
that eyTgeny € Z(N) C B(L*(N,)). If we consider the net {Tg}e C B(L?*(M, 7)) where G
varies over all countable subgroups of G, ordered by inclusion, then letting Ty be any weak limit
point of this net we have that Ty € C.

Fix v € G. Then for any countable subgroup G < G, setting N = G” and N = (G, u)"”, we have
exlu, Tolesy = [u, exToey] = 0 and hence en[u, Toley = 0. If we consider the net of all countable
subgroups G < G ordered by inclusion, then as G generates M, we have strong operator topology

convergence Glim eqr = 1. Hence it follows that [u,Tp] = 0 and since u € G was arbitrary, we
—00
have Ty € Z(M). O

Let (M, 7) be a finite von Neumann algebra and T € B(L?(M,7)). Recall that the distance
between T and Z(M) is defined as dist(7, Z(M)) = inf{||T — S|| : S € Z(M)}. For T €
B(L?(M,T)) we let 67 denote the derivation given by é7(x) = [z, T].

Corollary 3.4 Let M be a finite von Neumann algebra, and suppose T € B(L?*(M)), then
dist(T', Z(M)) < [|6zn || + 07 a -

Proof. This follows from the previous theorem since every point S € {u(JvJ)T (Jv*J)u* | u,v €
U(M)} satisfies dist(T, S) < (|07 a || + 1|07 ar]- O

As another application of Theorem 3.1 we use Christensen’s Theorem [Chr82, Theorem 5.3]
to establish the following vanishing cohomology result; the case when C = M is the celebrated
Kadison-Sakai Theorem [Kad66, Sak66].

Theorem 3.5 Let (M,7) be a tracial von Neumann algebra and let ¢ be a normal regular
strongly generating hyperstate, suppose C C By, is a weakly closed M-bimodule. If 6 : M — C is
a norm continuous derivation then there exists ¢ € C so that 6(x) = [z, c| for x € M. Moreover,
if ¢ has the form o(T) = f(T{L;, u*) dp(u) for some probability measure p € Prob(U(M)), then
¢ may be chosen so that ||c|| < |J].

Proof. Identifying C with its image under the Poisson transform we will view C as an operator
system in Har(P,) C B(L?(M,)). Since L?(M,7) has a cyclic vector for M, Christensen’s
Theorem [Chr82, Theorem 5.3] shows that §(m) = mT — T'm for some T' € B(L?*(M, 7)). Taking
the conditional expectation onto Har(P,), we may assume T € Har(P,,).

We suppose ¢ is given in standard form ¢(T') = Zn<TzA;§,zA;;> Note that z,,0(z},) € C, so
that

T—PUAT) = zmzpT =Y 2Tzl =Y 2md(zy,) €C

11
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As Pg leaves C invariant (since C is an M-bimodule), by induction we get that T'— (Pg)"(T') € C
for all n > 1, and hence for N > 1 we have
| X
T-+ d (PY)(T) ec

n=1

1
If z is a weak limit point of {N Zgl(Pg)n(T)} then » € Har(Pg) N Har(P,) and so by

Theorem 3.1 we have z € Z(M). Thus, T'— z € C implements the derivation.
For the moreover part, note that if ¢ has the form o(T) = [ (Tw*, u*) dp(u) for some proba-
bility measure p € Prob(U(M)) then
| X
T—-z| < T—-— (T
I7 2l < sup |7 = & S (P )]

n=1

< sup |IT = (PY)"(T)]

— sup|| / wS(u*) dptn| < 1161

where (i, denotes the push forward of g X p x -+ x p € Prob(U(M)™) under the multiplication
map.

Hence ¢ = T — z implements ¢ with ||c|| < ||d]|. O

We remark that for a general hyperstate ¢, in the proof of the previous theorem we still have
T — z|| < ||6]|cp, where ||d]|sp denotes the completely bounded norm of the derivation ¢ (see,
for instance, [Chr82, Section 2] for the definition of the completely bounded norm). So that in
general we may find ¢ € C with ||c[| < ||d]|cp-

4. Rigidity for u.c.p. maps on boundaries

The main result in this section is Theorem 4.1, where we generalize [CP13, Theorem 3.2]. We
mention several consequences, including a noncommutative version of [BS06, Corollary 3.2], which
describes the Poisson boundary of a tensor product as the tensor product of Poisson boundaries.

Theorem 4.1 Let (M, 1) be a tracial von Neumann algebra, let ¢ be a normal reqular strongly
generating hyperstate, and let B = B, denote the corresponding boundary. Suppose we have a
weakly closed operator system C such M C C C B. Let ¥ : C — B be a normal u.c.p. map such
that ¥\pr = id. Then ¥ = id.

Proof. Let P,(T) = >, (J2;J)T(J2,J) denote the standard form of P, as in Proposition 2.8.
Then by Proposition 2.4 we have P2(T) = >, 2,T%,. By identifying C with its image under
the Poisson transform we may assume that C is a weakly closed M-subbimodule of Har(P,) and
W : C — Har(P,) is a normal u.c.p. map such that ¥|;; = id. Note that for 7' € C we have,

(W(T)1,1) = (P, (W(T >> i) = (Po(W(T))1,
—Z% 2211y = (u(PT))1,

where the last equality follows from the fact that ¥ is normal and M-bimodular, as M is contained
in the multiplicative domain of W. Now, (¥(Pg(T))1,1) = (¥(T)1,1) for all T' € C immediately

)
11),

12
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implies that

1 & . -
<\p (N ;(7%‘;)”@)) i, 1> = (U(T)1,1)for all T € C.

Let 2 be a weak operator topology limit point of & Zﬁzl(Pg)”(T). Then, z € Z(M) by Theo-
rem 3.1, so that U(z) = z. We then have

(U(T)1,1) = (21,1) = (T1,1)

where the last equality follows because z is independent of W. Now, let a,b € M, and T € C.
Then, we have that b*Ta € C, and hence by above computation, we get

(U(T)al,bl) = (¥ (b*Ta)l, 1) = (b*Tal,1) = (Tal,bl).
Thus U(T) =T. O

Corollary 4.2 Let M be a finite von Neumann algebra with a normal faithful trace 7, and let ¢
be a normal reqular strongly generating hyperstate. Then, M is a maximal finite von Neumann
subalgebra inside B,.

Proof. Suppose N C B, is a finite von Neumann algebra containing M. Then there exists a
normal conditional expectation E : N — M. Hence, by Theorem 4.1, E(z) = z for all x € N,
and hence N = M. O

Corollary 4.3 Let M be a 11y factor, and let @ be a normal reqular strongly generating hyper-
state. If B, # M, then B, is a type 111 factor.

Proof. Note that the stationary state is normal and faithful by Proposition 2.9, and B, is a factor
by Proposition 2.7. We also note that Proposition 2.7 along with von Neumann’s bicommutant
Theorem shows that B, is not a type I factor.

Suppose B, is not a type III factor, then B, has a semi-finite normal faithful trace Tr. As
before, let P denote the Poisson transform, and let ( be the normal state on B, defined by
¢(b) = (P(b)1,1). Fix 0 < T € B, with Tr(T) < oo, and {(T) # 0. Fix S € B, with S > 0
and Tr(S) < co. Let z be a ultraweak limit point of + Zgil(Pg)”(T). Then by Theorem 3.1
we have z € Z(M) = C and arguing as in the proof of Theorem 4.1 we have ((T) = =z.
Therefore, ((T)Tr(S) is a limit point of {Tr((+ ZnNzl(P;)”(T))S)}}’VOZI. On the other hand,
note that for each N € N, we have that Tr(+ 27]:[:1(P8)H(T)5) =Tr(T(+ ZnNzl(Pg*)"(S))).
Since |Tr(T(+ 2521(73;*)”(5)))] < Tr(T)||S||so, by the above discussion, we then have

()T (S) < Tr(T)|[S]]oo-

Consider a net of projections {S;}icr in By, such that S; converges to 1 in the strong operator
topology. The above equation then shows that ((T)Tr(1) < Tr(T) < oo. As ((T) # 0 by

choice, we get that T'r(1) < co. Hence B, is a type II; factor and by Corollary 4.2 we have that
B, =M. O

Theorem 4.4 Suppose for each i € {1,2}, M; is a finite von Neumann algebra with normal
faithful trace ;. Let p; be a normal regular strongly generating hyperstate for M; on B(L?(M;, 1;)).
Then,

Har(P,, ® Py,) = Har(P,,) ® Har(P,,).

13
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Proof. We clearly have Har(P,,) ® Har(P,,) C Har(P,, ® P,,) so we only need to show the
reverse inclusion. Note that

(7)501 ® ld) © (PQOI ® ,PQDQ) = (P901 ® 7)@2) o (7)501 ® ld),

hence (P, ®id)|Har(pm®p¢2) gives a normal ucp map which restricts to the identity on My ® Ms.
By Theorem 4.1 we have that (P,, ® id)‘Har(pm(@p%) is the identity map and hence

Har(P,, ® Py,) C Har(P,, ® id) = Har(Py, ) ® B(L*(Ma)).
We similarly have
Har(P,, ® Py,) C B(L*(M1)) ® Har(P,,).

Since Har(P,,) is injective it is semidiscrete [Con76a], and hence has property S, of Kraus
[Kra83, Theorem 1.9]. We then have

Har(Py, ® Py,) C (Har(P,,) ® B(L*(M>))) N (B(L*(M;)) @ Har(Py,)) C Har(P,,) @ Har(Py,).

O
Corollary 4.5 Suppose for each i € {1,2}, M; is a finite von Neumann algebra with normal
faithful trace 7;. Let ; be a normal reqular strongly generating hyperstate for M; on B(L?(M;, 7;)).

Then, the identity map on M; ® Mo uniquely extends to a x-isomorphism between By, p, and
B<P1 ® BS02'

5. Entropy

In this section we introduce noncommutative analogues of Avez’s asymptotic entropy [Ave72],
and Furstenberg entropy [Fur63a, Section 8§].

5.1 Asymptotic entropy

Let M be a tracial von Neumann algebra with a faithful normal tracial state 7. For a normal
hyperstate ¢ € S, (B(L*(M,7))) we define the entropy of ¢, denoted by H(y), to be the von
Neumann entropy of the corresponding density matrix Ag:

H(p) = —Tr(Ay log(Ap)).

If we have a standard form (T) = 3, (T2*, 2*) then we may compute this explicitly as

H(p) = = llzul3 log(llznll3).

Theorem 5.1 If ¢ and ¥ are two normal hyperstates with ¢ regular, then
H(px) < H(p) + H(Y)

Proof. Let A, and Ay be the corresponding density operators and P, and P, be the corre-
sponding u.c.p. M-bimodular maps. Suppose we have the standard forms

o(T) = Z<Tﬂz‘d§7ﬂidf> with p; >0, [|aj|]2 =1, and 7(aja;) =0 for all i # j € I.
i€l

Y(T) = Z(Tyjc?,yjc?) with v; > 0, [[c]|[2 =1, and 7(ckc]) =0 for all k # 1 € J.
JjeJ

14
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Hence AAp = Ziu“ipdi and Aw = Z I/ngj..
(3
Let b; = Ja;J and d; = J¢;J so t;at
Po( Zmb Tb; and Py (T Z v;d;Td;.

Since 1 is regular we have that ), v;dd; =), v;d;d} = 1. Since ¢ is a hyperstate we have that

H(p*v) = Z Tr(piv;bid; Pid;b; og(Apwy)]-

and

b d; Pyd;bi = 7(bib}d}d;) Py

so that for each k, ¢ we have

Apsp = ZHiiji i Pidjb; > puvet (bpbydyde) brd

As log is operator monotone, for each k, ¢ we then have

—log(A so*w —log Zﬂzyyb d Pyd; b) — log((prveT (brbydyde)) b*d*)

Hence,

H(p*v) < ZTr piv;T(bibi did;) P i log (piv;7(bib; did;) b*d*)]
=~ ZTr pivy (b 5 dy) Py Vo7 (bibf 5y )]
_ZTT iy 7 (bibi djd;) Py 1og( Py )
=— Z uiyjr(bz-b;kdjdj) log(piv;7(bib}d;d;)).
Now define m on I x J by m(i, j) = puv;7(bib;d;d;). Note that

Zm i,j) = v;T Zulb bidid;) = viT(did)) = v;

and
> mli,§) = wir Z%b bididy) = pr(bib}) = p

To finish the proof it thejzn suffices to show

melog ) < H(p)+ Hv),

where H(p) = Z i log (i) and H( )= Z vilog(v;). By the remark before Theorem 5.1, a
direct calculation ylelds H(pu) = H(p) and H ( )= H(v).

15
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Note that
- Zm(@j) log(m(i, j))
:—ZW] (bib}d;d;) log ;T (bib}d}d;) ZW] T(bibjd;d;) log(v))
= - Z piv; T (bibi djd;) log (pu:)
- ZWJ bib; d}d;) log(v)) ZW] (bib}dd;) log((bibid}d;)).
In the last equality above, the first summation is H ( ), since summing over j we get

_ZMZ bb 108;,% = ZH@IOgMz

while the second summation is H(v). Hence, all that remains is to show:

ZWJ (bib; dd;) log((bibi d;d;)) > 0.

Let n(z) = —zlog(z) for = € [0, 1]. Note that n is concave, and so (> a;z;) > > ain(z;)

whenever o; > 0 and E ao; = 1. So,
— ZW] (bib}d;d;) log(7 (b d;d; Zuw]n (bib}d;d;))
= Zuz va (bib; djd;)))
< ZW? Zy] bibid;d;
= Zum (bib}))

H(p™)

Corollary 5.2 If © is a normal regqular hyperstate, then the limit lim exists.
n—oo

Proof. The sequence {H (¢*")} is subadditive by Theorem 5.1 and hence the limit exists. O

The asymptotic entropy h(y) of a normal regular hyperstate ¢ is defined to be the limit

h(e) = lim H(cp*”)

n—oo n

5.2 A Furstenberg type entropy
Suppose G is a Polish group and p € Prob(G). Given a quasi-invariant action G A (X,v) the
corresponding Furstenberg entropy (or p-entropy) is defined [Fur63a, Section 8] to be

_ / / log (dgdj”(x)> dv(x)dp(g).

16
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If we consider the measure space (G x X, v x u) then we have a non-singular map 7 : G x X —
G x X given by 7(g,x) = (9,9 '), whose Radon-Nikodym derivative is given by

dm(p X v) _dgtv
d('u % I/) (.T,g) - dv (x)

Recall that for arbitrary positive functions f,g € L'(X, u) (where (X, u1) is a standard probability
space), the relative entropy of the measures g1 = fdu and po = gdp, denoted by S(py|pz), is
defined as S(pu1|p2) = [y f(log(f) —log(g))du (see [OP93, Chapter 5]). We may thus rewrite the
p-entropy as a relative entropy

// <d7r - l;) (9,$)> d(v x p) = S((v x p)|m(v x ).

Let (M,7) be a tracial von Neumann algebra, ¢ a normal hyperstate for M, and A a von
Neumann algebra, such that M C A. Let ( € S;(A) be a normal, faithful hyperstate. Let
A¢ i L*(A,¢) — L*(A,¢) be the modular operator corresponding to ¢, and consider the spectral
decomposition A¢ = [;° AdE(X). We denote by A, = fln/n Ad\, n > 1, the truncations of the
modular operator A. We know that A,, converges to A in the resolvent sense. Throughout this
section we denote the one parameter modular automorhism group associated with ¢ by {UtC Her-
We also denote the corresponding modular conjugation operator by .J, and let S = JAY2. We
refer the reader to [Tak03, Chapters VI, VII, VIII] for details regarding Tomita-Takesaki Theory.

Since (| = 7, we have a natural inclusion of L?(M, ) in L?(A, (). Let e denote the orthog-
onal projection from L2(A, () to L?(M, 7). The entropy of the inclusion (M, 7) C (A, () with
respect to ¢ is defined to be

ho(M C A,Q) = —/log()\) dp(eE(Ne).

The next example shows that h, (M C A, () can be considered as a generalization of the Fursten-
berg entropy.

Example 5.3 If I is a discrete group, u € Prob(I') and rA (X,v) is a quasi-invariant action,
then we may consider the state ¢ on B((?T) given by o(T) = [(T'6,,d,)du(7y), and we may

consider the state ¢ on L®(X,v) x T C B({*’T'® L*(X,v)) given by ¢ (Zver a7u7> = [acdv.

Note that a direct computation in this case yields (¢ * () (Z,Yer a7u7> = [aed(u*v). The
modular operator A¢ is then affiliated to the von Neumann algebra (>°T ® L*°(X,v), and we may
compute this directly as

dy~lv
) = T @),

We also have that the projection e from *T'® L*(X,v) — °T is given by id @ [. Thus, it
follows that the measure dp(eE(N)e) agrees with dow(pu X v), where a : I' x X — Rsq is the

Radon-Nikodym cocycle, a(vy,z) = dvd;l"(:r).

In this case we then have

ho(LT C L™ (X,v) xT',¢) = —/log(A)dgp(eE(/\)e)

17
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Lemma 5.4 Let ¢ € S;(B(L*(M,7))) be a normal hyperstate and write o in a standard form
o(T) = >, (T2}, 2%). Suppose A is a von Neumann algebra with M C A and ( € S;(A) is a
normal hyperstate. Then if h,(M C A, () < oo we have that 21 € D(log A¢) for each n and

ho(M C A,Q) = =Y (log Aczile, #41¢) = ilim = 3 (C(znot (1)) — 1).

— t—0 ¢
At —1
Proof. As Al forms a core for S¢ we get that 2,1 € D(log(A¢)). Also, we know that 1%ir% &=
ﬁ
ilog(A¢)¢, for all £ € D(A¢). So, we have that
ho(M C A Q) = —plelog(Ac)e) = — S log Aczilc, z41c)
Ait -1 1
. . ¢ « a1 Crayy
= z?(zn %1_{1(1) ; zple, 1) = 2%1_1)1(1) A (C(znop(2y)) —1).
O

Example 5.5 Fiz two normal hyperstates ¢,( € S-(B(L?*(M,T))) such that ¢ is regular, and
¢ is faithful, and consider the case A = B(L*(M,7)). Then the density operator A is injec-
tive with dense range and the modular operator on L*(B(L*(M,1)),¢) is given by A(T1¢) =
ACTAgllc, for T € B(L3(M, 1)) such that T1¢ € D(A¢). In particular note that log(A¢)(T1¢) =
(Ad(log A¢)T)1¢, where Ad(log A¢)T = (log A¢)T — T'(log A¢).
We also have that the projection e : L*(B(L*(M,1)),() — L*(M,1) is given by e(T1;) =
Pe(T)1. Therefore, elog Acexl = Pe(Ad(log Ac)z)1 = Pe(Ad(log Ac))xl. Hence,
he(M C B(L*(M,7)),¢) = ¢(Pc(Ad(log A)))
— Tr(A,.cAd(log A))
= Tr(Agsclog A¢) — (log Ac1, 1).

Where the last equality follows since ¢ is reqular.
We recall the following two lemmas from works of D.Petz [Pet86].

Lemma 5.6 Let A; be positive, self adjoint operators on H;,j = 1,2. If T : Hi — Ho is a
bounded operator such that:
— T(D(A1)) € D(Ay)
= [[ATE|| < [IT][ - [|Asg]| (€ € D(A1)),
then we have for each t € [0,1], and £ € D(AY),
I1ASTE| < [T - [|ATE]|

Lemma 5.7 Let A be a positive self adjoint operator and § € D(A). Then:

1A — g
t—0+ t

exists. It’s finite or —oo and equals [ log Ad(E\¢, €) where [ log AdE) is the spectral resolution
0 0
of A.
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R /2«73 *7
> 1AL ez 1)1% — ez

Corollary 5.8 h,(M C A,() = — tli%lJr k=1 t
*>

Lemma 5.9 h,(M C A,{) >0

Proof. Let Pe(T) = eTe for T € A. Let A,, = ff}n AdA, n > 1, denote the truncations of the

modular operator A.

ho(M C A,Q) = T}Ln;o o(—elogAye) = — nan;o<P¢oP<(log A1) > nangO —(log(PpoPe(An))1, 1)
(using the operator Jensen’s inequality; recall that log is operator concave).

Notice that eAne < eAe = e. Since Py(e) = e, we get Py, 0 Pe(A,) < e < 1. As log is operator

monotone, we get that log(P, o P¢(A,)) < log(1) = 0. Hence we are done. O

Theorem 5.10 Let ¢, € S.(B(L*(M,T))) be two normal hyperstates such that 1 is regular,
and suppose A is a von Neumann algebra with M C A, and ( € S;(A) is a normal, faithful
hyperstate which is ¥-stationary. Then

howpy(M C A, Q) = ho(M C A, () + hy(M C A, ().
Proof. Suppose we have the standard forms
o(T) = Z(Tﬂidf7ﬂidf> with p; > 0, [|aj|]2 =1, and 7(aja;) =0 for all i # j € 1.
el
G(T) = (Tvb,v;b%) with vy > 0, ||b}][2 = 1, and 7(bebj) = 0 for all k # 1 € J.
je€J
Let P, and Py be the corresponding u.c.p. maps so that P,(T) = >, uxJa;JT JapJ and
Py(T) = >, v Jb;f JTJbJ. We shall denote the projection from L%*(A,() to L*(M, ) by e and

A¢ by A. We also denote the one parameter modular automorphism group corresponding to ¢
by o;. We then have

Ate —1 1 :
ho(M C A,¢) = ilim (p(%) = ilim fgp(eA’te -1)

= zhm Zuk A" — Dajle,afle))

Similarly,
hy(M € A, Q) = ilim — Zw A" 1) 1e, bi1e))
l

and,

hesp(M C A, ¢) = ilim ;(Z (A = 1)agbi e, apbilc))

= ilim =~ EMM (biaroe(apbi)1c, 1) — 1)

We shall now show: hm (Zk 1 Hkvibiagot(apbi) e, 1) = 2 pevilbio (b )oe(ag)1¢, 1¢)) = 0. Let
Y = agoy(ay). Note that Y — agay, as t — 0, in SOT. We have:
Yo (b)) — o1 (b)) yr = yeot (b)) — yeb] + b — ou (b))
= ye(ou(b]) — 07) + (yeb] — byye) + (b — oe(by))ye
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Now,

ZMM (yeb] — bjye)1e, b 1¢) = ZMM biyeby1c,1¢) — ZMM yele, biby 1)
kol kol kol

1 . 1
=7 D el O vibiybi)1c 1¢) — n > plyide, 1¢)
p ; P

1 1

where the second to last equality holds by -stationarity of (.
1
Also, hm (yt(at(bl) b/)) exists, and hence

lim t(; prvi{biagor(agby )1e, 1¢) — %: prvi{bio(by)oe(ay)1¢, 1¢)) = 0.

So, we get that

hosp(M C A, () = @hm ZMM (ot (b7 )aroi(ag) — 1)1¢, 1¢)

7

=4 lim — Z,ukl/l blUt(bZ)_1)1C71C>

t—0 t

+ <(akat<ak> - Dl 1¢)
+ ((akot(ay) — 1)1, (boe(b)) — 1)*1¢)]

The first term equals hy,(M C A, (), while second term equals hy, (M C A, (), and the third term

equals zero, as %E)I(l) ;(akat(aZ) — 1)1¢ exists, while %E)I(l) Yo vi(bio(bf) — 1)*1: = 0.

Corollary 5.11 Let ¢ € S;(B(L*(M,T))) be a regular normal hyperstate and suppose A is a
von Neumann algebra with M C A, and ¢ € S;(A) is a faithful p-stationary hyperstate, then for

n > 1 we have
hgon (M C A, () = nhy(M C A,Q).

Lemma 5.12 h,(M C A,({) < H(p).

Proof. We continue the notation from the proof of Theorem 5.10, so that Py, (1) = >, puxbiT0;.

Let ap, = JbiJ € M. It follows from Lemma 5.7 that

S t/2 2 2112
> el Ag a1 ? — [laj1]]

. k=1
H(p) = _t1—1>1(?+ t

So by Corollary 5.8 it’s enough to show that

= t/2 *9 *1
Skl [AL a2 = [fap ]2 z sl AL ear |2 — [ea;d]|?

lim *=L < lim *
t—0+ t t—0+ t

So, it’s enough to show that
s t/2
1AL ad|” < 1A a1
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Define T : L?(A,¢) — L*(M,7) by T(al;) = Pc(a)l. Then [|T|| = 1, as ||T(1¢)|| = 1 and
||[Pcl] < 1. T takes D(A¢) into D(A,) = L*(M, 7). We now denote A¢ by A. By Lemma 5.6 it’s
enough to show:

||A3/2Tg|| < [|AY?¢|Jfor all € € D(A).

In fact it’s enough to show the above for all vectors in a core for D(A). Recall that Al forms a
core for D(A). So, we only need to show

HAi,/QTalCH < |]A1/2a1<|] for all a € A.
To this end, let a € A. Recall that S = JAY/2, so that A/2 = JS. We then have
1A 2a10])? = (AY2al, AV%ale) = (JSale, JSal;)
= (Ja*1¢, Ja™1¢) = (a*1¢,a"1¢) = ((aa™)
= (P¢(aa™)1,1)
We also have P, o P =P; = o P = (. Now:
1A Talc]]? = (A*Pc(a)l, AY*Pe(a)l) = (A Pc(a)1, Pe(a)l)
= (Pc(a)* ApPe(a)1, 1) < Tr(Pe(a)* AyPe(a))
Tr(ApPe(a)Pe(a®)) < Tr(ApP¢(aa”))
(¢ o Po)aa")1, 1) = (P(aa™)1, 1)
((aa®) = [|AM?at|.

Hence we are done. O

Corollary 5.13 h,(M C A,¢) < h(p)

Proof. By Lemma 5.12, we have that hg« (M C A,() < H(¢*"). By Corollary 5.11 we have that

hpon (M C A, ¢) = nhy(M C A, (¢). So we get,

H(e™)
n

ho(M C A,Q) < — h(yp).

O]

Lemma 5.14 h,(M C A,¢) = 0 if and only if there exists a normal { preserving conditional
expectation from A to M.

Proof. Let ¢ be a standard form ¢(T") = Zk<TaAj;, c;;’:) Let £ : A — M be a normal ( preserving

conditional expectation. Then, we know that o (m) = m for all m € M, where ¢ denotes the

modular automorphism group corresponding to ¢. Hence,

hW(M - Av C) = l%gf%; Zk:«A - 1>ak1Cvak1C>

t—0

oL " "
= lim n Zk:<0t(ak)1<’ak1C> —1=0.

Conversely, suppose h,(M C A, () = 0. This part of the proof is motivated by the proof of Lemma
9.2 in [OP93]. Let Ac = A and let A = [ AdA be it’s spectral resolution. Let A, = ff}n AdA,
n > 1 be the truncations. We know that A,, converges to A in the resolvent sense. As usual, we
denote by e the projection from L?(A, () to L?>(M, 7). We have that e = eAe > eAye for all n.
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So, (1+#)71 < (eApe+1t)7! <e(A, +t) e for all n and for all t > 0. Taking limits as n — oo,
we get (1+1)71 < e(A +t)"te. Now we shall use the following integral representation of log:

log () = /Ooo[u ) = (et 0) e
So that
ho(M C A, ) = —/0 S (el 4+ )71 = (A + 1) Yeapd, af D).
k

From h,(M C A,() = 0 and the above discussion, we deduce that

(e(1+t)' = (A+t)Heall,a}l) =0

Se((1+t) ' —(A+t) Heafl =0

= (1+t)tajl =e(A+1t)eajl
for almost all ¢ > 0, and hence by continuity, for all ¢ > 0. We now show that the last relation
also holds without the compression e. To this end, note that by differentiating the equation
(1+t)tail = e(A +t)ta;1 with respect to ¢, we get (1 +¢)"2aj1 = e(A +t)"2ea}1, for all
t > 0. Therefore, by the following norm calculation in L?(A, ¢) we have

lle(A +6) " eapd]|d = |11+ ) taip 13 = (1 +6)"%a; 1, aj1)
= (e(A+ 1) %ea;l, afl) = (A + 1) a1, ap1) = [|(A + )" ai 1| 5.

So we get that (1+¢)"tail = (A+¢)"ta;1 for all ¢ > 0. This implies that A%a}1; = a}1¢, which

implies that Jf(aZ) = aj and hence o¢(m) = m for all m € M, as ¢ is generating. Hence there

exists a ¢ preserving conditional expectation from A to M, which is normal, as ¢ is normal. [

Corollary 5.15 Har(B(L?(M,T)),Py) = M if and only if hy,(M C By, () = 0, where By, de-
notes the Poisson boundary with respect to .

Proof. If hy,(M C By, () =0, then by Lemma 5.14 there exists a normal conditional expectation
& : B, — M. By Theorem 4.1, £ = id, which implies that B, = M, and hence

Har(P,) = P(B,) = P(M) = M.
Conversely, if Har(B(L?M, 1), P,) = M then A¢ = I and hence hy,(M C By, () =0 O

Corollary 5.16 Har(B(L*(M,1)),P,) = M if h(p) = 0.
Proof. Since 0 < hy,(M C B,,({) < h(yp), this result follows from Corollary 5.15. O

6. An entropy gap for property (T) factors

If (M, ) is a tracial von Neumann algebra, then a Hilbert M-bimodule consists of a Hilbert
space H, together with commuting normal representations L : M — B(H), R : M°" — B(H).
We will sometimes simplify notation by writing x&y for the vector L(x)R(y°P)¢. A vector £ € H
is left (resp. right) tracial if (x&,&) = 7(z) (resp. ({x,&) = 7(x)) for all z € M. A vector is
bi-tracial if it is both left and right tracial. A vector £ € H is central if 2§ = £x for all x € M.
Note that if £ is a unit central vector then x — (x€, £) gives a normal trace on M.

The von Neumann algebra M has property (T) if for any sequence of Hilbert bimodules H,,,
and &, € H, bi-tracial vectors, such that ||z&, — &,x|| — 0 for all x € M, then we have ||§, —
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Py(&,)|| — 0, where Py is the projection onto the space of central vectors. This is independent
of the normal faithful trace 7 [Pop06, Proposition 4.1]. Property (T) was first introduced in the
factor case by Connes and Jones [CJ85] where they showed that for an ICC group I', the group
von Neumann algebra LI has property (T) if and only if I has Kazhdan’s property (T) [Kaz67].
Their proof works equally well in the general case when I' is not necessarily ICC.

We now suppose that M is finitely generated as a von Neumann algebra. Take {a;}}_, C M a
finite generating set such that Shopatar = >y agal =1, and let B(L*(M,7)) 2 T — o(T) =

Y 1<Tak, ak) denote the associated normal regular hyperstate. For a fixed Hilbert bimodule H
we define Vi, Vg : H — H®" by

Vi(§) = ®ar

Vr(§) = Déay.
Note that we have

VLI = ZIIakEII2 <Za2ak£,£>=||£|\2,
k=1

and we similarly have

VR = <Z£akak, >=||€|!2-

Thus V1, and Vp are both isometries. We let T' denote the operator given by T = > _; ara.
Note that T'= V7 VR and hence T is a contraction.

Suppose now that M C A is an inclusion of von Neumann algebras and ¢ € A, is a faithful
normal hyperstate. We may then consider the Hilbert space L?(A, ¢) which is naturally a Hilbert
M-bimodule where the left action is given by left multiplication L(x)a = Za, and the right action
is given by R(z°) = JL(2*)J. In this case the vector 1 is clearly left tracial, and we also have
Jz*J1 = AY2z1 from which it follows that 1 is also right tracial. If & € L?(A,(¢) is a unit
M-central vector, then 19(z) = (x&o, o) defines a normal trace on M. We let s € Z(M) denote
the support of 7.

Lemma 6.1 Let (M, 1), ¢, and (A,() be as given above, then
h@(M C A, C) > _210g<T1C7 1<>.

Proof. Let A = fooo AdA be the spectral resolution of the modular operator and let A, =
, m > e the truncations. Let ur = 7(ajar) and by = p, ' “ag, for k =1,2,--- .n

1w AdA, m > 1 be th ions. T, : d by, = py Pay, for k= 1,2

Note that >";_; ur = 1. Also note that Loz Ray1¢ = atAY2a;1,. Now,

n

—2log(T1¢,1¢) = —210g(z<a,’2A1/2aki, 1)) = =2 lim log Zuk (bEAL2h,1,1))

m—00
k=1 =1

< -2 lim Z“k log((brAY2b,1,1)) < =2 lim Zﬂk bt log(AY2)b, 1, 1)

m—r0o0

n

= — li_n>1 (ay, log(An)al, 1) = ho(M C A, (),
k=1

where the second inequality follows from Jensen’s operator inequality. O

23



SAYAN DAS AND JESSE PETERSON

Theorem 6.2 Let M be a II; factor generated as a von Neumann algebra by {ay}}_, such that
Yohoqarar = > p_y agay = 1. Let
n
B(L*(M,7)) 5T+ o(T) = > (Tay,a;)

k=1
denote the associated normal regular hyperstate. If M has property (T), then there exists ¢ > 0
such that if M C A is any irreducible inclusion having no normal conditional expectation from
A to M, and if ( € Ax is any faithful normal hyperstate, then h,(M C A,({) > c.

Proof. Suppose M has property (T) and there is a sequence of irreducible inclusions M C A,,,
and normal faithful hyperstates ¢, € A, such that h,(M C Ay, Gn) — 0. Then by Lemma 6.1
we have that (T'1¢,,1¢,,) — 1, and hence Y}, [laxlc,, — lcaxll3 = 2 — 2(T'1,,, 1) — O.
Since M has property (T) it then follows that for m large enough there exists a unit M-central
vector £ € L%(Am,Cm). If we let ¢ denote the state on A, given by ((a) = (a&,£), then as &
is M-central we have that f gives an M-hypertrace on A,,. Thus, there exists a corresponding
normal conditional expectation form A,, to M, for all m large enough. O
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7. Appendix: Minimal dilations and boundaries of u.c.p. maps

We include in this appendix a proof of Izumi’s result from [Izu02] that for a von Neumann
algebra (or even an arbitrary C*-algebra) A, and a u.c.p. map ¢ : A — A, the operator space
Har(A, ¢) has a C*-algebraic structure. We take the approach in [Izul2] where Har(A, ¢) is shown
to be completely isometric to the x-algebra of fixed points associated to a *-endomorphism which
dialates the u.c.p. map. There are several proofs of the existence of such a dilation, the first proof
is by Bhat in [Bha99] in the setting of completely positive semigroups, building on work from
[Bha96], [BP94], and [BP95], and then later proofs were given in [BS00], [MS02], and Chapter
8 of [Arv03]. Our reason for including an additional proof is that it is perhaps more elementary
than previous proofs, being based on a simple idea of iterating the Stinespring dilation [Sti55].

Lemma 7.1 If H and K are Hilbert spaces, and V : H — K is a partial isometry, then for
A C B(H), B C B(K), we have that V* x-alg(VBV* A)V = x-alg(B,V*AV).

Proof. Using the fact that V*V = 1, this follows easily by induction on the length of alternating
products for monomials in VBV*, and A. O

If Ay C B(Hp) is a C*-algebra, and ¢ : Ag — Ap is a unital completely positive map, then
one can iterate Stinespring’s dilation as follows:
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Lemma 7.2 Suppose Ag C B(Ho) is a unital C*-algebra, and ¢g : Ay — Ag is a unital com-
pletely positive map. Then there exists a sequence whose entries consist of:

(1) a Hilbert space Hy;

(2) an isometry Vi, : Hp—1 — Hp;

(3) a unital C*-algebra A, C B(Hy,);

(4) a unital representation my, : Ap—1 — B(Hy), such that mp(An—1), and V,An_1V,* generate
An;

(5) a unital completely positive map ¢n, : Ap — Ap;

4

such that the following relationships are satisfied for each n € N, x € A,_1:
V»:ﬂ-n(x)vn = d)nfl(w);
V»:Anvn = Anfl;
On(mn(z)) = mp(Pn-1(2));

Tl (Vaz Vi) = Vipamn (@) Vi -

>

O
~— ~— ~— ~—

Moreover, for each n € N we have that the central support of V, V¥ in All is 1. Also, if Ag is
a von Neumann algebra and ¢g is normal then A, will also be a von Neumann algebra and 7,
and ¢, will be normal for each n € N.

Proof. We will first construct the objects and show the relationships (A), (B), and (C) by induc-
tion, with the base case being vacuous, and we will then show that (D) also holds for all n € N.
So suppose n € N and that (A), (B), and (C) hold for all m < n, (we leave Vj undefined).

From the proof of Stinespring’s Dilation Theorem we may construct a Hilbert space H,, by
separating and completing the vector space A,,_1 ®H,_1 with respect to the non-negative definite
sesquilinear form satisfying

<a’ b2y 57 b® 7’> = <¢n—l(b*a)§’ 77>)
for all a,b € Ap—1, £,m € Hp—1.
We also obtain a partial isometry V,, : H,—1 — H, from the formula

Va(§) =1@¢,

for £ € Hy—1.
We obtain a representation m, : A,_1 — B(H,) (which is normal when Ay is a von Neumann
algebra and ¢q is normal) from the formula

m(z)(a ® &) = (za) ®E,
for x,a € Ap—_1, £ € Hp—1. And recall the fundamental relationship V,*m,(z)V,, = ¢n—_1(x) for all
x € Ap—1, which establishes (A).

If we let A,, be the C*-algebra generated by 7, (A,—1) and V,,A,_1V,*, then 7, : A1 — Ay,
and from Lemma 7.1 we have that V,*A,V,, is generated by V,*m,(A,—1)V; and A,_;. However,
Vi (An—1)Vi = ¢n—1(Ap—1) C Ap_1, hence VA, V,, = A, _1, establishing (B). Also, when A
is a von Neumann algebra and 7, is normal it then follows easily that A, is then also a von
Neumann algebra.

Also note that m,(A,—1)V,V,iH,, is dense in H,,, and so since 7, (A,—1) C A,, we have that
the central support of V,,V,* in A7 is 1.

We then define ¢, : A, = A, by ¢n(x) = mp (Vi 2V,,), for € A,,. This is well defined since
V*A,V, = Ap—1, unital, and completely positive. Note that for x € A,,_1 we have ¢, (m,(z)) =
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Tn (Vi mn (2)V3) = mn(én—1(z)), establishing (C).
Having established (A), (B), and (C) for all n € N, we now show that (D) holds as well. For
this, notice first that for a,b € A,,, x € A,_1, and &£, € H,, we have

(M1 (VazVo ) (a® &), b@n) = (VaaVia® b n)
= (on (0" VaaVia)é, m)
= (V0" Vpx V. aVy, )€, m)
= (1@ m(zV, aV,)E,b@n).

Setting x = 1 and using that V;, | (1 ® ¢) =  for each ¢ € H,, we see that

(Va1 Voi )1 (Va Vi) (@ ® €) = (Va1 Vi) (1 @ (Vi aVi )E)
=1 m((V, aV,)E
= Tn+1(VaVi) (@ ® ),

and hence 7, 11(VaV;)) < Vi1 V,5 . If instead we set a = 1 then we have

V1o (7)€ = 1@ ()€ = Tn1 (Var Vi) ) Vi &,

and s0 V117 (2) = Ty 1 (Ve V) ) Vigp1. Multiplying on the right by V,*, | and using that m, (V,V,) <
Vi1 Vyq then gives Vi, 1mp(2) V' = Tt (Ve V). O

Theorem 7.3 (Bhat [Bha99]) Let Ay C B(Ho) be a unital C*-algebra, and ¢o : Ag — Ao a

unital completely positive map. Then there exists

(1) a Hilbert space K;

(2) an isometry W : Ho — K;

(3) a C*-algebra B C B(K);

(4) a unital x-endomorphism o : B — B;

such that W*BW = Ag, and for all x € Ay we have
R (z) = W (WaW*)W.

Moreover, we have that the central support of WW* in B" is 1, oF(WW*) < oYW W),
and for y € B(K) we have y € B if and only if o*(WW*)yak(WW*) € oF(WAW*) for all
k > 0. Also, if Ay is a von Neumann algebra and ¢g is normal then B will also be a von Neumann
algebra, and o will also be normal.

Proof. Using the notation from Lemma 7.2, we may define a Hilbert space K as the directed
limit of the Hilbert spaces H,, with respect to the inclusions V1 : H,, = Hpt1. We denote by
Wiy : Hp — K the associated sequence of isometries satisfying Wy, W, = Vj41, for n € N, and
we set P, = W,,WW, an increasing sequence of projections.

From (B) we have that P, W, A,W}P,_1 = Wy,_1A,_1W_,, and hence if we define the
C*-algebra B = {z € B(K) | W}aW,, € A,,n > 0}, then we have WBW,, = A, for all n > 0.
Also, if Ag is a von Neumann algebra, then so is A,, for each n € N and from this it follows
easily that B is also a von Neumann algebra.

We define the unital x-endomorphism « : B — B (which is normal when A is a von Neumann
algebra and ¢g is normal) by the formula

a(x) = lim Wis1Tn41 (W aWi ) Wi,
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where the limit is taken in the strong operator topology. Note that «(P,) = P,+1 > P,. From
(D) we see that in general, the strong operator topology limit exists in B, and that for z € A, =
P, APy the limit stabilizes as a(W,zWy) = Wi1ma1 ()W, .

From (A) we see that for n > 0, and x € A,, we have
Poa(W,aWy) Py = Wy Wi W 1 mpg1 ()W W, W)
= WnV;+177n+1(x)Vn+1Wrt
= Wyon(z)W,.
By induction we then see that also for £ > 1, and x € Ag we have
Pk (WoaW§) Py = PoaH(Poa(Wox W) Po) Py
= Ppa* " (Wodo(z) W) Py
= Wogg (z) W

By the previous Lemma we have that the central support of P, in W, A”W}* is P, ;1. Hence
it follows that the central support of Py in B is 1. O

7.1 Poisson boundaries of u.c.p. maps

If A C B(H) is a unital C*-algebra, and ¢ : A — A a unital completely positive map, then a
projection p € A is said to be coinvariant, if {¢"(p) },, defines an increasing sequence of projections
which strongly converge to 1 in B(#H), and such that for y € B(H) we have y € A if and only
it " (p)y¢"(p) € A for all n > 0. Note that for n > 0, ¢"(p) is in the multiplicative domain for
¢, and is again coinvariant. We define ¢, : pAp — pAp to be the map ¢,(x) = po(z)p, then ¢,
is normal unital completely positive. Moreover, we have that gb’; (x) = pqﬁk(ac)p for all x € pAp,
which can be seen by induction from

pe* (x)p = pd* ! (p) " (2)0" ' (p)p = pd" ! (¢p(2))p-

Theorem 7.4 (Prunaru [Prul2]) Let A C B(H) be a unital C*-algebra, ¢ : A — A a unital
completely positive map, and p € A a coinvariant projection. Then the map P : Har(A, ¢) —

Har(pAp, ¢,) given by P(x) = pxp defines a completely positive isometric surjection, between
Har(A, ¢) and Har(pAp, ¢p).

Moreover, if A is a von Neumann algebra and ¢ is normal then P is also normal.
Proof. First note that P is well-defined since if € Har(A, ¢) we have

¢p(prp) = PP (p)d(P)P = PP.
Clearly P is completely positive (and normal in the case when A is a von Neumann algebra and
¢ is normal).

To see that it is surjective, if x € Har(pAp, ¢p) then consider the sequence ¢"(x). For each
m,n > 0, we have

¢ (p)¢™ " (2)¢™ (p) = ¢ (pe" (2)p) = ¢ (¢ (x)) = § ().

It follows that {¢"(x)}, is eventually constant for any & in the range of ¢™(p) for any m. Since
{¢"(x)}y is uniformly bounded and {¢"(z)¢}, converges for a dense subset of & € H we then
have that {¢"(x)}, converges in the strong operator topology to an element y € B(#) such that
" (p)ye™(p) = ¢™(x) for each m > 0. Consequently we have y € A.
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In particular, for m = 0 we have pyp = z. To see that y € Har(A, ¢) we use that for all z € A
we have the strong operator topology limit

Tim 6(6" (p)2¢" (1) = lim 6™ ()6(2)6" (p) = 4(2),
and hence
o(y) = lim ¢(¢™(p)y¢™ (p)) = lim ¢™(x) =y.
Thus P is surjective, and since ¢"(p) converges strongly to 1, and each ¢™(p) is in the multi-
plicative domain of ¢, it follows that if € Har(A, ¢) then ¢"(pzp) converges strongly to = and
hence
lall = lm 6" (pep)]| < lpap] < ]|

Thus, P is also isometric. O

Corollary 7.5 (Izumi [Izu02]) Let A be a unital C*-algebra, and ¢ : A — A a unital com-
pletely positive map. Then there exists a C*-algebra B and a completely positive isometric sur-
jection P : B — Har(A, ¢).

Moreover B and P are unique in the sense that if B is another C*-algebra, and Py : B —
Har(A, ¢) is a completely positive isometric surjection, then P~ o Py is an isomorphism.

Also, if A is a von Neumann algebra and ¢ is normal, then B is also a von Neumann algebra
and P is normal.

Proof. Note that we may assume A C B(H). Existence then follows by applying the previous
theorem to Bhat’s dilation. Uniqueness follows from [Cho74] O]

Corollary 7.6 (Choi-Effros [CE77]) Let A be a unital C*-algebra and F C A an operator
system. If E : A — F is a completely positive map such that E\p = id, then F has a unique
C*-algebraic structure which is given by x -y = E(xy). Moreover, if A is a von Neumann algebra
and F 1s weakly closed then this gives a von Neumann algebraic structure on F.

Proof. Note that I' C Har(A, E), as E|p = id. Since the range of E is contained in F, we get
Har(A,FE)=F.

When A is a C*-algebra this follows from Corollary 7.5 since Har(A, E) = F. Also note that
since B" = E it follows from the proof of Theorem 7.4 that the product structure coming from
the Poisson boundary is given by x -y = E(zy).

If A is a von Neumann algebra and F is weakly closed then F' has a predual F| = {¢ €
Ay | o(x) =0, for all x € F'} and hence A is isomorphic to a von Neumann algebra by Sakai’s
theorem. O

Proposition 7.7 Let A be an abelian C*-algebra and ¢ : A — A a normal unital completely
positive map. Then the Poisson boundary of ¢ is also abelian.

Proof. Let B be the Poisson boundary of ¢, and let P : B — Har(A, ¢) be the Poisson transform.
If C'is a C*-algebra and ¢ : C' — B is a positive map then Poy : C — Har(A, ¢) C A is positive,
and since A is abelian it is then completely positive. Hence, 1 is also completely positive. Since
every positive map from a C*-algebra to B is completely positive it then follows that B is
abelian. O

Example 7.8 LetT be a discrete group and u € Prob(I') a probability measure on I such that the
support of p generates I'. Then on £°°T we may consider the normal unital (completely) positive
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map ¢, given by ¢, (f) = = f, where p* f is the convolution (u = f)(z) = [ f(g ' z)du(g).
Then Har(p) = Har(¢*°T", ¢,,) has a unique von Neumann algebraic structure which is abelian by
the previous proposition. Notice that I' acts on Har(u) by right translation, and since this action
preserves positivity it follows from [Cho7/] that T' preserves the multiplication structure as well.

Since the support of u generates I', for a non-negative function f € Har(u)y, we have f(e) =0
if and only if f = 0. Thus we obtain a natural normal faithful state ¢ on Har(u) which is given

by o(f) =

f(e).

Since @ is I'-equivariant, this extends to a normal u.c.p. map @ : £°T X" = £°T' %I such that
@rr = id. Note that £°T x I' =2 B(¢?I'). It is an easy exercise to see that the Poisson boundary
of @ is nothing but the crossed product Har(u) x T
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