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ABSTRACT

GitHub, as the largest social coding platform, has attracted an in-
creasing number of cybercriminals to disseminate malware by post-
ing malicious code repositories. To address the imminent problem,
some tools were developed to detect malicious repositories based on
the code content. However, most of them ignore the rich relational
information among repositories and usually require abundant la-
beled data to train the model. To this end, one effective way is to
exploit unlabeled data to pre-train a model which considers both
structural relation and code content of repositories, and further
transfer the pre-trained model to the downstream tasks with labeled
repository data. In this paper, we propose a novel model adversarial
contrastive learning on heterogeneous graph (CLA-HG) to detect
malicious repository in GitHub. First of all, CLA-HG builds a het-
erogeneous graph (HG) to comprehensively model repository data.
Afterwards, to exploit unlabeled information in HG, CLA-HG in-
troduces a dual-stream graph contrastive learning mechanism that
distinguishes both adversarial subgraph pairs and standard sub-
graph pairs to pre-train graph neural networks using unlabeled data.
Finally, the pre-trained model is fine-tuned to the downstream ma-
licious repository detection task enhanced by a knowledge distilla-
tion (KD) module. Extensive experiments on two collected datasets
from GitHub demonstrate the effectiveness of CLA-HG in compar-
ison with state-of-the-art methods and popular commercial anti-
malware products.
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1 INTRODUCTION

As of November 2021, with more than 73 million registered develop-
ers and over 200 million repositories [44], GitHub has become the
largest social coding platform where it enables global developers to
host open-source projects and develop software collaboratively. Due
to high openness and convenience, developers can easily upload and
download public projects for program development. Meanwhile,
GitHub has also attracted an increasing number of cybercriminals
to perform cyberattacks and disseminate malware by aggressively
uploading malicious repositories. Once repositories with malicious
code are downloaded by legitimate developers, the attacked equip-
ment will be infiltrated and compromised, which will cause huge
losses to individuals and organizations. Hence, destroying the dis-
semination of malware is very urgent. To this end, in this paper, we
develop a novel model to detect malicious repositories on GitHub.

To maintain safe and productive social coding platforms, some
methods [8, 28, 32] have been proposed to analyze the malicious ac-
tivities in GitHub. However, these methods merely analyze the code
content but ignore the rich relational information among nodes
in graphs, which is not sufficient enough to address the security
problem in GitHub. For instance, GitHub offers two vulnerabil-
ity detection products LGMT [35] and CodeQL [34] to generate
automatic code vulnerability reports based on the code content.
However, such kinds of security policies are very limited because
tens of thousands of malicious repositories still can be detected.
Although some recent methods [32, 59] have improved the per-
formance in detecting malicious activities, they require a lot of
time and resources to obtain sufficient labeled repository data yet
ignore the valuable and handy unlabeled information. For exam-
ple, SourceFinder [32] labeled almost ten thousand repositories to
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train a supervised classifier but the classification performance is
not promising enough.

Therefore, in this paper, we develop a novel framework called
CLA-HG (Figure 1) which not only considers code content infor-
mation and rich relations in GitHub but also exploits the handy
unlabeled data for malicious repository detection. Specifically, we
first construct a heterogeneous graph (HG) to depict the code con-
tent of repositories and relations among entities (e.g., repository and
user) in GitHub. Instead of directly utilizing graph neural networks
(GNN) to fuse the content information and structural relations, we
develop a self-supervised module to pre-train an expressive GNN en-
coder with unlabeled data. In particular, we introduce a dual-stream
graph contrastive learning mechanism that defines heterogeneous
subgraph pairs discrimination as the contrastive learning task. To
obtain a better pre-trained encoder, we leverage adversarial attacks
to generate more challenging positive and more effective nega-
tive pairs in heterogeneous subgraph contrastive learning. Thus,
our proposed dual-stream graph contrastive learning framework
aims to distinguish adversarial subgraph instance pairs (adversarial
stream) and standard subgraph instance pairs (standard stream).
Finally, the pre-trained model is fine-tuned to the downstream ma-
licious repository detection task, where the optimization process
is further augmented with a knowledge distillation module. To
conclude, the major contributions of our work include:

e To solve the imminent problem of malicious repositories detec-
tion, we develop a novel model called CLA-HG which compre-
hensively models content information and structural relations as
well as unlabeled data in GitHub.

To the best of our knowledge, CLA-HG is among the earliest work

integrating contrastive learning and adversarial training on graph

to generate challenging samples for representation learning.

e We collect one general dataset from GitHub and conduct compre-
hensive experiments. The results demonstrate the effectiveness
of CLA-HG by comparison with state-of-the-art methods and
commercial anti-malware products.

2 RELATED WORK

This work is closely related to the studies of graph neural networks,
Contrastive learning on graph, adversarial learning on graph, and
malicious repository detection.

Graph Neural Networks. Our graph repesentation learning is
inspired by graph neural networks (GNNs). Existing GNNs can be
generally divided into two streams, spectral-based GNNs [2, 5, 10]
and spatial-based GNNs [9, 24, 40, 45, 55]. Spectral-based GNNs aim
to present nodes in graph and perform convolution in the spectral
space. For instance, Henaff et al. extended the spectral networks to
learn the node embedding in graph [10]. Spatial-based GNNs usu-
ally consider the relational structure information between nodes
and aggregate the information of nodes based on the local struc-
tural information. For example, GCN [18] implements layer-wise
propagation rule to learn the node embedding. In this paper, we
employ GCN as our base model to learn the node representation.

Contrastive Learning on Graph. Existing contrastive learning
on graph models [31, 37, 46, 52, 53, 62] usually train an encoder to
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learn the graph representation by discriminating positive pairs and
negative pairs (e.g., subgraph) generated from graph. For instance,
GCC [31] proposes the subgraph instance discrimination as the
contrastive learning task to learn the graph representation. In addi-
tion, GraphCL [52] introduces four types of graph augmentations to
generate graphs in different views to conduct contrastive learning.
In heterogeneous domain, HeCo [43] employs a cross-view (schema
view and meta-path view) contrastive mechanism to learn node
embedding. The performance of graph contrastive learning relies
heavily on the quality of positive pairs and negative pairs instances.
Hence, to compensate for the above limitation, we aim to devise a
graph contrastive learing framework by generating more effective
positive pairs and challenging negative pairs.

Adversarial Learning on Graph. Motivated by the strength of
adversarial learning on image and text, some recent works have
started to study adversarial learning on graphs to enhance the net-
work robustness in supervised learning [14, 58, 60]. For instance,
Zhang et al. proposed GNNGUARD which absorbs the adversarial
perturbations using Gaussian distributions as node representations
in each layer of the network [58]. Recently, some works [15, 52]
extend to improve the model robustness with adversarial transfor-
mations during self-supervised learning. For instance, GROC [15]
aims to build a contrastive learning algorithm with adversarial
attacks to improve the network robustness. In addition, some re-
cent works implement adversarial attacks to generate powerful
contrastive pairs for graph contrastive leanrning. For examples,
GASSL [50] leverages adversarial attacks to inject perturbations to
graph features for generating more challenging contrastive pairs,
and further train the graph encoder. AD-GCL considers adversarial
attacks as a graph augmentation strategy to automatically learn
useful data augmentations for graph dataset. However, the afore-
mentioned works focus on homogeneous graphs and ignore the
heterogeneity property in HG. In addition, existing works directly
apply adversarial attacks to graph may be too risky and overloaded
for graph encoders. Accordingly, we leverage adversarial attacks
to generate more challenging positive and negative pairs for het-
erogeneous graph contrastive learning. To alleviate the workload
of graph encoder, we propose dual-stream heterogeneous graph
contrastive learning to train graph encoders over both adversarial
subgraph instance pairs and standard subgraph instance pairs.

Malicious Repository Detection. Most existing studies about
malicious repository detection mainly focus on analyzing the code
content [8, 32, 51]. For example, La et al. [19] analyzed the content
information of PE file in repository to detect malicious reposito-
ries in GitHub. However, these methods ignore the rich relational
structure information among entities in social coding platforms.
Besides, some existing works focus on collecting and utilizing la-
beled data but ignore the valuable unlabeled information [29, 59].
For instance, GitCyber [59] integrates both code-based content and
relational structure information in GitHub but ignores the valuable
unlabeled information among collected data. Unlike existing works,
we aim to integrate relational structural information, code content,
and unlabeled data to detect malicious repositories in social coding
platforms.
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Figure 1: The overall framework of CLA-HG: (a) It defines five types of entities and six kinds of relationships among entities;
(b)Then it constructs a HG based on the graph schema to depict data in GitHub; (c) Afterwards, it employs adversarial attacks
to sample adversarial heterogeneous subgraphs for generating more challenging positive and negative pairs and further train
GCN via optimizing standard-stream and adversarial-stream contrastive losses. (d) The pre-trained model f*(-) from (c) is
fine-tuned to the downstream task with labeled repository data and the optimization process is augmented by a knowledge

distillation module.

3 PRELIMINARY

In this section, we introduce three related definitions of this paper
(i.e., heterogeneous graph, meta-path, graph convolutional net-
works, and adversarial training) and further define the problem of
malicious repository detection.

Definition 3.1. Heterogeneous Graph. To comprehensively de-
pict the repository data, we build a heterogeneous graph (HG) [20,
21, 49], G = (V,&E,X), where V is the set of different types of
nodes, & € V x V is the set of edges, and X is the attributed
feature set. They are associated with a node type mapping function
¢ :V — 7 and an edge type mapping function ¢ : & — R, where
7 and R is the set of node types and the set of relation types with
|77] +|R]| > 2. The graph schema for G is a graph with nodes from
V and edges from &. As we can see from Figure 1.(a), there are five
types of nodes (i.e., repository, user, keyword, file, and filetype) and
six types of relations (e.g., repository-contain-keyword) in HG.

Definition 3.2. Meta-Path. A meta-path [56, 57] # is a path
defined on the graph schema, which is denoted in the form of

T i T & i Tr+1 where R=Ry Rz -...- Ry (T; € T) is
the composite relation between node types T; and Ty 41, and L is
the length of P. Figure 1.(b) shows three meta-paths (i.e., P, Pa,
P3) manually defined by semantic relations among different types
of entities based on domain knowledge.

Definition 3.3. Graph Convolutional Network. As GCN [18] is
powerful to learn node representation by considering both structure
of graph G and node features X, we employ GCN as the encoder
in this paper. It is a layer-wise propagation rule-based model to
learn the node embedding h; € RY (d: embedding dimension) cor-
responding to repository node ;. In particular, GCN is formulated
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as follows:

H* = o(AH! Wh, (1)

where H/*! denotes the node representations at [ + 1 layer and
HO = X represents the original attribute feature of the node. Aisa
symmetric normalization of A with self-loop, i.e, A= D~ PADE
with A = A+ Iy. A, Iy, D are the adjacency matrix, the identity
matrix, and the diagonal node degree matrix of A respectively. wl
denotes the weight matrix at I-th layer, and o is the activation
function. For simplicity, we use h = GCN(X, A) to denote the GCN
model and h is the node embedding.

Definition 3.4. Adversarial Training. Inspired by the power of
adversarial training, we aim to utilize adversarial perturbation to
facilitate the contrastive learning by generating more challenging
positive pairs and negative pairs, which is formulated as:

§ = argmax L(6, X + &),
16" lleo<e

@

where ¢ is the adversarial perturbation, X is the node feature, 6 is the
model parameters and L is the loss with parameter 6. Adversarial
training tries to solve the following optimization problem:

meinIE (L(8,X +9)). (3)

PrOBLEM 1. Malicious Repository Detection. Given a HG G =
(V,8,X) along with repository labels Y = (y1,...,yn) (i = 1
means malicious and y; = 0 means benign), we aim to build a self-
supervised learning model over unlabeled data, which can be fine-

tuned to the downstream malicious repositories detection task with
labeled data.
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4 METHODOLOGY

In this section, we present the details of CLA-HG (Figure 1) which
includes three key steps: (1) heterogeneous graph construction on
GitHub data (Figure 1.(b)); (2) adversarial heterogeneous graph
contrastive leaning for model pre-training (Figure 1.(c)); (3) model
fine-tuning with knowledge distillation (Figure 1.(d)).

4.1 Heterogeneous Graph Construction

To identify whether a repository in GitHub is malicious or benign,
we consider both the semantic content of repositories and the rich
relations among entities for characterizing repositories comprehen-
sively. The content-based features and rich structural relations are
described below.

4.1.1 Content-based Features. For each repository, we extract five
related elements (considered as five types of entities in HG), includ-
ing repository content, corresponding user profile, keywords in the
repository, file, and file type, to effectively describe the repository.
To obtain the feature vector of repository, we extract and combine
the information of introduction and description, and then apply
BERT [6] to convert the text information to a fixed-length feature
vector. For the corresponding user, we extract the user profile and
also convert it to a feature vector. Besides, each repository has
several files and each file has the corresponding file type (e.g., .exe,
.C, and .java). Hence, we encode the file name and the type of file
as the feature vector of file and file type, respectively. To obtain
the keyword feature vector, we first extract a set of keywords from
all repositories and implement CHI statistic [54] to select effective
keywords by considering the level of independence among key-
words and the class label. To conclude, we acquire 30,000 effective
keywords for GitHub-Malware dataset and 52,530 effective key-
words for GitHub-Corona dataset (introduced in Section 5.1). After
keyword extraction, each selected keyword is considered as a node
in HG and we implement BERT to acquire the feature vectors.

4.1.2  Relations. Besides extracting the content information of each
entity, we also consider the rich relations among different types
of entities, which is also very essential to judge the legitimacy
of repositories: (1) R1: the user-own-repository relation indicates
that a user owns or has contribution to a repository; (2) R2: the
repository-contain-keyword relation denotes that a repository con-
tains a specific keyword; (3) R3: the repository-have-filetype rela-
tion shows that a file in a repository has a specific file type; (4)
R4: the repository-include-file relation indicates that a repository
includes a specific file; (5) R5: the file-belong-filetype relation de-
picts that a file belongs to a specific file type. (6) R6: the file-hold-
keyword relation denotes that a file holds a specific keyword; To
better describe the relatedness over repositories, we manually de-
fine three meta-paths (i.e., P1, P2, P3 in Figure 1) to extract the
rich connection among different type of entities. For example, P;:
-1

repository i keyword ﬁ—) repository denotes two repositories
are connected if they contain the same keyword.

To summarize, as the graph schema shown (Figure 1), we build
a HG by integrating both semantic content of repositories and rich
structure relation among different entities (i.e., R1-R6 among five
types of nodes). Each entity is attached with the feature vector.

1648

Yiyue Qian et al.

Table 1: Content and relation information from GitHub.

Content Feature

Repository title, topic, program language, read.me

User user name, bio info, bio description

Keyword keyword extracted from code files

File filename, file description, SHA-1

File type types of files (e.g., exe file, C file, and java file)

Relation

R1: user-own-repository R2: repository-contain-keyword
R3: repository-have-filetype R4: repository-include-file
R5: file-belong-filetype Ré: file-hold-keyword

4.2 Adversarial Heterogeneous Graph
Contrastive Learning

Motivated by the recent success of graph contrastive learning [31,
52] which implements different data augmentations to generate
contrastive instances, we propose a novel heterogeneous graph
contrastive learning model with adversarial perturbation to gen-
erate more challenging positive pairs and negative pairs so that
we can obtain a better pre-trained model for node representations.
As shown in Figure 1.(c), CLA-HG has four consecutive compo-
nents: adversarial heterogeneous subgraph sampling, adversarial
subgraph encoding, embedding projection, and dual-stream graph
contrastive learning.

Adversarial Heterogeneous Subgraph Sampling. Most existing
graph contrastive learning methods employ random walk, node
dropping, and edge dropping/adding to sample subgraphs [31, 52].
However, these methods ignore the rich heterogeneous structural
relations in HG. To this end, we propose a hybrid strategy to sample
heterogeneous subgraphs by considering the rich heterogeneous
structure information. Specifically, given a set of root nodes Sy
and meta-paths set , we aim to generate heterogeneous subgraph
GqP = (Vg E¢, Xg), where Vg is the node set of Sy including all
m-hop node neighbors; E; C V4 X V, is the edge set; Xy is the
attribute feature set of all nodes in V. For each node v; in Sq, we
employ random walk with restarted guided by # and obtained a
set of nodes S;’D . After that, we adopt a hybrid sampling strategy to
sample fixed-size neighbors. If the neighbor number of node v; in
Si’@ is less than the fixed-size number, we first sample neighbors in
Si’@ without replacement and then sample neighbors out of Sgp. Oth-
erwise, we only sample neighbors in Sip to generate heterogeneous
subgraphs. By repeating the previous two steps, we obtain a pair of
heterogeneous subgraph instance (Gg) , GZ)) which can be regarded
as a similar pair if they are generated by the same root nodes (
Sg = Sk). Otherwise they are considered as dissimilar instance pair
(Sq # Sp).

In order to generate more challenging positive pairs and negative
pairs for the above graph contrastive learning task, we propose
to perform adversarial attacks to subgraph pairs. For each sub-
graph pair (GZID, GZ)), based on Eqution 2, we first generate (8g, 5x)
as adversarial perturbations for the attribute feature (Xg, Xj) of
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subgraph pair, using the PGD attack algorithm [23]. Then the ad-
versarial subgraph pair can be denoted as (GZ) , GZ)), where GEID =

(Vi 8¢, Xq +8¢) and G = (Vi Eg, X + 5.

Adversarial Subgraph Encoding. Given a set of sampled ad-
versarial subgraphs, CLA-HG aims to train an encoder f(-) to learn
the representation of subgraphs. In this paper, we apply GCN to
learn node embeddings:

h = GCN(g(X +8),A) = AReLU (A(X + &) Wy WO) W1, (4)

where g(X) = (X +§)Wr is the function to transform the feature of
different types of nodes in G¥ to a common space; After obtaining
node embeddings, we employ a READOUT layer to get the graph
embedding for G*:
H = READOUT(G?) = Z hi,
v eV’

®)

where V” is the node set of G¥.

Projection. After obtaining the embeddings of adversarial sub-
graphs, we aim to apply the nonlinear projection heads to convert
all subgraph embeddings to a same space for comparison. The
projection heads can be formally defined as follows:

Z = MLP(H). (6)
Dual-stream Graph Contrastive Learning. Inspired by Sim-
CLR [3], we define the discrimination of adversarial heterogeneous
subgraphs as the contrastive learning task which maximizes the
agreements among adversarial subgraph pairs. Specifically, in each
epoch, we first randomly sample a mini-batch of n subgraphs and
each subgraph is generated by different root node sets S. We then
randomly sample another mini-batch of n subgraphs with the same
set of root nodes as the previous mini-batch. Two subgraphs with
the same root node set can be regarded as positive pair (similar pair)
while other 2(n — 1) subgraph pairs are treated as negative pairs
(dissimilar pairs). Afterwards, we inject adversarial perturbations §
into each subgraph. The contrastive loss on adversarial subgraph
contrastive learning can be formulated as:

DG 1 G + LG G ).
p=1

1
L= ™)
exp(sim(zq, 2k)/r)

22 L prqrexp(sim(Zg, Zp) /1)’

where éf and ékp are in different mini-batchs, sim(zq, Zk) is the

L(Gy . G[) = -log

cosine similarity between the projected embedding of (ég) , élz) ), T
is the temperature parameter, and 1|,%4] € (0,1) is an indicator
function, 1 = 1 when p # g otherwise 1 = 0.

However, performing two different attacks to subgraphs in each
pair is too challenging for the encoder f(-) to learn useful rep-
resentation in contrastive learning. In this case, to alleviate the
encoder’s workload against adversarial attacks, we introduce a
dual-stream graph contrastive learning mechanism that integrates
graph contrastive learning on both adversarial subgraph pairs and
standard subgraph pairs without adversarial attacks. Accordingly,
the dual-stream contrastive loss £y, includes the contrastive loss
term .E‘C’Id" on adversarial subgraph pairs (adversarial-stream) and
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another contrastive loss term £ on standard subgraphs (standard-
stream):

Laual = Aado LY + Lol 9)
where 1,4, is the trade-off hyper-parameters to control the influ-
ence of adversarial attacks. Note that both adversarial branch and
standard branch share all weights in encoder f(-).

4.3 Model Fine-tuning

By performing sufficient steps in heterogeneous subgraph con-
trastive training, we obtain a pre-trained graph encoder f(-)* to
learn the node representation in HG. Different from most exist-
ing methods that directly transfer the pre-trained encoder f(-)* to
downstream model [12, 13, 22], we are expired by these works [4,
30, 61] that distills the pre-trained model over unlabeled data can
gain some useful information to downstream tasks. Hence, we
further introduce the knowledge distillation technique (KD) that
distills the unlabeled information (a.k.a. “soft” knowledge) from
pre-trained encoder f*(-) (teacher model) and further transfer the
soft knowledge to another model (student model). By mimicking
teacher model, student model is able to learn more soft knowledge
from unlabeled data which cannot be expressed by the labeled
data [4, 47]. In particular, we introduce two types of knowledge
distillation (i.e., individual and relational knowledge distillation)
for model fine-tuning.

4.3.1 Individual Knowledge Distillation. Individual knowledge usu-
ally refers to the individual output of the network layers (intermedi-
ate layer or last layer of network). The idea of individual knowledge
distillation (IKD) is that student model aims to mimic the individual
output information of teacher model [41]. In this paper, we define
the individual knowledge as the probability of malicious reposi-
tory. Specifically, we minimize the following individual knowledge
distillation loss between teacher model and student model:

1
Ligr=~1* ) ) P (zi,t)logP? (zi.t),

i c¢=0

(10)

where P.(z;, t) = exp(zi/t)/ Y exp(zi/t). zi = logit(h;) denotes
the logits of node embedding; c is the label of repository node; ¢ is
the temperature index to soften the peaky softmax function. The
teacher model producing P! (z;, t) is fixed during the distillation
process while the student model producing P2 (z;, t) is trained.

4.3.2 Relational Knowledge Distillation. Relational knowledge dis-
tillation (RKD) aims to distill the mutual relation within the output
embedding generated by teacher model and further transfer such re-
lational knowledge to student model [26]. Different from individual
knowledge distillation, it computes a relational potential function ¢
and then encourages student model to learn the relational function
¢ among repository embedding obtained from teacher model. In
this paper, we consider the distance-wise relations as the potential
function ¢ and calculate the Euclidean distance among repository
data in the embedding space. Specifically, we minimize the follow-
ing relational knowledge distillation loss:

Liar= ), La(#" (hiho).¢° (hiho)),
(0,00€G)

(11)
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where ¢(h;, hy) = %||h,~ —hy||?, u is the normalization factor for
distance, Ly, is the loss that penalizes difference between teacher
and student model. In this paper, we use the Huber loss to penalize
the difference:
L(a-b)?
Lp(a,b) = { z
h la—b| -4

« is the controlled hyper-parameter.

la-bl <a
otherwise.

(12)

4.3.3  Fine-tuning with Knowledge Distillation. Finally, we combine
the knowledge distillation loss L4 and the malicious repository
detection loss (i.e., cross-entropy) Lce to fine-tune the model:

(13)
where Lyg = Lygg if we transfer the individual knowledge to
student model, otherwise L4 = Lyig-r. Arq is the trade-off weight
for balancing two losses. Note that student model has the same

structure as the teacher model in this paper. The pseudo-code of
CLA-HG is provided in Algorithm 1:

Liotal = Lee + Mg Lid-

Algorithm 1: Training Procedure of CLA-HG

Data: Heterogeneous graph G, Network backbone f(-)
Result: Repository report (malicious or benign)
1 for each epoch do
2 Sample batch-size sets of root nodes and employ
random walk guided by meta-path # for root nodes.
3 Implement hybrid strategy to sample neighbors and
generate batch-size pairs of heterogeneous subgraphs
Gy, GP).
4 Initialize the perturbation (4, J) and generate the

corresponding adversarial subgraph pairs (53) , GZD )
5 Apply f(-) to get the node embedding h and h.

6 Employ READOUT layer to obtain the subgraph
embedding H and H for G¥ and G* respectively.

7 Apply projection heads to project H to Z.

8 | Optimize f(-) by minimizing L4y, in Eq. 9.
9 return f*(-).

o Distill “soft” information from pre-trained encoder f*(-).

=

1 Fine-tune *(-) by minimizing L, in Eq. 13.

-

5 EXPERIMENTS

In this section, we introduce two datasets collected from GitHub.
Then we conduct extensive experiments to evaluate the perfor-
mance of CLA-HG. Afterwards, we conduct additional experiments
to analyze the effectiveness of each model component, the success
of CLA-HG by comparison with commercial anti-malware products,
the visualizations of repository representations, and the analysis of
hyper-parameters sensitivity.

5.1 Data Collection

In this paper, we leverage two real-world datasets from Github,
i.e., GitHub-Malware (collected by this work) and GitHub-Corona
(provided by Meta-AHIN [29]) to evaluate CLA-HG.
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GitHub-Malware Dataset. Based on a set of malicious related key-
words (e.g., spy, mine, and bitcoin), we crawl the repository dataset
published from Jan 2021 to Jun 2021, and obtain 8,260 repositories
and 7,110 profiles of developers in GitHub. To obtain the ground
truth of repository data, we closely follow the two-step mechanism
provided by Meta-AHIN [29]. Specifically, we first employ VirusTo-
tal [1] including over 70 anti-malware scanning tools to validate
the legitimacy of repositories. We also remove oversize repositories
due to the limitation of file size in VirusTotal (i.e., 200 MB). Based
on the scanned report from VirusTotal, we then ask anti-malware
experts to further analyze suspected repositories with less than 5
malicious reports from VirusTotal. To conclude, we get the final
labeled data including 3,956 malicious repositories and 4,304 benign
repositories. According to the designed graph schema illustrated in
Figure 1, the constructed HG has 55,392 nodes (i.e., 8,260 repository
nodes, 7,110 user nodes, 30,000 keyword nodes, 9,283 file nodes,
739 file type nodes) and 4,467,759 edges including relation R1-Ré.

GitHub-Corona Dataset. This data is provided by Meta-AHIN [29]
which aims to analyze the malicious repository in GitHub during
the pandemic. The provided dataset was collected based on a set of
COVID-19 related keywords (e.g., coronavirus, pandemic, and vac-
cine) from Feb 2020 to Dec 2020. To conclude, the GitHub-Corona
Dataset has 20,895 repositories including 6,965 malicious reposito-
ries and 13,930 benign repositories related to 18,785 users. Moreover,
the constructed HG based on COVID-19 related data has 176,035
nodes (i.e., 20,895 repository nodes, 18,785 user nodes, 52,530 key-
word nodes, 82,451 file nodes, 1,374 file type nodes) and 5,127,956
edges including relation R1-Ré6. Note that, as we also consider the
type of file as node type in this work, the number of nodes and
edegs is slightly different from Meta-AHIN.

5.2 Baseline Methods

To comprehensively evaluate our model CLA-HG, we compare
CLA-HG with seventeen baseline models which are divided into
four groups: feature-based models (G1), graph-based models (G2),
malicious repository detection methods (G3), and graph contrastive
learning models (G4).

Feature-based models. We extract a set of effective keywords for
each repository and then feed the combined keywords to BERT to
get the repository embedding. We then feed the repository embed-
ding to Logistic regression (LR) [11] or a 2-layer DNN [36] to detect
malicious repository.

Graph-based models. We implement seven graph learning meth-
ods to learn the node representation in graph, and further feed
the node embedding into a 2-layer MLP to detect malicious repos-
itory. Specifically, we first employ DeepWalk [27] to learn node
embedding (ignoring the heterogeneous property and attribute
information) by modeling structure proximity. The length of the
random walk for each node is set as 40. Also, we implement metap-
ath2vec [7] to learn the semantic information of two defined meta-
paths [38] (P; and P») in this application. The walk length of each
node is set as 40 as well. In addition, we also implement five graph
neural network based representation learning models including
GCN [18], GAT [40], GIN [48], R-GCN [33], and HAN [42] to learn
the node embedding by leveraging both node feature and graph
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Table 2: Performance comparison of all methods with different percentages of training data.

. GitHub-Malware GitHub-Corona
Setting
\ 20% \ 50% \ 80% \ 20% \ 50% \ 80%
Group Model | ACC REC | ACC REC | ACC REC | ACC REC | ACC REC | ACC REC
Gy |Feature+LR[11] | 06483 06521 | 07155 07175 | 0.7520 0.7538 | 0.6368 0.6412 | 0.7005 07016 | 0.7424 0.7435
Feature+MLP [36] | 0.6665 0.6753 | 0.7354 0.7366 | 0.7620 0.7714 | 0.6426 0.6484 | 0.7138 0.7125 | 0.7518 0.7525
Deepwalk [27] | 0.7492 0.7503 | 0.7757 0.7835 | 0.7811 0.7952 | 0.7256 0.7266 | 0.7546 0.7602 | 0.7723 0.7712
metapath2vec [7] | 0.7539 0.7675 | 0.7832 0.7925 | 0.7957 0.8013 | 0.7388 0.7396 | 0.7664 0.7687 | 0.7858 0.7904
GCN [18] 0.7682 0.7730 | 0.7865 0.7995 | 0.8058 0.8053 | 0.7378 0.7355 | 0.7672 0.7692 | 0.7895 0.7918
G2 | GAT [40] 0.7630 0.7755 | 0.7825 0.7968 | 0.8045 0.8074 | 0.7358 0.7386 | 0.7652 0.7672 | 0.7992 0.7935
GIN [48] 0.7726 0.7768 | 0.7920 0.7934 | 0.8126 0.8135 | 0.7425 0.7409 | 0.7738 0.7682 | 0.7945 0.7925
R-GCN [33] 0.7841 0.7852 | 0.8015 0.8053 | 0.8221 0.8269 | 0.7687 0.7635 | 0.7892 0.7826 | 0.7997 0.7913
HAN [42] 0.7889 0.7810 | 0.8079 0.8002 | 0.8235 0.8258 | 0.7698 0.7653 | 0.7899 0.7833 | 0.7931 0.7959
G | SourceFinder [32] | 0.6866 0.6725 | 0.7510 0.7446 | 0.7698 0.7571 | 0.6554 0.6583 | 0.7268 0.7315 | 0.7627 0.7566
GitCyber [59] 0.7715 0.7668 | 0.7876 0.7889 | 0.8005 0.8066 | 0.7469 0.7402 | 0.7685 0.7632 | 0.7813 0.7887
Meta-AHIN [29] | 0.8159 0.8163 | 0.8504 0.8417 | 0.8613 0.8624 | 0.7902 0.7953 | 0.8061 0.8124 | 0.8247 0.8305
GCC [31] 0.8053 0.7982 | 0.8387 0.8341 | 0.8523 0.8506 | 0.7825 0.7853 | 0.7936 0.8016 | 0.8125 0.8238
Ga | GraphCL [52] 0.8123 0.8051 | 0.8405 0.8391 | 0.8582 0.8604 | 0.7895 0.7935 | 0.7955 0.8093 | 0.8182 0.8296
HeCo [43] 0.8215 0.8234 | 0.8524 0.8518 | 0.8634 0.8657 | 0.8051 0.8024 | 0.8135 0.8194 | 0.8324 0.8345
GASSL [50] 0.8173 0.8141 | 0.8562 0.8554 | 0.8641 0.8634 | 0.7997 0.7995 | 0.8104 0.8121 | 0.8237 0.8321
AD-GCL [39] 0.8145 0.8114 | 0.8578 0.8575 | 0.8687 0.8698 | 0.8005 0.8017 | 0.8155 0.8203 | 0.8385 0.8387
Ours | CLA-HG (IKD) | 08501 0.8524 |0.8791 0.8924 | 0.8954 0.8947 | 0.8251 0.8302 | 0.8465 0.8493 | 0.8617 0.8654
CLA-HG (RKD) |0.8537 0.8567 | 0.8769 0.8855 | 0.9023 0.9017 | 0.8284 0.8336 | 0.8425 0.8453 | 0.8667 0.8705
GitHub-Malware GitHub-Corona
® Malicious ® Malicious ® Malicious ® Malicious
Benign Benign Benign Benign
AD-GCL CLA-HG HeCo CLA-HG

Figure 2: Visualization of repository embedding generated by (AD-GCL, CLA-HG) on GitHub-Malware and (HeCo, CLA-HG) on

GitHub-Corona.

structure. In particular, for HAN, we implement HAN by two de-
fined meta-paths (i.e., P; and P;) to learn the attention-based node
embedding. Similar to G1, we feed the learned repository embed-
ding to a 2-layer DNN classifier to detect malicious repositories.

Malicious repository detection methods. We reproduce three
existing methods that are designed to detect malicious repositories,
i.e., GitCyber [59], SourceFinder [32], and Meta-AHIN [29]. Based
on the setting of GitCyber, we build a DNN classifier guided by two
defined meta-paths on HG to detect malicious repositories. Simi-
lar to the setting of SourceFinder [32], we utilize the pre-trained
model word2vec [25] to get the embedding for each repository and
feed it to a Multinomial Naive Bayes [16] for malicious repository
detection. In addition, as the GitHub-Corona dataset is provided
by [29], we closely follow the settings in [29] to learn repository
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representations via a meta-learning framework and further predict
the malicious score of repositories.

Graph contrastive learning models. We reproduce GCC [31],
GraphCL [52], and HeCo [43] based on their source code. For GCC,
we implement GIN as the graph encoder and adopt an end-to-end
strategy to build the subgraph dictionary (with size 1023) in con-
trastive learning. For GraphCL, we adopt edges perturbation and
edges masking as graph augmentation methods and GCN as graph
encoder to conduct contrastive learning. For HeCo, we leverage two
meta-paths (i.e., P; and Py) to closely follow the setting and conduct
node-view and meta-path view contrastive learning. We also repro-
duce two works about graph contrastive learning with adversarial
augmentations, i.e., GASSL [50] and AD-GCL [39]. For GASSL, we
automatically generate challenging views by adding perturbations
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to our graph features and adversarially train the graph encoder. We
finally reproduce AD-GCL by leveraging the adversarial attacks as
the graph augmentation method to generate contrastive pairs for
graph contrastive learning.

5.3 Experimental Setup

To evaluate the performance of CLA-HG and baseline methods, we
adopt two widely-used metrics: accuracy showing the percent of
repositories being classified correctly (ACC) and recall score show-
ing the percent of malicious repositories being detected successfully
(REC). We conduct 10-fold cross-validation for all models to get
the averaged results. Experiments are conducted under the envi-
ronment of the Ubuntu 16.04 OS, plus Intel i9-9900k CPU, GeForce
GTX 2080 Ti Graphics Cards, and 64 GB of RAM. We employ a
2-layer GCN with weight decay le-5 as encoder and the dimen-
sion of repository embedding generated by encoder is 200. We
use Adam [17] optimizer with learning rate 0.001. For dual-stream
graph contrastive learning, we sample 2-hop (m = 2) subgraphs and
the fixed-size numbers of neighbor is set as 10 for the first hop and
5 for the second hop. The temperature parameter 7 is set as 0.5. The
adversarial hyper-parameter 1,4, is set as 0.5. During fine-tuning,
we set the temperature parameter ¢ in IKD as 10, « in RKD as 0.6,
and the trade-off weight Ay, is set as 0.5. Our source code will be
available upon publication.

5.4 Performance Comparison

Table 2 shows the performances of all models on two datasets and
the best performance are highlighted in bold and the best baseline
results are emphasized by underline. All results listed in the table
are the average results of ten runs. The percentage number shows
the ratio of training data used for model training while the rest
data is used for model validation (10%) and testing. According to
the table, we can conclude that: (i) By comparison with G1, G2,
and G3, we can find that relations among entities can improve the
model performance of repository classification. Merely considering
code-based content is not supportive enough to detect malicious
repository. In addition, we can also get the conclusion when compar-
ing SourceFiner with GitCyber and Meta-HG in G3. Both GitCyber
and Meta-AHIN have better performance than that of SourceFiner
as they consider both the content information and relationships
of repositories. (ii) By comparison with G2 and G4, we see that
unlabeled data contributes greatly when we exploit unlabeled data
to train an encoder for graph representation learning, showing
the effectiveness of unlabeled data for repository representation
learning. (iii) GASSL and AD-GCL, leveraging adversarial attacks
as the graph augmentation method to generate contrastive pairs,
has better performance than other contrastive learning models in
G4 (GCC and GraphCL). This shows that adversarial attacks can
generate more challenging contrastive pairs to boost the perfor-
mance of contrastive learning. (iv) When fine-tuning the pre-trained
encoder with different knowledge distillation methods, relational
knowledge distillation extracts more useful unlabeled information
than individual knowledge distillation. (v) By comparison with all
baseline models, CLA-HG is proved to have the best performance,
demonstrating the effectiveness of our model design for malicious
repository detection.
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Figure 3: Two sets of ablation studies on two datasets.

5.5 Ablation Study

To further show the effectiveness of all components in CLA-HG
and the success of hybrid strategy for heterogeneous subgraph
sampling, we conduct two sets of ablation experiments in Figure 3.
First, we conduct ablation experiments to analyze the contribution
of each component in CLA-HG (i.e., dual-stream contrastive learn-
ing (DSCL), adversarial contrastive learning (ACL), fine-tuning(FT),
and relational knowledge distillation (RKD)) by removing it sepa-
rately. We remove DSCL from CLA-HG, which means we directly
employ GCN to learn the node embedding in HG and further feed
the repository embedding to 2-layer MLP for repository classifica-
tion. We can conclude that DSCL has the largest contribution to
CLA-HG as the performance drops significantly on both datasets.
In addition, we remove ACL from CLA-HG and leverage standard
heterogeneous subgraphs as contrastive samples to conduct con-
trastive learning. We can find that the performance also decreases
obviously. Afterwards, we remove fine-tuning from CLA-HG, which
means we directly apply the repository embedding generated by the
pre-trained encoder to a two-layer MLP. It is easy to find that trans-
ferring the weights from the pre-trained encoder to the downstream
classification model also has a contribution to CLA-HG. Moreover,
we remove RKD from CLA-HG and we see that the performance
decreases slightly on both datasets, showing the effectiveness of
relational knowledge distillation in enhancing the model.

We also conduct extensive ablation experiments to analyze the
contribution of each meta-path (i.e., P;, Py, P3) and validate the
effectiveness of our hybrid neighbor sampling strategy in heteroge-
neous subgraph sampling. We first remove the meta-path guided
random walk strategy (MPRW), which means we uniformly sample
neighbors to generate heterogeneous subgraphs. The performance
drops obviously on both datasets, demonstrating the importance of
MPRW strategy in subgraph sampling. We then remove each meta-
path independently and we find that the performance of model
without P; or P, decreases but the performance of model with-
out P3 does not change obviously, showing the effectiveness of Py
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(c) Dual-Stream Contrastive Learning (d) Fine-tuning

0.92 0.92 0.92 0.92 - -
‘@ GitHub-Malware ®GitHub-Corona ®GitHub-Malware ®GitHub-Corona -®-GitHub-Malware ®GitHub-Corona ®GitHub-Malware ®GitHub-Corona
| Y X
0.9 ./.,__./‘.» 0.9 ] 0.9 /././ 0.9 ) M —o——J
0.88 § 0.88 | b 088 9 0.88 |
b1 e 8086 o 8086 3086 ;’__‘/.//./.\.\“
0.86 . . .
< /./c’ ‘0\’\‘ <%0 ¢— '\.\.\“ﬂ’l y | p
0.4 P 084 0.84 | 0.84
0.82 0.82 0.82 0.82
(5,00 (510) (5,15) (10,5 (10,10) (10,15) (15,15) 001 01 05 07 1 2 5 0.1 1 5 10 15 20 25 0 001 01 03 05 07 1
(my,my) Aadv t Aka

Figure 4: Hyper-parameters sensitivity analysis on two datasets.

and P,. Hence, we select P; and P, to guide random walk when
sampling heterogeneous subgraphs.

5.6 Comparison with Commercial Products

To further demonstrate the effectiveness of CLA-HG, we compare
it with four popular commercial anti-malware products (i.e., AVG,
Kaspersky, Comodo, and ESET) and LGTM (provided by GitHub)
on two datasets in Table 3. The Version shows the information of
the product we used for evaluation. Note that different versions
may have different performances due to version biases. We find that
CLA-HG achieves at least 2% improvement in accuracy and recall
by comparing it with other four products on GitHub-Malware and
GitHub-Corona. Among those commercial products, AVG has the
best performance on two datasets but it still fails to win CLA-HG.
Besides, by comparison with LGTM provided by GitHub, CLA-
HG achieves over 20% accuracy and recall improvement on both
datasets. Therefore, Table 3 again demonstrates the strong appli-
cabilities of CLA-HG for malicious repository detection in GitHub.

Table 3: Comparison with commercial products.

Method- Version ‘ GitHub-Malware ‘ GitHub-Corona

| ACC REC | ACC REC
CLA-HG 0.9023 0.9017 0.8667 0.8705
AVG (19.8.3108) 0.8839  0.8690  0.8478 0.8441
Kaspersky (15.0.1.13) 0.8735  0.8583  0.8428 0.8263
Comodo (32668) 0.8670  0.8502  0.8446  0.8220
ESET (15.0.18) 0.8658  0.8478  0.8415 0.8216
LGTM (GitHub) 0.6913  0.6349  0.6645 0.6198

5.7 Embedding Visualization

In order to show a more intuitive performance comparison, we
visualize the embedding of malicious and benign repositories gener-
ated by CLA-HG and the best baseline models on GitHub-Malware
(AD-GCL) and GitHub-Corona (HeCo) in Figure 2. The blue points
refer to malicious repositories and the orange points represent
benign repositories. We can find that CLA-HG generates more dis-
tinct boundaries and a smaller overlapping area between malicious
and benign repositories on GitHub-Malware. In addition, although
HeCo shows excellent performance on GitHub-Corona, we find that
the overlapping area between malicious and benign repositories
is still bigger than CLA-HG. Hence, Figure 2 further demonstrates
the superiority of CLA-HG in detecting malicious repositories.

5.8 Hyper-parameters Sensitivity

To explore the hyper-parameters sensitivity in this paper, we con-
duct four analysis experiments w.r.t. the number of nodes in each
hop on heterogeneous subgraph sampling, 4,4, on Dual-stream
contrastive learning, ¢ on individual knowledge distillation, and
Aka on fine-tuning. Specifically, in Figure 4.(a), we vary the number
of neighbors in the first hop and second hop (denoted as m1, my)
in the range of {5, 10, 15} to generate heterogeneous subgraphs.
We can find that the optimal number of neighbors for the first
hop and second hop are m1=10 and my=5 respectively. Besides, in
Figure 4.(b), we vary the value of 1,4, in dual-stream contrastive
learning in the range of {0.01,0.1,0.5,0.7, 1.0, 2.0,5.0}. We can see
that the model performance increases with the increment of 1,4,
and the optimal value is 0.5, while the performance decreases when
Aadoy goes beyond the optimal value. In addition, in Figure 4.(c), we
vary the value of ¢ in Eq. 10 in the range of {0.1, 1, 5, 10, 15, 20, 25} to
soften the peaky softmax function on the logits of node embedding
in individual knowledge distillation and we find the optimal value
of temperature index ¢ is 10. Moreover, in Figure 4.(d), we vary
the value of trade-off weight Ag4 in Eq. 13 during fine-tuning. By
comparing the performance of 0 and 0.5 (optimal value), we can
again demonstrate the effectiveness of knowledge distillation in
enhancing the performance of the fine-tuned model.

6 CONCLUSION

In this work, we create one new dataset (GitHub-Malware) and
develop a novel framework called CLA-HG to solve the imminent
problem of malicious repository detection. Specifically, we first
build a HG to describe the relations and content information of
repository data. Then we design a dual-stream graph contrastive
learning framework that distinguishes adversarial subgraph pairs
and standard subgraph pairs to pre-train an expressive encoder.
Afterwards, we transfer the pre-trained encoder to the downstream
repository classification model and further augmented by a knowl-
edge distillation module. The empirical results demonstrate the
superior performance of CLA-HG by comparison with baseline
methods and commercial anti-malware products.
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