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A quantitative description of the excited electronic states of point defects and impurities is crucial for
understanding materials properties, and possible applications of defects in quantum technologies. This is
a considerable challenge for computational methods, since Kohn-Sham density functional theory (DFT) is
inherently a ground-state theory, while higher-level methods are often too computationally expensive for defect
systems. Recently, embedding approaches have been applied that treat defect states with many-body methods,
while using DFT to describe the bulk host material. We implement such an embedding method, based on
Wannierization of defect orbitals and the constrained random-phase approximation approach, and perform
systematic characterization of the method for three distinct systems with current technological relevance: a
carbon dimer replacing a B and N pair in bulk hexagonal BN (CBCN), the negatively charged nitrogen-vacancy
center in diamond (NV−), and an Fe impurity on the Al site in wurtzite AlN (FeAl). In the context of these
test-case defects, we demonstrate that crucial considerations of the methodology include convergence of the
bulk screening of the active-space Coulomb interaction, the choice of exchange-correlation functional for the
initial DFT calculation, and the treatment of the “double-counting” correction. For CBCN we show that the
embedding approach gives many-body states in agreement with analytical results on the Hubbard dimer model,
which allows us to elucidate the effects of the DFT functional and double-counting correction. For the NV−

center, our method demonstrates good quantitative agreement with experiments for the zero-phonon line of the
triplet-triplet transition. Finally, we illustrate challenges associated with this method for determining the energies
and orderings of the complex spin multiplets in FeAl.
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I. INTRODUCTION

Point defects, such as vacancies, interstitial atoms, anti-
sites, and atomic impurities, are ubiquitous in all materials.
Even when present in minute concentrations, they can pro-
foundly alter material and device properties. Defects are often
detrimental to device performance; for example, so-called
Shockley-Read-Hall (SRH) [1,2] defect-mediated recombi-
nation of electrons and holes in semiconductors is a key
efficiency-limiting process in solar cells and light-emitting
diodes. However, more recently, defects have emerged as
robust and manipulatable quantum systems for the next gen-
eration of quantum technologies, e.g., spin qubits for quantum
computing [3–6], single-photon emitters (SPEs) for quantum
communication [7,8], and nanoprobes for quantum metrology
[9].

In both contexts, the properties of the electronic excited

states of the defect play a key role. For quantum applications,
manipulation of the spin-qubit state for computing is often
carried out via optical excitation, and relies on specific non-
radiative transitions from the excited state (i.e., intersystem
crossings [10,11]). Also, whether or not a defect will be ap-

propriate as a SPE depends on the electron-phonon coupling
of the defect in its excited state [7]. Finally, nanometrology
with defects often relies on the dipole moment or magnetic
properties of the excited states [9]. Point-defect excited states
also play an important role when considering their detrimental
effect on the host material, for example resulting in additional
channels for SRH in wide-band-gap insulators [12,13].

Thus, a quantitative theoretical understanding of the elec-
tronic excited states of defects is crucial. However, describing
defect excited states from first-principles is a significant
challenge. Kohn-Sham density functional theory (KS-DFT),
which is the workhorse for determining defect properties
[14,15], is a ground-state theory, and the calculated eigenval-
ues do not correspond to the quasiparticle addition/removal
energies [16–18]. As is the case for atoms or molecules, the
excited states may correspond to multiplets that cannot be
described by a single-Slater-determinant theory like KS-DFT
[19,20].

This motivates the use of higher-level many-body methods
to treat defect excited states; however, defects are a chal-
lenging application for such methods, due to computational
expense. Specifically, in order to model an isolated defect,
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large “supercells” are necessary to separate defects from their
periodic images; if open boundary conditions are used, then
large clusters are required to converge to a bulk-like environ-
ment for the defect.

The computational problem of treating a small “active
space” of correlated defect states within a relatively weakly
correlated bulk (i.e., supercell or cluster) is thus ideal for
a quantum embedding approach [21,22]. Such approaches
have enjoyed extensive success in quantum chemistry [22–37]
and solid-state physics [21,38–40] for treating strongly corre-
lated materials and molecules. Recently, their popularity for
treating defects [41–46] and other inhomogeneous systems
[47–55] has increased rapidly.

For the case of defects in semiconductors and insulators,
the methodology demonstrated first by Bockstedte et al. [42],
and then implemented and developed by other groups [41,43–
46], is particularly promising. This approach combines the
state-of-the-art and highly successful methods for DFT cal-
culations of defects in semiconductors [15] with downfolding
and embedding approaches tailored to solid-state systems
[38–40,56]. Specifically, the foundation for this embedding
approach [41–44] is a DFT calculation of the defect in a
periodic supercell, which avoids the challenges associated
with finite clusters sometimes used in quantum chemistry
implementations, including quantum confinement effects and
interactions between defect wave functions and the cluster
surface (see Ref. [15] for discussion of supercells versus clus-
ters). The choice of DFT is also found to be a much better
starting point for such systems compared to Hartree-Fock,
which is widely used in quantum chemistry implementations.
Also, the active space is chosen to be minimal, and a screened
Coulomb interaction is used in that space; this is often the
preferred approach in solid-state embedding [38–40,56], as
opposed to increasing the size of the active space with a
bare Coulomb interaction towards convergence (see, e.g.,
Ref. [57]). Owing to the small size of the Hilbert space, our
method can serve as the basis for developing simplified effec-
tive models that capture qualitative and quantitative aspects of
the defect system.

One of the key challenges of embedding methods is de-
veloping a quantitatively accurate ab initio procedure for
downfolding onto the active space; careful treatment of the
details by which the DFT calculation in the bulk is combined
with the many-body (MB) calculation in the active subspace
is crucial for accurate final observables. These details include:
(i) the choice of the initial electronic configuration on which
to base the embedding methodology; (ii) the procedure for
isolating the correlated orbitals from the bulk; (iii) the ap-
proach for obtaining the effective Coulomb interaction in the
subspace [41,56,58]; and (iv) the approach to remove “double-
counting” errors of the Coulomb interaction as a result of the
DFT starting point [59,60].

In this paper we will explore these issues with the goal of
developing quantum embedding techniques [41,42] for quan-
titative prediction of defect properties in a variety of systems.
To this end, we perform calculations on three diverse test-case
defects, with a focus on systematic characterization of the
methodological details (i)–(iv) above. The first is a carbon
dimer replacing a boron and nitrogen atom (CBCN) in bulk
hexagonal BN, whose simple electronic structure will allow

comparison of the results to model calculations. The second is
the NV− center in diamond, which is the prototypical corre-
lated defect, and will serve as a benchmark against experiment
and other computational techniques. The third is an iron atom
replacing aluminum in AlN (FeAl), which will serve as a strin-
gent test of the methodology on a defect where correlations
play a key qualitative role.

The rest of the paper is organized as follows: in Sec. II
we introduce the case-study defects, the detailed motivation
for choosing them, and their electronic structure; Section III
provides a brief outline of the general embedding approach;
we analyze in detail the aspects of the methodology mentioned
above in the context of our test-case defects in Sec. IV; in
Sec. V we discuss some additional aspects of the methodol-
ogy, including how to quantify the correlated nature of the MB
states and how our method can be used to generate simplified
models; we conclude the paper in Sec. VI.

II. CASE-STUDY DEFECTS

In this section, we will briefly introduce the case-study
defects, their electronic structure, and the motivation for why
they were chosen for this study. Computational parameters
for each defect can be found in Sec. S1 of the Supplemental
Material (SM) [61] .

In terms of notation, single-particle defect states will be
referred to with lower case letters indicating the irreducible
representation (irrep) of the defect’s point group that they
transforms as; for example, a single-particle state that is fully
symmetric will be referred to as a1. MB states will also be
referred to by their orbital symmetry, but with upper case let-
ters and a leading superscript indicating their spin multiplicity
(i.e., 2S + 1); for example, a fully symmetric triplet state will
be referred to as |3A1〉 (the ket notation indicates that the MB
states represent linear combinations of Fock states). Note that
we will not treat spin-orbit coupling in this paper, so this
decomposition into orbital and spin symmetry is well defined.
For discussing single Fock states, we will adopt the following
convention:

|φ1φ2...φNorb ; φ1φ2...φNorb〉 =
∏

i

c
†
i↓

∏

j

c
†
j↑|0〉, (1)

where |0〉 is the vacuum, Norb is the number of orbitals, φi

labels the defect spin-orbital, and is either 0 or 1 indicating the
occupancy of the basis spin-orbital state, the overbar indicates
spin down, and c

†
i↓ (c†

j↑) only appears on the right-hand side

when φi = 1 (φ j = 1).

A. CBCN in bulk hexagonal BN: A simple model

CBCN in hexagonal BN has attracted significant recent
attention, as it was proposed as the origin of the 4.1 eV
zero-phonon line [62–64] (ZPL, see Sec. IV B) single-photon
emitter observed in BN based on the energetics of emis-
sion [65], and calculations of photoluminescence lineshapes
[66,67]. For our purposes, CBCN was chosen as it has a par-
ticularly simple electronic structure that can be compared to
analytical calculations.

As a host material, we will consider bulk P63/mmc, i.e.,
three-dimensional layered BN [see Fig. 1(c) for example
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FIG. 1. (a) DFT Band structure for CBCN in bulk-layered BN
calculated with the PBE functional (neglecting spin). Defect states
are highlighted with red color and denoted with symmetry labels;
bulk bands are blue. (b) The carbon pz-character Wannier functions
used to define the active space. (c) Example of bulk BN supercell.

supercell]. Replacing a nearest neighbor B and N pair with a
neutral C dimer results in two defect states within the band
gap of BN. These states are of bonding and anti-bonding
character resulting from corresponding combinations of C pz

orbitals [65], c.f., Fig. 1(a). We label these states b2 and b∗
2,

respectively, using the irreps of the C2v point group of the
defect, and use them as the active space. The defect MB states
can correspondingly be expressed in two equivalent bases:
|b2b∗

2; b2b∗
2〉, which we call the band basis, since it corresponds

to the basis of Kohn-Sham bands; and |p2
z p1

z ; p2
z p1

z〉, which
we refer to as the orbital basis, since it will be the localized
Wannier basis we use [see Fig. 1(b) and Sec. IV C]. As dis-
cussed in Sec. V B, calculations in these bases are equivalent,
but the physical interpretation as well as the development of
simplified models may be more transparent for a given choice.

Based on comparison with the simple model of a Hubbard
dimer (see Sec. S2A1 of the SM [61]), we expect six MB
states, all with A1 orbital symmetry, in the following energetic
ordering. The ground state is a singlet, which we label as
|1A1〉, and roughly corresponds to two electrons in the bond-
ing b2 orbital. The first set of excited states is a spin triplet
manifold |3A1〉, which involves exciting an electron from b2

to b∗
2 (both electrons with the same spin). The next excited

state is an open-shell singlet which we denote |1A′
1〉, where

the excited electron has opposite spin to the one in b2. Finally,
there is an additional excited-state singlet, which we denote
|1A′′

1〉, which involves the excitation of both electrons to b∗
2.

More details of these states are given in Sec. S2A of the SM
[61], including a review of DFT calculations for the excited
states via the delta self-consistent field (�SCF) method.

B. NV− in diamond: An experimental benchmark

The negatively-charged nitrogen-vacancy center in dia-
mond (NV−) is the prototypical deep defect for quantum
technologies [10]. The motivation to choose it for this study

FIG. 2. (a) Band structure for NV− center in diamond calcu-
lated with the PBE functional (neglecting spin). Defect states are
highlighted with red color and denoted with symmetry labels, the
bulk bands in blue. (b) The maximally-localized Wannier functions
plotted in top and side view are shown for the sp3 dangling bonds of
N and C atoms, which were used to define the active space.

is that it is extremely well-characterized experimentally, and
with a variety of theoretical methods. Thus it has become a
standard for experimental verification of theories for corre-
lated defect states (for reviews see, e.g., Refs. [7–10,68,69]).

The NV− center consists of a C vacancy in diamond with
a N substituting a nearest-neighbor C atom. The defect states
consist of dangling sp3 bonds from the carbons and nitrogen
atoms around the vacancy [70,71]. Linear combinations of
these dangling bonds results in the single-particle defect states
shown in Fig. 2(a). Three states are in the bulk band gap,
labeled by their irreps of the C3v point group as a1(2) (which
is doubly occupied) and e (which is twofold degenerate, also
occupied by two electrons). There is another doubly-occupied
a1(1) state resonant with the valence band (VB).

As with CBCN, we will consider two bases for
constructing MB states. In this case, the band ba-
sis will be labeled by the irreps of the Kohn-Sham
states |exeya1(2)a1(1); exeya1(2)a1(1)〉, while the orbital ba-
sis will consists of the sp3 dangling bonds of the car-
bons next to the vacancy (labelled 1-3) and the N:
|sp3

C1
sp3

C2
sp3

C3
sp3

N; sp3
C1

sp3
C2

sp3
C3

sp3
N〉 [see Fig. 2(b)].

The MB states of NV−, as determined from symmetry
considerations and orbital models [71], experiment [70], and
previous calculations [42,43,72], consist of: a ground state
triplet |3A2〉, represented by aligned spins on ex and ey; an
excited state singlet |1E1〉 from flipping one of the spins in
the e states; and an excited state singlet |1A1〉 and triplet |3E〉

resulting from exciting an electron from a1(2) to the e man-
ifold. Only the fully symmetric atomic configuration of |3E〉

is considered in this paper, i.e., we neglect the small energy
reduction from the Jahn-Teller splitting of that degenerate
state [73]. See Sec. S3 of the SM [61] for details on how
we calculate the symmetry of the MB states. More details on
the MB states, including a review of DFT calculations for the
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FIG. 3. (a) Band structure for FeAl in wurtzite AlN calculated
with the PBE functional (neglecting spin). Defect states are high-
lighted with red color and denoted with symmetry labels, the bulk
bands in blue. (b) The Wannier functions for 3d orbitals, which were
used to define the active space.

excited states via the �SCF method, are given in Sec. S2B of
the SM [61].

C. FeAl in AlN: A challenging correlated state

The final defect we will consider in this study is an
Fe atom substituted on an Al site (FeAl) in wurtzite AlN
(Fig. 3). In general, transition-metal (TM) impurities in semi-
conductors and insulators have been widely studied as both
detrimental and functional defects; e.g., Cu and Au are no-
torious deep traps/SRH recombination centers in Si [74],
while Cr in Al2O3 is the famous color center responsible
for the red emission of ruby [75]. Often, transition-metal
impurities have an open d shell, and thus a rich structure of
multiplet excited states, which may be interesting for spin
qubits.

The reason that we chose FeAl for this study is that it
represents a significantly more complex electronic structure
than both CBCN and NV−. As we will show, rather than
correlations renormalizing the single-particle picture, they
qualitatively change the nature of the states. At the same time,
the relevant defect states reside inside of the band gap. This
removes effects of disentanglement, which we will not discuss
in detail in this paper.

We will focus on the neutral charge state of FeAl, which
was found to be the lowest energy for Fermi levels near the
mid gap of AlN [76]. In this case, Fe exists in the 3+ oxi-
dation state, and thus has five electrons in its 3d states. The
point symmetry of FeAl in wurtzite AlN is C3v . The nearest
neighbors around the Fe atom are four N atoms arranged in
a tetrahedron, with the bond along the threefold axis (crystal-
lographic c direction) slightly larger than the other three by
∼0.5%. It is often assumed that the symmetry lowering from
the perfectly tetrahedral Td symmetry (all bonds the same
length) has a small effect on the splitting of the states, and
thus the symmetry degeneracies can be analyzed in terms of
the irreps of Td .

The Td crystal field splits the Fe d orbitals into a lower-
energy, doubly degenerate e manifold, and a higher-energy t2

manifold. The lower-symmetry C3v crystal field of wurtzite
AlN splits the t2 states into e and a1 states [Fig. 3(a)]. Without
spin polarization, these states are in the band gap near the
VB, as shown in Fig. 3 (note that including spin polariza-
tion significantly changes the nature of the states [76], as
discussed in Sec. IV A and in Sec. S2C of the SM [61]).
Thus the basis for studying FeAl is simply these 3d states:
|dz2 dxzdyzdx2−y2 dxy; dz2 dxzdyzdx2−y2 dxy〉.

For the other test-case defects, we knew exactly the nature
of the MB states that we should find in our embedding cal-
culations. However FeAl is much less explored theoretically
and experimentally, and thus serves as a test of the predictive
power of our method. Still, we can use ligand field theory for
a general d5 ion in a Td crystal field as the basis of our expec-
tations for the MB states [76–80] (see Fig. S1 in the SM [61]
for the predicted splitting and degeneracies). In this picture,
the nature of the ground and excited states is determined by
the magnitude of the crystal-field splitting (CFS).

For relatively small CFS, the ground state is a sixfold
degenerate spin 5/2 state with A1 orbital symmetry (denoted
|6A1〉) that originates from the high-spin |6S〉 ground state of
the free atom. The low-lying excited states are spin 3/2, orig-
inating from the 36-fold degenerate |4G〉 manifold in the free
atom. In the Td crystal field, they split into: |4T1〉, |4T2〉, |4E〉,
and |4A1〉 [77–79]; in C3v , the |4T1〉 (|4T2〉) states split into |4E〉

and |4A2〉 (|4A1〉). For large CFS (and Td ), the ground state
becomes a spin 1/2 |2T2〉 state, and the low-energy excited
states may include various other spin 1/2 states originating
from the |2I〉 manifold of the free atom (in addition to the spin
3/2 states).

It has been experimentally demonstrated [78–80] that FeGa

in GaN in the neutral charge state has a high-spin S = 5/2
ground state, and all theoretical [76,81] (see also Sec. S2C2
of the SM [61]) and experimental [82–84] work on FeAl in
AlN indicate that it should be the same. As we will see in
Sec. IV F, determining the ground state to be high spin versus
low spin is a sensitive quantitative test of our methodology.

More details on the MB states, including a review of DFT
calculations for the excited states via the �SCF method, are
given in Sec. S2C of the SM [61].

III. GENERAL APPROACH

Now that we have introduced our case-study defects, we
will give a brief outline of the methodology. In Sec. IV, each
step will be discussed in detail, in the context of our test-case
defects.

The standard method for treating isolated point defects
in semiconductors and insulators via DFT calculations is to
construct a supercell with a large amount of host material to
separate the defect from its periodic images [15,85,86]. In
this context, the goal of the quantum embedding approach
for defects [42,43] is to treat the host semiconductor at the
DFT level, while using a MB method (i.e., one that can handle
the possibility of correlated, multideterminant states) to treat
the electronic structure of the defect. To do this, the Bloch
states related to the defect are isolated from the bulk-like
states, and transformed to a localized basis via Wannierization
(see Sec. IV C). The defect states are treated as a “correlated
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subspace” with the Hamiltonian

H = −
∑

i j,σ

(ti jc
†
iσ c jσ + H.c.)

+
1

2

∑

i jkl,σσ ′

Ui jkl c
†
iσ c

†
jσ ′clσ ′ckσ

− HDC − μ
∑

i,σ

c
†
iσ ciσ , (2)

where σ, σ ′ indicate spin and i, j, k, l correspond to defect-
related states; ti j are the hopping matrix elements between
defect states in our Wannier basis (Sec. IV C); Ui jkl are the
Coulomb matrix elements in the correlated subspace, screened
by the rest of the states in the supercell (Sec. IV D); HDC is
a “double-counting” correction for the Coulomb interaction
included in ti j (Sec. IV F); and μ is a chemical potential
used to enforce the nominal occupation of the defect states.
Only neutral excitations are considered here, i.e., we do
not consider ionization of the defect. By utilizing localized
Wannier functions to describe the correlated subspace, we
can restrict ourselves to the minimum of involved correlated
states. The impurity-bulk “connection” is thereby established
in two ways. First, the properties of the Wannier orbitals are
controlled by the impurity geometry within the host material.
Second, the Coulomb matrix elements are screened by the
host environment.

For the defects described in this paper, the number of spin-
orbitals in the correlated subspaces are quite modest, ranging
from four for CBCN to ten for FeAl. Thus, Eq. (2) can be
exactly diagonalized (i.e., the full configuration interaction
can be used [42,43]). In the following sections we outline
the methodology to determine the parameters in Eq. (2) and
ultimately solve for the MB states.

Details of the computational parameters are provided in
Sec. S1 of the SM [61]. All DFT calculations are performed
using the VASP code [87–89], and Wannierization is performed
via the interface to WANNIER90 [90]. The screened Coulomb
matrix elements are calculated using the constrained random-
phase approximation capabilities of VASP [91] (see Sec. IV D).
The exact diagonalization is performed with tools in the TRIQS

[92] library.
The strengths of this approach are twofold. First, it lever-

ages the extremely well-developed tools in the fields of
DFT approaches for defects in semiconductors [15], as well
as solid-state embedding methods like DFT + dynamical
mean-field theory (DMFT) [38] and similar approaches [93].
Second, each step utilizes capabilities in widely available
codes, which allows for simple reproduction and extension of
our results and methodology.

IV. METHODOLOGICAL DETAILS AND LESSONS FROM

TEST CASES

In this section, we will expand upon various aspects of the
embedding methodology outlined in Sec. III, using the test-
case defects introduced in Sec. II. In particular, we will focus
on the crucial details described in Sec. I: (i) basic aspects of
the initial DFT calculation on which the embedding is based
(Sec. IV A), including the choice of exchange-correlation

functional (Sec. IV E) and the treatment of atomic relaxations
in the ground and excited states (Sec. IV B); the downfolding
procedure, i.e., (ii) the Wannierization (Sec. IV C) and (iii)
calculation of the screened Coulomb interaction (Sec. IV D);
and (iv) the Coulomb double-counting (DC) problem resulting
from joining DFT and exact diagonalization (Sec. IV F).

A. Initial DFT electronic structure for defect geometries and the

noninteracting Hamiltonian

We begin our analysis of the general methodology de-
scribed in Sec. III with the initial DFT calculation of the
defective supercell, on which the rest of the procedure is
based. The role of the initial DFT calculation in the embed-
ding procedure is three-fold: (a) to obtain an accurate atomic
geometry for the defect; (b) to provide the bulk band struc-
ture as needed to evaluate the screening of interaction matrix
elements Ui jkl in the active space (see Sec. IV D); and (c)
to provide the single-particle terms ti j of Hamiltonian in the
active space given in Eq. (2). The challenge for embedding
approaches for defects is to balance these aspects, i.e., obtain-
ing an accurate electronic and atomic structure, as well as an
appropriate noninteracting starting point for the embedding
method.

For example, many defects are paramagnetic, i.e., they
have nonzero spin. However, for the Hamiltonian in Eq. (2),
the exchange interaction is accounted for in the interaction
term (second line), and should not be included in the hop-
ping matrix elements ti j . Also, exchange-correlation (XC)
functionals such as HSE [94,95] are expected to result in
more accurate band gaps [96], which would translate to more
accurate bulk screening, and possibly more accurate defect
geometries [15], but HSE will also increase the Coulomb in-
teraction effectively included in ti j , which must be accounted
for in the DC term in Eq. (2). The corresponding discussion
on the impact of functional choices is given in Sec. IV E,
where we will compare results with the initial DFT calcula-
tion performed with PBE [97] semilocal generalized-gradient
approximation (GGA) and HSE [94,95] hybrid functionals.

In order to strike this balance between accurate structural
parameters and a good noninteracting starting point, we will
use the following procedure for the initial DFT calculations.
First, atomic relaxations are performed using the standard
procedure [15], i.e., spin polarization is included and a finite
2 × 2 × 2 �-centered k mesh is used to preserve the symmetry
in defects/hosts with hexagonal symmetry. This is intended
to obtain an accurate defect structure. Afterwards, with the
geometry fixed, an additional nonspinpolarized calculation is
performed. From this calculation, we will obtain all necessary
hopping and Coulomb interaction matrix elements for the MB
Hamiltonian, as discussed in the next sections.

In certain cases, there may be different options for the
initial spinless electronic configuration. Considering our case-
study defects, CBCN is completely unambiguous: Since the
single particle ground state involves one doubly occupied
defect band [two electrons in b2, see Fig. 1(a)] the initial DFT
calculation is identical whether or not spin is included. For
NV−, the ground state contains a half-filled e manifold, which
would form a spin triplet in the spinfull case. In principle there
are different options for constructing an initial spinless state,
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though the straightforward choice is one (spinless) electron
in each e orbital to preserve the symmetry. We find that the
electronic structure of this state is very similar to the triplet
state. For example, relaxing the geometry of the defect with
or without spin results in identical structures (differences less
than 3 × 10−3 Å).

FeAl in AlN is a case where including spin polarization
in the DFT calculations significantly changes the electronic
structure. It was shown in Ref. [76] that when spin is included
in the calculation, the S = 5/2 ground state has a large split-
ting (∼10 eV) between the unoccupied spin-minority Fe 3d

states and the occupied spin-majority Fe 3d states; a spinless
calculation results in all Fe 3d states in the band gap of AlN
[see Fig. 3(a)]. Since these states should be filled by five elec-
trons, the occupations in the spinless calculation will be four
electrons in the lower-energy e states, and 1/2 of an electron
in each of the higher-energy e states that are slightly split from
the a1 state by the C3v crystal field [see Fig. S2(a) in the SM
[61]. This is the electronic structure that we use to obtain the
noninteracting part of our MB Hamiltonian. One could also
consider attempting to construct a spinless initial state that is
closer to the spin-polarized structure, e.g., by constraining the
occupation of the Fe 3d Kohn-Sham states such that all five
are half filled, see Fig. S2(b) in the SM [61]. However, this
constrained occupation is somewhat at odds with the spirit of
Eq. (2), where the DFT calculations are intended to approx-
imate a noninteracting calculation. We discuss in detail the
effects of choosing different initial occupations in Sec. S2C1
of the SM [61].

B. Structural relaxation in excited states for the

zero-phonon line

One of the key experimental observables from optical
measurements on defects is the “zero-phonon line” (ZPL) en-
ergy [98,99], which corresponds to a relatively sharp spectral
line (for cases of weak to moderate electron-phonon cou-
pling [100]) at the high-energy threshold for luminescence,
or equivalently, the low-energy threshold for absorption (see
Fig. 4). The ZPL corresponds to the transition energy between
the excited and ground state, each at their equilibrium atomic
structure. Below, we will show ZPL results for CBCN and
NV− in order to compare with experiments and previous
calculations.

At present, we do not have a way of performing atomic
relaxations in the excited state, so we resort to the standard
method [14] of performing a constrained DFT (cDFT) calcu-
lation to approximate the electronic structure of the excited
state, and then relaxing the atoms under the constraint. Once
we have an approximation for the structure of the excited state,
we then find the difference between MB energies calculated
for the ground and excited state structures �EMB (i.e., the
difference in the vertical absorption and emission energies in
Fig. 4). This gives us the sum of the Frank-Condon (FC) relax-
ation energy in the excited and ground states, EFC

g + EFC
e (see

Fig. 4). We assume that these relaxation energies are equal,
and thus EFC

g = EFC
e = �EMB/2, which is quite accurate for

CBCN [65] and NV− [101].
For CBCN, we are interested in the |1A1〉 → |1A′

1〉 tran-
sition, since it is the one attributed to the 4.1 eV ZPL in
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FIG. 4. Schematic of the one-dimensional configuration-
coordinate picture of optical absorption and emission transitions.
The y axis is energy, and the x axis is a generalized coordinate
that describes the coupling of the electronic energies of the defect
(red curves) and the lattice. The zero-phonon line (ZPL) energy
is labeled, as well as the Frank-Condon relaxation energies in the
excited (EFC

e ) and ground (EFC
g ) electronic state. The inset shows a

schematic of a luminescence spectra with the ZPL labeled.

experiment [65]. Approximating the excited state |1A′
1〉 is

achieved by populating the b∗
2 antibonding orbital with one

electron taken from the b2 bonding orbital. The key observable
for the NV− center is its 1.945 eV ZPL corresponding to
transitions between |3A2〉 and |3E〉 [10], which allows for a
quantitative test of the methodology. The excited state triplet
|3E〉 is approximated by promoting an electron from a1(2)
to the e manifold [see Fig. 2(a)]. In order to avoid the Jahn-
Teller distortion and remain in the C3v symmetric structure,
the electron density is spread between the e states [101].

We note that this approach, i.e., relying on cDFT for the
excited-state structure, and assuming that EFC

g = EFC
e , may

not be generally applicable, and thus motivates the implemen-
tation of forces in the embedding scheme, which will be the
topic of future work.

C. Downfolding via Wannierization

The next step of the calculation is to construct the active
space and to “downfold” the full electronic structure to the
MB Hamiltonian in this subspace. As discussed in Sec. IV A,
with the ground-state geometry fixed, we perform a spinless

DFT calculation. From this we construct the localized basis
for the correlated subspace φi(r) via Wannier constructions
utilizing the WANNIER90 [90] package. In the cases where the
correlated defect states are in the gap, such as CBCN and FeAl

we surround them with a “frozen window” so that the single-
particle Wannier Hamiltonian defined by the hopping matrix
elements

ti j = −〈φi|HDFT|φ j〉 (3)

reproduces the DFT eigenvalues exactly; for states that are
resonant with the bulk bands, such as the lower a1(1) state
in NV−, we rely on initial projections of defect orbitals to
disentangle the defect states.

Due to the gauge freedom when constructing Wannier
functions, it is crucial to ensure that the specific procedure
to generate them does not influence the final results. To test
this, we perform calculations of the MB states of CBCN with
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and without maximally localizing the Wannier functions from
their initial projections (on C pz orbitals). The different choice
of Wannier basis does indeed change the values of the hopping
and Coulomb matrix elements. However, the final observables
such as the resulting MB energies, are the same for the differ-
ent choices of Wannier functions. This confirms that our final
results do not depend on the gauge choice of the initial Wan-
nier basis. For CBCN we will use the not-maximally-localized
Wannier functions for our subsequent calculations, as it results
in a slightly more symmetric basis.

In the case of the NV− center, the Wannierization proce-
dure is slightly more complicated since, as mentioned above,
the a1(1) state must be disentangled from the valence band
manifold. To do this, we chose sp3 initial projections on the
atoms surrounding the vacancy [see Fig. 2(b)], but, unlike
for CBCN, we maximally localize the Wannier functions. The
localization procedure is constrained to exactly reproduce the
Kohn-Sham eigenvalues for the a1(2) and e states in the gap,
with a disentanglement window large enough to include the
a1(1) state in the diamond VB. In any case, the relevant MB
excited states do not involve significant depopulation of a1(1),
so the specifics of its treatment is not so crucial. We find
that this procedure provides us with an accurate basis for
subsequent MB calculations.

The situation for FeAl is similar to CBCN in that all of
the relevant states are in the band gap [Fig. 3(a)]. Thus, if
we begin with d projections on the Fe, there is very little
change whether we localize or not. As with CBCN, we will
not localize in order to preserve the symmetry of the basis.

D. Obtaining the screened interaction parameters

1. Constrained random-phase approximation

The next step is to obtain screened interaction parameters
Ui jkl in the subspace of defect orbitals. We construct these
from the localized Wannier basis via

Ui jkl = 〈φiφ j |Û |φkφl〉

=

∫∫
d3r d3r′ φ∗

i (r)φk (r)U (r, r′) φ∗
j (r′)φl (r

′) (4)

using the partially screened Coulomb interaction in the static
limit

Û = [1 − v̂ �̂cRPA(ω = 0)]−1
v̂. (5)

Here v̂ is the bare Coulomb interaction and �̂cRPA is the partial
polarization as defined within the constrained random phase
approximation (cRPA) as [58]

�̂cRPA = �̂full − �̂defect, (6)

where the “full” polarization takes all RPA screening pro-
cesses from the KS states into account, and the “defect”
polarization accounts only for screening processes within the
defect-state manifold. In this way Ui jkl is screened by the bulk
host material; the screening within the defect-state manifold is
subsequently included exactly via the solution of the Hamilto-
nian defined in Eq. (2). We perform these cRPA calculations
using a recent implementation by Kaltak [91] within VASP.
This method requires a mapping between the Wannier and
Bloch-band bases to define �̂defect; this mapping is exact if no

FIG. 5. Convergence of the NV− energies of many-body states
(with respect to the |3A2〉 triplet ground state) with (a) number of
bands in the cRPA calculation (for a 127-atom cell), and (b) supercell
size (Bands/atom >7 for all cells). The PBE functional is used for the
initial DFT calculation, and no double-counting correction is applied.

disentanglement is necessary, and we find that, in any case,
the results are insensitive to the specific method used (i.e.,
“weighted” [102] versus “projected” [91]).

Finally, we note that RPA and cRPA calculations based
on KS-DFT input for gapped systems benefit from an error
cancellation initially introduced due to missing higher order
diagrams in RPA [103].

2. Convergence of the screened interaction

The convergence of the screening is key to obtaining ac-
curate MB energies, as we will demonstrate for our test-case
defects. In the bulk, the screening should be converged with
respect to the number of virtual orbitals (in conventional sum-
over-states implementations), and k points used to sample the
Brillouin zone. For the defective system, increasing the super-
cell size with a single k point achieves the latter convergence
via band folding, while maintaining the zero-dimensional
(0D) nature of the calculation (i.e, avoiding contributions
from the spurious dispersion of the defect states caused by
interactions between periodic images). In Fig. 5, we show that
the convergence of the excited-state energies for NV− (with
respect to the |3A2〉 ground state). We see that the main source
of convergence is the number of empty bands used in the
cRPA calculation; the influence of supercell size is relatively
less important. This is a significant result, since it is often
found (e.g., Ref. [42]) that large supercells (>500 atoms) are
necessary to obtain converged DFT total energies for NV−;
we believe that our localized basis set is the reason for the
significantly improved convergence with supercell size.

The convergence in the case of CBCN is more complicated.
As with NV−, the MB excitation energies are well-converged
for >5 bands per atom in the supercell [Fig. 6(a)]. However,
we see from Fig. 6(b) that the convergence with supercell
size is difficult to achieve; for the accessible supercell sizes
(before we are limited by the computational demand of the
cRPA calculation), the MB energies have oscillatory behavior.
The reason for this is the slow convergence of the screened
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FIG. 6. Convergence of the CBCN energies of many-body states
(referenced to the ground-state singlet state |1A1〉) of the triplet |3A1〉,
first excited singlet |1A′

1〉, and second excited state singlet |1A′′
1〉 with

respect to (a) bands/atom (in the 100-atom cell), (b) size of supercell
and (c) number of k points (100 atom cell). The PBE functional is
used for the initial DFT calculation and no double-counting correc-
tion has been applied.

Coulomb interaction with cell size, as shown via the polar-
izability [see Eq. (5)] in Fig. 7. We find that a method for
accelerating this convergence, is to increase the in-plane k-
point mesh, as shown in Fig. 7. We can think of the number
of atoms multiplied by the number of in-plane k points as
an “effective” supercell size from the point of view of the
bulk screening. From Fig. 6(b), the largest supercells we could
treat contained 250 atoms, while the screening in this layered
compound clearly requires at least double that to converge,
likely due to the nonlocal character of the bulk background
dielectric function of layered semiconductors [104–106]. In
addition, we see from Fig. 7 that the spread of the Wannier
functions also converges slowly with cell size. Figure 6(c)
shows that indeed, increasing the k mesh allows us to obtain
converged energies of the MB states.

FIG. 7. Convergence of the polarizabilty [see Eq. (5)] and spread
of the Wannier functions for CBCN with respect to effective atom
number, i.e., the number of atoms in the super cell multiplied by the
number of k points in plane. Calculations are for projected Wannier
functions with C pz character. The PBE functional is used for the
initial DFT calculation.

FIG. 8. Convergence of energies of many-body states of FeAl in
wurtzite AlN referenced to the |6A1〉 with (a) number of atoms in the
supercell (Bands/atom >11 for all cells); (b) “effective” supercell
size, i.e., atoms multiplied by k points; points correspond to a 128-
atom and 192-atom cells with a 2 × 2 × 2, 3 × 3 × 3, and 4 × 4 ×

4 (only for the 128-atom cell). The PBE functional is used for the
initial DFT calculation, and no double-counting correction has been
applied.

Using multiple k points means that our Wannier Hamil-
tonian is no longer strictly 0D, i.e., interdefect hopping is
possible, and the spurious dispersion of the defect states is
sampled. However, we find that even for the 5 × 5 × 1 cell,
the largest intersite hopping element is 0.09 eV [107]. This
gives us confidence that we are not affected by the spurious
dispersion caused by interactions between the defect and its
periodic images.

We find in the case of CBCN that the out-of-plane k mesh
and supercell size has a relatively small (see Sec. S1A of the
SM [61]) effect on the screening of the MB states, which is
due to the quasi-2D nature of the host material BN. However,
we can use the same procedure for a 3D material, but increas-
ing the k mesh in all three dimensions. We demonstrate this
for our remaining test case, FeAl, in Fig. 8. In panel (a) we
show the convergence of the energies of excited MB states
with respect to supercell size. Though the convergence can be
achieved, a cell of around 200 atoms is required for quanti-
tative accuracy. In Fig. 8(b) we show this convergence versus
“effective” supercell size, i.e., the number of atoms multiplied
by the number of k points (in all directions this time since our
system is 3D). The points at large effective size correspond
to 128-atom and 192-atom cells with a 2 × 2 × 2, 3 × 3 × 3,
and 4 × 4 × 4 (only for the 128-atom cell) k meshes. As we
can see the MB energies converge smoothly, agreeing with
the results from larger actual supercells. The largest hopping
between the defect and its periodic images was less than
0.006 eV, indicating that we have preserved the 0D nature of
our noninteracting Wannier Hamiltonian.

E. Choice of DFT functional for initial calculation

We now return to another crucial element relating to the
initial DFT calculation, how the the choice of XC functional
influences the MB Hamiltonian, and ultimately the energies
of MB states. To explore this, we compare results with the
DFT calculation performed with the HSE hybrid functional
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[94,95], which has become the standard for quantitative calcu-
lations of defect properties [15], to the results with PBE [97],
which is one of the most popular functionals for solid-state
applications. We analyze the effect of XC functional on the
calculation of ti j , which encapsulates the information about
the single-particle energies, as well as the Coulomb interac-
tions Ui jkl , which may also differ for different functionals. In
order to discuss the interactions, we will compare orbitally-
averaged values between functionals, i.e., U = 1

Norb

∑
i Uiiii

(intraorbital density-density interaction, Norb is the number
of orbitals), U ′ = 1

Norb(Norb−1)

∑
i 
= j Ui ji j (interorbital density-

density interaction), and J = 1
Norb(Norb−1)

∑
i 
= j Ui j ji (Hund’s

exchange coupling). These values incorporate much of the
physics of the Coulomb interaction in atomic-like systems
(see Sec. V B).

Note that there is a crucial interplay between XC functional
for the initial DFT calculation and the double-counting correc-
tion used. This will be discussed in Sec. IV F.

A key question regarding the use of hybrids like HSE is
the choice of mixing parameter α, since gaps between single-
particle levels (e.g., the band gap of the host material) scales
with α. In many cases, α is chosen to roughly reproduce the
experimental band gap of the material, though there are also
ab initio approaches to determining the mixing [108]. In this
paper, we will rely on the values shown to produce accurate
results in previous computational studies. We will show in
Sec. IV F that an appropriate double-counting correction for
hybrids should include α, and thus should remove much of the
dependence of the MB energies on the starting XC functional.

For the case of CBCN, we tune the mixing parameter of
the HSE functional to α = 0.4, as was done in Ref. [65]. The
main quantitative effect of HSE is on the single-particle states.
Firstly, the eigenvalue difference between the C-derived states
increases by a factor of 1.5 (from 3.45 eV with PBE to
5.25 eV with HSE), as does the band gap (4.54 eV to 6.85 eV).
Though the Wannier-function spread is slightly reduced with
HSE, which results in a slightly larger unscreened Coulomb
interaction, the main effect on the Ui jkl elements is due to the
reduced environmental screening (due to the larger gaps be-
tween single-particle states, both bulk-bulk and bulk-defect).
This results in a significant increase in the screened Coulomb
matrix elements, e.g., of more than 500 meV for the density-
density terms (i.e., those where i = j, k = l). If we perform an
average over the orbitals in the Wannier basis (see Sec. V B),
we obtain intraorbital U = 2.73 eV, interorbital U ′ = 1.90 eV,
and Hund’s coupling J = 0.09 eV. Compared to the values
we calculated for PBE (U = 1.94 eV, U ′ = 1.41 eV, and
J = 0.08), the most significant change is an increase in the
intraorbital U .

For the MB states of CBCN, the effect of HSE for the initial
DFT calculation is manifested as an increase in energy be-
tween |1A1〉 and the excited state singlet |1A′

1〉 of 1.62 eV. The
splitting between |3A1〉 and |1A′

1〉 only increases by 0.12 eV,
as it depends on the exchange interaction and not the splitting
of the single-particle levels. The |1A1〉 to |1A′′

1〉 splitting is
increased by 3.26 eV, or approximately twice the increase in
|1A1〉 to |1A′

1〉, due to the fact that |1A′′
1〉 involves two elec-

trons in the antibonding orbital. See the “No DC” points on
Figs. 9(a) and 9(b) for a comparison of the energies calculated
with HSE and PBE for the initial DFT.

FIG. 9. Excited state energies of CBCN many-body states in BN
with respect the ground-state singlet |1A1〉 calculated with either
(a) PBE or (b) HSE used for the initial DFT calculation, with and
without double-counting (DC) corrections (described in Sec. IV F).

Compared to the �SCF HSE calculations of Ref. [65], the
singlet-singlet splitting (|1A1〉 to |1A′

1〉) energies that we obtain
are about 500 meV larger; e.g., the ZPL that we find is 4.86 eV
versus 4.31 eV in Ref. [65] [c.f., “No DC” in Fig. 10(b)]. The
reason for this overestimation is at least partially due to the
fact that, as discussed in Sec. III, the original DFT calculation
includes some approximate Coulomb interaction, the effect of
which should be removed with the DC correction (discussed
in the next section). Hybrid functionals often have a similar
effect on the electronic structure in terms of improving the
description of localized states as, e.g., DFT + U , and thus we
expect that they contain more of the Coulomb interaction than
local and semilocal functionals.

The HSE functional has been used in the past to obtain
optical properties of NV− in excellent agreement with exper-
iment [3,101,109]. The main effect of the HSE (α = 0.25)
functional for NV− (similar to CBCN), is to increase the
splitting between the a1(2) and e levels (2.14 eV for HSE
versus 1.50 eV for PBE). This results in a significantly in-
creased splitting between the ground-state triplet |3A2〉 and the

FIG. 10. |1A1〉 → |1A′
1〉 zero-phonon line energy from many-

body states of CBCN in BN calculated using either (a) PBE
or (b) HSE for the initial DFT calculation, with and without
double-counting (DC) corrections (described in Sec. IV F). Proposed
experimental attribution and �SCF HSE from Ref. [65].
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FIG. 11. Energies of many-body excited states of NV−, and
zero-phonon-line energy for the |3A2〉 → |3E〉 transition (blue stars,
experimental value is blue dashed line) calculated with either (a) PBE
or (b) HSE for the initial DFT calculation, with and without double-
counting (DC) corrections (described in Sec. IV F). Previous results
are included from Ma et al. (Ref. [41]) and Bockstedte et al.

(Ref. [42]).

excited-state triplet |3E〉 MB states (2.73 eV vertical excita-
tion when HSE is used for the initial DFT calculation versus
1.84 when PBE is used, see “No DC” points in Fig. 11), as
well as, to a lesser extent, |1A1〉 (1.39 eV vertical excitation
when HSE is used for the initial DFT calculation versus
1.22 eV when PBE is used); both |3E〉 and |1A1〉 involve
exciting an electron from the a1 to the e state. The energy
of the |1E〉 MB state changes less between PBE and HSE
starting points (0.54 eV vertical excitation using HSE for the
initial DFT calculation versus 0.45 eV for PBE), as it is not
directly influenced by the splitting of single-particle states.
Comparing the cRPA Coulomb tensors, the main difference
between the PBE and HSE starting point is that HSE has a
slightly larger intraorbital screened interaction (averaged pa-
rameters for HSE: U = 2.83 eV, U ′ = 0.98, J = 0.02 versus
U = 2.43 eV, U ′ = 0.81 eV, and J = 0.03 eV for PBE, see
Sec. V B). This is a result of the decreased environmental
screening due to the larger band gap in HSE.

Thus, from the examples of CBCN and NV−, we would
conclude that HSE provides a better description of the initial
single-particle electronic structure (e.g., bulk band gaps and
splitting of single particle levels), and thus is a good starting
point for our embedding methodology. However, the case of
FeAl is significantly more complicated. The reason for this,
as pointed out above, is that HSE includes additional aspects
of the interaction (i.e., exact exchange) in the part of the
Hamiltonian that is intended to be noninteracting.

For HSE, the splitting between the a1 and e states by the
C3v crystal field (i.e., the states that are originally degenerate
with t2 symmetry in Td ) is very large (>1.5 eV), with a1

lower in energy; there is also a significant splitting in the
higher-energy e single particle levels of 200 meV in spite of
the fact that the calculation has C3v symmetry, see Fig. S2(c)
in SM [61]. If we constrain the electronic structure to look
more like that calculated with PBE, i.e., forcing the e states
to be half filled, we recover the degeneracy of the e state
by construction, Fig. S2(d) in SM [61]. The a1 state is now
higher in energy by 900 meV, compared to 20 meV for PBE.
This difference cannot be attributed to structural differences

FIG. 12. Energies of many-body ground and excited states of
FeAl, referenced to the lowest energy state, calculated with (a) PBE
or (b) HSE for the initial DFT calculation, with and without double-
counting (DC) corrections (described in Sec. IV F).

between HSE and PBE; performing a PBE calculation with
the HSE structure gives electronic states that are close to the
PBE calculation in its own ground-state structure (i.e., the
crystal field splitting of the t2 state into a1 and e is 30 meV).

The large single-particle energy splittings in the ground
state for HSE results in MB states that significantly differ from
those using PBE for the initial DFT calculation, experimental
observations [78–80], and spinful DFT calculations [76] (see
also Sec. S2C2 of the SM [61]). Specifically, the ground state
is low spin (S = 1/2), as predicted [77] for large CFS, as
opposed to the high spin S = 5/2 as expected [76,78–80] (see
“No DC” points on Fig. 12). Thus, even though HSE clearly
provides a better description of the bulk electronic structure
and screening in AlN (and the other host materials discussed
in this paper), it appears problematic in FeAl for a noninteract-
ing starting point of the correlated subspace. We will extend
on this discussion after introducing the DC correction in the
next section.

F. Double-counting correction

In the previous sections, we discussed how we obtain the
single particle and the screened interaction matrix elements
in the correlated subspace as needed for the Hamiltonian in
Eq. (2). In principle, however, the separation of the noninter-
acting part from the Coulomb interactions has fundamental
incompatibilities with DFT calculations. This is because
the DFT calculation already includes Coulomb interactions
within the correlated subspace in an approximate way, which
does not have a rigorous definition within MB perturbation
theory [38,60]. This issue is usually dealt with by applying
a “double-counting” (DC) correction to the hopping matrix
elements.

Within the DFT-based embedding community (e.g.,
DFT + U and DFT + DMFT), the most common ap-
proaches apply a DC correction potential that involves
orbitally-averaged interaction parameters U and J , and more-
over assumes no orbital polarization, i.e., that the orbital levels
are degenerate [60,110]. Such a DC correction will shift the
correlated subspace with respect to the uncorrelated states,
and possibly alter the total occupation, but will not change the
energy splitting between orbitals in the correlated subspace,
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which is our focus. Also, in our approach, the occupation is
enforced in all cases in the MB calculation via the chemical
potential μ in Eq. (2). Thus a fully orbitally-averaged DC
correction will have no effect on the results.

It has been found before [42,43,111,112] and is con-
firmed in our results below that an orbitally selective version
of the DC correction is required to obtain agreement with
experiment. However, there is vanishingly little work on
benchmarking such an approach in general, and systematic
investigations of the DC for defect embedding methodologies
are not yet available.

1. Form of the orbitally-resolved double-counting correction

A systematic methodology for obtaining an orbitally-
resolved DC correction for extended systems was given in
Ref. [60], and we will center our discussion around that ap-
proach. The general idea is to determine the DFT treatment of
the Coulomb interaction in the subspace by making equivalent
DFT approximations within that space. Thus, the charge den-
sity distribution is constructed from our Wannierized defect
states, as opposed to the KS bands of the entire system. Also,
the Coulomb interactions that enter the Hartree term, and are
used to construct the XC, should be the screened interaction
determined by cRPA (see Sec. IV D).

The Hartree contribution to the Coulomb interaction in the
subspace is easy to calculate in our basis, and can be written
as [42,43,113]

HHar
DC =

∑

i j,σ

c
†
iσ c jσ

∑

kl

ρklUil jk, (7)

where ρkl is the component of the single-particle occupation
matrix for (Wannier) orbitals k and l and Uil jk is the density-
density screened Coulomb interaction in our subspace; since
our calculation is spinless, ρkl ranges over the number of
orbitals with a maximum occupancy of two electrons per
orbital [113]. The XC term is more complicated to obtain
[60]; for, e.g., DFT under the local density approximation
(LDA), it would require calculating the density-dependent
XC energy of the uniform electron gas, using the screened
interaction given by Eq. (5). An important point to note is
that such a potential would be calculated from the total orbital

averaged density in the active space, as opposed to the Hartree
term in Eq. (7), which is obtained from the orbitally specific

density-density interaction. Thus the XC part is expected to
have a weaker contribution to relative shifts of orbitals within
the active space than the Hartree term, although it will still
have some influence since the different orbitals have different
spatial distributions of charge densities. In this study, we will
neglect this term, as was done in Ref. [42]. It is important to
note that if we were interested in the alignment between the
defect states of our correlated subspace and the bulk states, the
XC contribution must be included for a consistent DC scheme.

In the case where we are using a hybrid functional,
we will have an additional orbital dependence arising from
the Fock exact-exchange operator. For a full Hartree-Fock
calculation, the Coulomb interaction, and thus the DC cor-
rection that should be subtracted in the MB Hamiltonian

is [42,43,113]:

HHF
DC =

∑

i j,σ

c
†
iσ c jσ

∑

kl

ρkl

(
Uil jk −

1

2
Uilk j

)
. (8)

This was used as the DC correction in Refs. [43,44,114].
From Eqs. (7) and (8), we see that a logical form of the DC
correction for hybrid functionals is [42]:

H
hyb
DC =

∑

i j,σ

c
†
iσ c jσ

∑

kl

ρkl (Uil jk − αUilk j ), (9)

where α is the mixing parameter of exact exchange in the
hybrid functional. We will explore these forms of the DC in
the next section.

2. Effect of double-counting correction on many-body energies

We will now discuss the orbitally-resolved DC correc-
tions introduced in the previous section in the context of our
test-case defects, starting with CBCN. Because of the sim-
plicity of the defect electronic structure, the DC correction
is particularly simple to interpret in this case. In addition, the
correspondence with the dimer model (see Sec. S2A1 of the
SM [61]) allows the calculation of a “dimer” DC that takes
into account specifically the Coulomb interactions included in
Kohn-Sham DFT [103,115] for a system with a single filled
valence orbital and empty conduction orbital [see Fig. 1(a)].
Note that, in principle, this DC correction is constructed for
the exact XC functional [103]. A discussion of this form of
the DC is given in Sec. S2A2 of the SM [61].

Figure 9 shows the effect of the DC correction on the MB
excitation energies for CBCN. The levels on the left of each
panel are calculated with no DC correction. For the calcu-
lations starting from PBE [Fig. 9(a)], we use the dimer DC
(Sec. S2A2 of the SM [61]), and the approach of removing just
the Hartree term [Eq. (7)]. In both cases, the main result of the
DC correction is to increase the splitting between the b2 and
b∗

2 single-particle states; since all MB excited states involve
electron(s) being promoted from b2 to b∗

2, the MB energies
are shifted up with respect to the ground state. The dimer DC
involves an explicit shift of the levels (i.e., it is diagonal in the
band basis by construction) of �εDFT = Ub2b2b2b2 − Ub∗

2b2b∗
2b2

(Sec. S2A2 of the SM [61]). Since the intraorbital interaction
is slightly larger than the interorbital one, the DC correction
slightly increases the splitting between the single particle
states. For HHar

DC (“Har DC” on Fig. 9), the only nonzero
element of the occupation matrix is ρb2b2 = 2, so the DC
correction shifts down the b2 level, increasing the gap to b∗

2
(the shift is slightly larger than for the dimer DC due to
small nonzero terms in the interaction in addition to the strict
density-density Ub2b2b2b2 and Ub∗

2b2b∗
2b2 ).

In Fig. 9(b) we compare the effect of the DC correc-
tion [full Hartree-Fock DC Eq. (8) and the hybrid version
Eq. (9)] on the MB energies using the HSE functional for
the initial DFT calculations. We see that the DC has the
opposite effect, the energies of the excited states are re-

duced compared to the ground state. This is a direct result
of the inclusion of exact exchange in the DC, which reduces
the splitting between the single-particle defect levels. In the
band basis, for the Hartee-Fock DC, this change in split-
ting is given by �εDC = Ub2b2b2b2 − 2Ub∗

2b2b∗
2b2 + Ub∗

2b2b2b∗
2
. We
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find that, in our calculations, Ub2b2b2b2 � Ub∗
2b2b∗

2b2 � Ub∗
2b2b2b∗

2

(e.g., for HSE: Ub2b2b2b2 = 2.096 eV, Ub∗
2b2b∗

2b2 = 2.099 eV,

Ub∗
2b2b2b∗

2
= 0.311 eV). Therefore �εDC < 0. In the H

Hyb
DC case,

this decrease is reduced due to the mixing parameter.
In Fig. 10, we show the effect of the DC correction on the

lowest-energy singlet-singlet ZPL (see Sec. IV B) for CBCN.
We see that, in both cases, the DC improves the agreement
with the �SCF results of Ref. [65], and thus the proposed
experimental attribution (see Sec. S2A3 of the SM [61] for
full comparison with �SCF calculations of Ref. [65]).

We also note that using an appropriate DC correction,
i.e., “dimer” or “Har” for the PBE DFT starting point and
“Hyb” for calculations using HSE starting point, significantly
reduces the dependence of the final results (in terms of MB
energies and ZPL) on the XC functional used for the initial
DFT calculation. As this was the intended effect of the DC
correction, these results are quite promising.

We see a similar effect for NV− in diamond (Fig. 11),
where the energies of the MB excited states are increased
in the case of the PBE starting point, and decreased for
HSE. As with CBCN, the main effect of the DC is to shift
the single-particle energies. Thus the |3E〉 energy changes
the most, since it involves promotion of an electron from
a1(2) to e. The DC brings the triplet-triplet ZPL (blue stars
in Fig. 11) in better agreement with the experimental value
(dashed line in Fig. 11). Note that �SCF calculations for
the triplet-triplet ZPL are also in good agreement with ex-
periment, see Sec. S2B1 of the SM [61] for a detailed
comparison.

In addition, we can see that our results match well
with the previous implementation of the embedding methods
(Ref. [43] used the HF DC scheme, and Ref. [42] used the
hybrid DC), indicating that the general methodology is rela-
tively robust to the details of the calculations, e.g., DFT codes,
cRPA implementation, basis, etc. We note that Ma et al. [43]
(who used the HF DC scheme) also used a “beyond RPA”
strategy which includes the influence of exchange-correlation
on the screening, which found a significantly higher value
for the energy of |1A1〉, 1.759 eV compared to 1.376 eV for
standard cRPA [standard cRPA is plotted with the red crosses
in Fig. 11(b)].

The situation for FeAl in AlN is significantly more com-
plicated. For NV− and CBCN, the DC correction simply
renormalized the energy splittings of the excited MB states,
via changing the splittings of the single-particle levels. For
FeAl, the nature of the MB ground and low-lying excited states
depends sensitively on the splitting of the single particle levels
(i.e., the CFS between the e and t2 Fe 3d states, as discussed in
Sec. II C). This is known from ligand-field theory, where the
d5 Tanabe-Sugano diagram predicts a high-spin 6A1 ground
state for small CFS and a low-spin 2T2 for large CFS [77] since
the latter involves a smaller occupation of t2 single-particle
states.

In Fig. 12(a), we show the ground and excited states calcu-
lated from a PBE starting point, with and without the Hartree
term of the DC [Eq. (7)]. As discussed above, without DC,
the ground state starting from PBE is a sixfold degenerate
spin 5/2 state with A1 orbital symmetry. The excited states
are split from the spin 3/2 4G manifold of the free atom by
the crystal field. When we add the DC correction, however,

the low-spin state is favored; the symmetry lowering from the
cubic Td crystal field to the C3v hexagonal one splits the spin
1/2 |2T2〉 state into |2E〉 and |2A1〉 states. For the low-lying
excited states, there is a mixture of spin 1/2 states originating
from the 2I manifold of the free atom, and the spin 3/2 states
from 4G. Also we see the |6A1〉 state has now moved over 1 eV
above the ground state.

In Fig. 12(b) we plot the energies of the MB states using
an HSE starting point. (As discussed above, the occupation
was constrained to be the same as the PBE calculation, see
Sec. S2C1 of the SM [61].) We can see that, similar to the
PBE calculation with DC correction, the low-spin state is the
ground state, and the splitting of the |2T2〉 state from the C3v

crystal field is very large. Thus, the other excited states are
much higher in energy. Including the HF or hybrid DC correc-
tion reduces the splitting somewhat, but it is still much larger
than the case of PBE, and the ground state is still S = 1/2.

As discussed above in Sec. II C, it is expected that the
ground state of FeAl should be the high spin |6A1〉 state (see
Sec. S2C2 of the SM [61]). We see in Fig. 12 that the PBE
starting point with no DC correction is the only case that
correctly reproduces this ground state, as well as the expected
low-energy excited states (Sec. II C and Fig. S1 in the SM
[61]). As was the case for NV− and CBCN, the Hartree DC
correction tends to increase the splitting between the single-
particle energies, which for FeAl favors the low-spin ground
state. We therefore conclude that, in this case, the Hartree DC
correction is overcompensating for the Coulomb interaction
included in the initial PBE DFT calculation. For the case
of the HSE starting point, it seems that the DC correction
does not provide enough compensation to undo the significant
overestimation of the single particle splittings, both between
the e and t2 manifold, and within t2 from the C3v crystal
field. In both cases, it is possible that including the semilocal
XC contribution to the DC (see Sec. IV F 1) will mitigate
this overcompensation, motivating the development of the full
treatment advocated in Ref. [60]. In any case, for our current
capabilities, FeAl represents a failure of the DC approaches
described in this section, and provides a stringent test case for
further development of the DC, and the embedding approach
as a whole.

V. DISCUSSION

A. Multireference nature of the many-body states

A key utility of embedding methods such as the one de-
scribed in this paper is that they can treat “multireference”
states, which cannot be described by a single Slater deter-
minant; this goes beyond the capability of, e.g., DFT or
Hartree-Fock theory. Therefore, for understanding the efficacy
of the method in going beyond the traditional single-particle
theories, it is important to have a metric to understand the
degree of multireference nature of the states that we are
dealing with. In principle, this can be obtained by analyzing
the MB wavefunctions themselves, but care must be taken
to differentiate states that are fundamentally multireference,
i.e., cannot be expressed as a single Slater determinant in any

basis, and those that appear multireference because they are a
sum of several Fock states in our chosen basis.
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To accomplish this, we focus on the one-particle density
matrix, ρ̃iσ jσ ′ = 〈�|c

†
iσ c jσ ′ |�〉, where � is a MB state. Then,

the MB state can be written as a single Fock state if and only if
the density matrix is idempotent, i.e., ρ̃ = ρ̃

2 [116]. To probe
this property, we define the quantity

�MR = Tr(̃ρ − ρ̃
2) = Tr(̃ρ) − Tr(̃ρ2). (10)

Note that �MR is basis independent due to the cyclic property
of the trace. For a state that can be described as a single Slater
determinant in some basis, �MR = 0. The maximum value
will depend on the number of electrons Nel available to fill
the 2Norb states (the factor of 2 is for spin). Without loss of
generality, we choose a basis where ρ̃ is diagonal, so that

�
diag
MR =

2Norb∑

i=1

(
ρ̃ii − ρ̃2

ii

)
, (11)

subject to the constraint,
∑2Norb

i=1 ρ̃ii = Nel. Then �
diag
MR in

Eq. (11) is maximized when ρ̃ii = Nel/2Norb. It follows that

�max
MR = Nel − 2Norb

(
Nel

2Norb

)2

= Nel −
N2

el

2Norb
. (12)

Notice that when �MR reaches its maximum value, ρ is pro-
portional to the identity matrix and thus is basis independent.

As an example, we consider the MB states of CBCN given
in Table SI (orbital basis) and Table SII (band basis) in the
SM [61]. First we see that, as expected, �MR is basis inde-
pendent. Beginning with the ground-state singlet |1A1〉, we
find �MR = 0.006. Since |1A1〉 is a multiorbital singlet that is
expected to be multireference [19,20], �MR should be finite;
however its small value suggests that there is a basis where
only one Fock state has the majority of the weight. Indeed,
this is the case for the band basis (Table SII in the SM [61]),
where the Fock state with two electrons in the bonding state
(|10; 10〉) has the vast majority of the weight. For the triplet
|3A1〉, the first two MB states (corresponding to ms = ±1) are
comprised of single Fock states in both bases. Thus �MR = 0,
as expected. The third triplet state (ms = 0) is “maximally
entangled,” i.e., �MR = �max

MR = 1. Thus, in both bases, the
MB state for |3A1〉 with ms = 0 involves two Fock states of
equal weight. The first excited state singlet |1A′

1〉, in contrast
with |1A1〉, has �MR = 0.991, close to maximally entangled
between two states. In the orbital basis, the state is not quali-
tatively distinguishable from |1A1〉, however in the band basis
we see that, like |3A1〉 with ms = 0, the MB state involves a
nearly equal superposition of two Fock states. Finally, the sec-
ond excited singlet |1A′′

1〉 has �MR = 0.005 similar to |1A1〉,
consistent with the single Fock state with majority weight
in the band basis (Table SII in the SM [61]). This analysis
of CBCN is a clear demonstration of the utility of �MR. We
are able to differentiate between the multideterminant nature
of the singlet states, which in certain bases is not a priori

obvious.
An analysis of �MR for NV− bears out what is known

about the multireference nature of its MB states. We see in
Table SIII in the SM [61] that, for the orbital basis, all of
the states are made up of multiple Fock states. However, for
the triplets, there are two states (four for the excited state due
to the orbital degeneracy) with �MR = 0, indicating that they

could be represented by a single Fock state, for a particular
choice of basis (as in, e.g., Ref. [71]). For the |3A2〉 state,
the band basis in Table SIV in the SM [61] results in single
determinant states. However, in either basis, the excited-state
|3E〉 manifold includes mixtures of different Fock states. The
singlets all have �MR � 1. This does not represent maximal
entanglement, since for NV− we have eight total spin-orbitals
and six electrons so �max

MR = 1.5. Thus the singlets and ms = 0
triplet states are not maximally entangled in the context of
our full Hilbert space. However, they are maximally entangled
with respect to a smaller Hilbert space; the NV− MB states
primarily involve Fock states with two of the orbitals com-
pletely filled by two electrons, and the other two half filled
with one spin. This is most clearly seen in the ms = 0 state
of |3A2〉 in the band basis (second row of Table SIV in the
SM [61], where the Fock states have fully occupied a1(1) and
a1(2) states, and half occupied e states. Thus the entanglement
occurs between four spin-orbitals occupied by two electrons;
analogous to the case of CBCN, �max

MR for this reduced space is
unity.

For the case of FeAl, the only single-determinant states we
find is the ms = ±5/2 states of the high-spin |6A1〉 manifold.
All other states have �MR > 1, and many of them (Table SV
in the SM [61]) are close to maximally entangled, i.e., �MR �

�max
MR = 2.5.

B. Obtaining simplified models for defect interactions

In general, the Coulomb interaction is represented by the
full four-index Ui jkl tensor. Given the minimal basis sets we
use for the description of the embedded correlated states, we
aim in the following to minimize the number of needed pa-
rameters even further, by neglecting more and more channels
of the full Coulomb interaction tensor. Indeed, in an atomic-
orbital picture, the type of orbitals and the point symmetry
govern which elements of Ui jkl are present; thus by compar-
ing the results from our Wannier basis with those expected
assuming atomic-like orbitals, we can gain insight into the
interaction between the defect states, and with the bulk. Also,
simplified interactions are useful for creating minimal models
for further analysis, and may be required for the use of some
MB solvers.

We will consider reducing Ui jkl to a two-index tensor,
where Ui j includes the intra- and interorbital density-density
interactions (k = i and l = j) and Ji j includes the Hunds
couplings (i = l and k = j). Also, we will consider using just
three average parameters, U , U ′, and J (defined in Sec. IV E)
to construct the interaction. We will keep the full noninter-
acting part of Eq. (2) from our Wannier calculations; in this
section, we will focus on calculations based on PBE and, to
simplify the discussion, neglect the DC correction.

In Fig. 13 we plot the energies of the MB states for CBCN

with respect to |1A1〉 using these simplified screened Coulomb
interaction tensors. Recall that when we solve the Hamiltonian
in Eq. (2) including all terms in Ui jkl , the orbital and band
bases are related by a unitary transformation, and thus result
in the same MB energies; however, once we start simplify-
ing the interaction (i.e., removing or averaging terms), the
resulting MB energies will depend on which basis for Ui jkl

that we start from. Thus we plot the energies with simplified
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FIG. 13. Energy of the many-body states of CBCN in BN, cal-
culated with PBE and no double-counting correction, with respect to
the ground-state singlet state for different simplified interactions (see
Sec. V B), where orbital averaging is performed using the interaction
in the (a) orbital, or (b) band basis. The x labels denote: Ui jkl : full
interaction tensor; Ui j, Ji j : two component interactions; U,U ′, J:
orbitally averaged intraorbital and interorbital density-density and
Hunds exchange interactions; U, J: orbitally averaged intraorbital
density-density and Hunds interactions; U,U ′: orbitally averaged
intraorbital and interorbital density-density interactions; U : orbitally
averaged intraorbital interactions. Script versions in (b) correspond
to the same quantities, but averaged in the band basis.

interactions starting from both the orbital [Fig. 13(a)] and
band [Fig. 13(b)] bases (script letters will denote averaging
in the band basis).

As discussed in Sec. S2A1 of the SM [61], the energies of
the states of CBCN can be estimated with just one interaction
parameter U , though we construct this value from the differ-
ence between the intraorbital and interorbital density-density
interaction terms. Simplifying Ui jkl to a two-component form
does not result in a significant change in the MB spectrum
for either basis; e.g., for the orbital basis in Fig. 13(a) all
the excited states shifted up in energy by less than 125 meV.
Performing an average over the orbitals in the orbital basis

provides effective parameters, U , U ′, and J (values reported
in Sec. IV E). Taking these orbitally averaged values as the
Coulomb interaction only results in changes in the energy at
the meV level. Neglecting the Hunds J has a minor effect
on the splitting of the spin states, shifting the triplet upward
in energy (i.e., closer to the corresponding singlet |1A′

1〉) by
166 meV. Both the intraorbital (U ) and interorbital (U ′) terms
are necessary for obtaining accurate energies for the triplet
state [see Fig. 13(a)].

Performing the averaging in the band basis, we obtain U =

1.77 eV, U ′ = 1.58 eV, and J = 0.25 eV. The significantly
larger value of J compared to the orbital basis is indicative of
the importance of exchange in this basis: neglecting J does
not produce the correct spin states [and thus these points are
not included in Fig. 13(b)]. Specifically, J is necessary to
capture the ms = 0 triplet state (otherwise it becomes a spin
1/2 doublet). In the band basis we also see in Fig. 13(b) that
both intraorbital and interorbital density-density interactions
are required to accurately capture the energies of |3A1〉 and
|1A′

1〉.
Though the NV− center has a more complex electronic

structure than CBCN, we can still hope to gain insight into the

FIG. 14. Energies of the many-body states of NV− in diamond
calculated using the PBE functional for the DFT starting point (no
double-counting corrections), with respect the ground-state triplet
for different simplified interactions (see Sec. V B), where orbital
averaging is performed using the interaction in the (a) orbital, or
(b) band basis. The x labels denote: Ui jkl : full interaction tensor;
Ui j, Ji j : two component interactions; U,U ′, J: orbitally averaged
intraorbital and interorbital density-density and Hunds exchange in-
teractions; U, J: orbitally averaged intraorbital density-density and
Hunds interactions; U,U ′: orbitally averaged intraorbital and interor-
bital density-density interactions; U : orbitally averaged intraorbital
interactions. Script versions in (b) correspond to the same quantities,
but averaged in the band basis.

MB states and the possibility for simplified models via explor-
ing reduced forms of the Coulomb interaction. In Fig. 14, we
plot the energies of the MB states with such simplifications,
either based on the Ui jkl tensor in the orbital [Fig. 14(a)], or
the band [Fig. 14(b)] basis.

Similar to CBCN, the case of the orbital basis is better
behaved for increasingly simple descriptions of the Coulomb
interaction. In this basis, the |3A2〉 − |3E〉 triplet-triplet split-
ting decreases slightly when reducing to a two-coordinate
form of the interaction, and then further when an orbitally-
averaged interaction is used [“U,U ′, J” in Fig. 14(a)]. Further
simplification of the Coulomb interaction does not change
the triplet-triplet splitting. This behavior is likely because the
e states are equal superpositions of the dangling bonds on
the C atoms around the vacancy [71], so the excited state
triplet more or less involves equal population of these states.
Interestingly, the first excited state singlet |1E〉 energy in
Fig. 14(a) is also only mildly effected by the treatment of
the interaction, while the energy splitting to the |1A1〉 state is
the most sensitive to the treatment of interactions, especially
whether or not the interorbital interaction U ′ is included.

The case of the band basis [Fig. 14(b)] is similar to that
of CBCN in that Hunds J is necessary for a description of
the entangled ms = 0 triplet states, and the band basis results
in a smaller effective on-site U = 1.57 eV, and larger U ′ =

1.10 eV and J = 0.31 eV than for the orbital basis. Also
analogously to CBCN, the MR nature of the states are sig-
nificantly reduced for simplified Coulomb interactions. Most
strikingly, we see in Fig. 14(b) that systematic simplifica-
tion of the interaction, even down to the two-index tensor,
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produces an incorrect energetic ordering; this is in contrast
to the Wannier-orbital basis [Fig. 14(a)], where the qualitative
properties of the MB states are correct even if we use only a
single interaction parameter.

C. Summary and implications from test cases

The aim of this paper was to critically analyze the em-
bedding approach for describing the excited states of point
defects in the context of the details outlined in Sec. I: (i)
the choice of the initial electronic configuration, (ii) proce-
dure for isolating the correlated orbitals, (iii) approach for
obtaining the effective Coulomb interaction, and (iv) approach
to “double-counting.” Below we summarize the implications
from our test-case defects in the context of these challenges.

In all cases, numerical convergence was fairly straightfor-
ward. The bulk screening in the cRPA could be converged via
increasing the number of bands per atom, as well as the k mesh
density and/or the supercell size [(iii)]. The MB energies were
also relatively insensitive to the details of the Wannierization
procedure [(ii)]. Regarding the choice of XC functional, it
was clear that the main difference between HSE and PBE for
the DFT starting point is the increased splitting in the single
particle states in the hybrid functional [(i)]. Even so, using
the appropriate DC correction for PBE and HSE resulted in
significantly improved agreement between the two starting
points [(iv)]. For CBCN and NV−, the resulting MB energies
were also in good agreement with available experimental ob-
servations. For NV−, our calculations were consistent with
previous embedding implementations [42,43].

FeAl in AlN constituted the most challenging case, where
we showed that the nature of the MB ground and excited
states was extremely sensitive to the magnitude of the CFS,
which itself was very sensitive to the XC potential of the
initial DFT calculation [(i)]. In this case the DC correction
was not sufficient to reproduce the expected high-spin ground
state with either the PBE or the HSE starting point [(iv)].
We expect that including the PBE XC contribution to the

DC will perhaps alleviate this issue. It is also possible that
a more accurate treatment of the bulk screening beyond the
RPA approximation is necessary, as proposed in Ref. [41]
[(iii)]. In any case, FeAl constitutes a significant challenge to
the embedding methodology, and thus an excellent test case
for future developments.

VI. CONCLUSIONS

In this paper, we analyzed an embedding approach to
treat correlated excited states of point defects. The method
is based on Wannierization of density functional theory
calculations in order to obtain an active space, including
Coulomb interactions in that active space via the con-
strained RPA method, and correcting for the interaction
already included in the DFT part with a functional-dependent
double-counting scheme. We showed that this approach pro-
vides quantitative accuracy for the CBCN defect in BN and
NV− in diamond, although the more complex and sensitive
electronic structure of FeAl in AlN represents a challenge
that is out of reach of the present methodology. Over-
all, despite the complexity and yet unanswered questions
about the methodology, we conclude that quantum em-
bedding represents a promising approach to describing the
correlated excited states of a variety of point defects in
materials.
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[106] M. Rösner, E. Şaşıoğlu, C. Friedrich, S. Blügel, and T. O.
Wehling, Wannier function approach to realistic coulomb in-
teractions in layered materials and heterostructures, Phys. Rev.
B 92, 085102 (2015).

[107] This hopping is out of plane, and can be reduced to 3 meV
by doubling the cell in the c direction. However, we find that
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