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Abstract—As part of the U.S. National Science Foundation
(NSF) funded XD Metrics Service project, we are developing tools
and techniques for the audit and analysis of High Performance
Computing (HPC) and Cloud infrastructure. This includes a suite
of tools for the analysis of HPC jobs, based on performance
metrics collected from compute nodes. To date, we have developed
two closely related utilities: XDMoD, which was designed to mon-
itor usage and performance of NSF’s innovative HPC resources
(known as XSEDE), and Open XDMoD, which was designed to
monitor usage and performance in academic, governmental or
commercial cyberinfrastructures. Considerable effort has been
made to continually improve XDMoD, in order to capture the
most important aspects of modern research computing.

One area in which XDMoD is lacking is in tracking workflows,
which are broadly designated as containing the elements of data
transfer/input and one to many computational steps. As data sets
have become larger, data movement has become more time and
resource intensive, and hence more important to characterize. In
addition, multiple step workflows, in which one input spawns
a complex series of processes, are becoming more common.
Although XDMoD currently captures some of the information
required to properly track complex workflows, there are clearly
some key data that are missing. In this paper, we discuss the
existing state of workflow monitoring, and suggest strategies to
improve on the information captured.

Index Terms—Computer Performance, Data Processing

I. INTRODUCTION

The XD Metrics on Demand (XDMoD) tool provides
stakeholders with ready access to data about utilization,
performance, and quality of service for High Performance
Computing (HPC) and cloud resources [1], [2], [3], [4],

[5]. This comprehensive tool was originally developed to
support resources for the National Science Foundation (NSF)
innovative HPC program (known as XSEDE), and has been
open-sourced and made available to general application at
universities, government laboratories, and commercial enti-
ties [6]. XDMoD enables users, managers, and operations
staff to monitor, assess and maintain quality of service for
their computational, storage, and networking resources. To do
this, XDMoD harvests data from the various resources and
displays the resulting job, usage, and accounting metrics over
any desired timeframe, using the XDMoD web interface and
its array of visual analysis and charting tools. See Figure 1
for a view of the XDMoD user interface.
Scientific workflows, here called simply workflows, execute

a series of computational or data manipulation steps. Work-
flows may consist of automated software pipelines, or loosely
associated tasks executed one after the other. Workflows typi-
cally entail the use of widely distributed computing resources
ranging from storage to compute nodes, and may enable the
processing and analysis of data from large-scale scientific
experiments. Workflows can help to organize, streamline, and
document the scientific process, and can be shared along with
datasets, assisting with reproducibility.
XDMoD is instrumented to collect metrics on many aspects

of high-performance computing, but it does not comprehen-
sively collect and associate data on scientific workflows. One
of the obstacles is that any individual workflow may perform
many disparate tasks on a variety of resources. Desirable
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Fig. 1. Example screenshot of the XDMoD web interface showing usage, per-
formance data and quality-of-service metrics for an academic HPC resource.

data on workflows should describe numerous facets of these
computations, such as network usage incurred by transferring
large data sets, network usage outside of HPC resources, and
resource usage on non-HPC computational infrastructure, such
as webservers and databases. Standardizing instrumentation
across resources and connecting the dots between workflow
components and tasks present a challenge to workflow moni-
toring. A goal is to instrument computing resources so that we
can better understand network usage by even informal work-
flow jobs that involve substantial data transfer in addition to
computation. However, substantial information about several
aspects of workflow usage, such as network usage within the
HPC stage of workflow jobs, can be gleaned from XDMoD
now. With this paper we explore the monitoring already in
place, as well as the components still needed, to achieve
monitoring of workflows at this level.

II. PRIOR WORK

A. System monitoring

A number of monitoring tools can be used to track HPC
performance; a few open-source examples include Ganglia [7],
Lightweight Distributed Metric Service (LDMS) [8], [9],
[10], Performance Co-Pilot (PCP) [11], TACC Stats [12], and
XALT [13]. Others are discussed elsewhere [14]. Most of these
tools track hardware and OS performance counters, enabling
determination of computational nodes’ performance. Indeed,
several of these tools (PCP [11], TACC Stats [12]) provide
raw system-level performance data to the XDMoD processing
pipeline. Network monitoring of data transfers, and large scale
file transfer monitoring, has been addressed by Globus and
others [15], [16], [17].

One of XDMoD’s strengths lies in its modular design,
which permits incorporation of new data sources, enables
configuration for use on different systems, and provides views
tailored to a range of user roles, from center directors to
application developers. As architectures and practices evolve,

XDMoD can be adapted to monitor them. The present effort to
improve monitoring of workflows is just one example of efforts
to adapt XDMoD to changing computational paradigms.

B. Workflows

Workflows are computational tasks that involve multiple
distinct steps. For example, a simple workflow could involve
copying data from a database to a shared storage area, running
computational tasks on the data to produce some output,
and then storing the output in a destination database. Each
individual task may itself involve multiple stages. The compu-
tational task could involve, for instance, a serial pre-processing
step, compute-intensive parallel processing, and finally, a serial
post-processing task.
Web-based science gateways are an example of workflows.

For the I-TASSER (Zhanglab) Gateway [18] workflow, the
process begins when a user accesses the webserver and submits
input data, which is validated and then copied over a network
for further processing on a compute cluster. Next, the data are
prepared and an HPC job is submitted to the XSEDE Comet
resource. Once the HPC job is complete, the results are copied
back to the gateway cluster, and final processing generates
web page output. Finally, the user is sent an informational
email, and can then access the webserver and download the
results. Each step summarized here itself consists of multiple
computational and data processing tasks.
Workflows can take on several different forms. They can be

based on formal workflow utilities such as Pegasus [19] and
Apache Taverna [20], or specifications such as the Common
Workflow Language (CWL) [21] and Open Workflow Defini-
tion Language (OWDL) [22]. They can be produced by spe-
cific procedures encoded on gateways such as Zhanglab [18],
as described above, and many others in XSEDE [23]. Prob-
ably most commonly, workflows can be informal, custom
procedures to transfer data and then operate on it, which are
developed to address some specific processing requirement.
High-level monitoring of workflows is critical to ensuring

access to resources and planning for future acquisition, among
other concerns. Workflow monitoring is provided by a num-
ber of utilities and gateway frameworks, including Apache
Airavata [24], PIM [25], and others. For example, Apache
Airavata XBaya, which supports various workflow runtimes, is
capable of tracking workflow progress either synchronously or
asynchronously; similarly, Pegasus and others offer extensive
workflow monitoring capabilities.
Much workflow monitoring is understandably focused on

development-time tracking, error detection and recovery, es-
tablishing correctness and performance, and verifying prove-
nance [26], [27]. This focus is needed to produce useful,
extensible workflows and advance scientific results. However,
monitoring that takes a longer view will help to establish
trends in the demand for workflows. Accessing and cataloging
the metadata collected by workflow runtimes will be key to
establishing these pipelines and ultimately providing these
metrics. In this paper we pursue some higher-level aspects
of workflow monitoring to enable a better understanding of
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Fig. 2. GHub crevasse detection workflow schematic. Yellow=user tasks;
blue=tasks automated in software, illustrates how the workflow handles data
wrangling and HPC job submission. Previously, scientists performed all steps
of the workflow manually.

workflow demand and the corresponding computational and
infrastructure needs of these useful tools.

III. WORKFLOW CASE STUDIES

To illustrate the issues presented by data-intensive work-
flows, we present two case studies that show different types
of issues from a monitoring perspective.

A. Crevasse detection workflow

An example of a workflow that encompasses data acquisi-
tion and processing followed by computation is a crevasse
detection workflow that runs on the Greenland Hub Gate-
way [28] hosted at the University at Buffalo (UB) Center for
Computational Research (CCR) [29]. In Southeast Greenland,
cold air temperatures and high snowfall rates give rise to
firn aquifers, vast stores of liquid water beneath the ice-sheet
surface [30]. Though invisible from the surface, firn aquifers
drain through crevasses to the glacier bed, influencing the
flow of the ice above [31]. The crevasses, which are variable
from one year to the next, are visible from the surface. Better
information on crevasse location is needed to inform the
glacier melting models prepared by ice-sheet scientists.

The crevasse detection workflow provides a direct way
to infer the drainage patterns of the firn aquifers around
Greenland in space and time. Figure 2 shows the workflow
consisting of multiple, formerly user-intensive processes that
are pipelined together.

A user submits the year range, crevasse detection toler-
ances, and the latitude/longitude bounds of interest, using a
Jupyter Notebook hosted on the GHub gateway [32]. The
Pegasus workflow then allocates compute nodes on the CCR
academic HPC cluster, from which it accesses, processes, and
grids the appropriate IceBridge altimetry datasets from the

National Snow and Ice Data Center (NSIDC) [33]. It then
runs a crevasse-identifying algorithm on the gridded data [34].
Finally, the workflow returns the results for the user to view
and download. Results include plots and text files of crevasse
size, shape, depth, and locations. Refer to Figure 3 for an
example output plot from the workflow showing identified
crevasse features.

Fig. 3. GHub crevasse detection workflow output. Features depicted in the
bottom plot signify crevasses identified according to user-supplied tolerances.

Typically, substantial user interaction would be required
to complete each of the steps in this computation. To run
this workflow, however, the user need only interact with a
GUI running in a web browser. This workflow pushes both
the management of the job and the data selection, transfer,
and conversion into the background, allowing the scientist to
focus on their analysis. The workflow can be readily shared
along with datasets, peer reviewed papers, and conference
presentations, for reproducible and shared research outcomes.
XDMoD can provide a time evolution view of the HPC

portion of formal workflows of this sort. The two timeseries
plots in Figure 4 illustrate a crevasse workflow job with its
initial data transfer step that ran within the HPC job portion
of the workflow. In the bottom plot, data staging can be seen
as two spikes that occur in the data transfer rate; once the
data have been programmatically selected on NSIDC’s web
portal [35] and downloaded to the HPC resource’s scratch
space, the CPU User % rises, as shown in the top plot,
indicating that the staged data are being processed.
Figure 5 shows average CPU User % for selected workflow

jobs. These jobs were submitted to UB CCR HPC resources by
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Fig. 4. XDMoD timeseries plots from an individual HPC job show the effect
of workflow data staging. Top plot shows the CPU User % on the compute
nodes; bottom plot shows data transfer rates between the compute nodes and
the parallel filesystem (MiB/second). Note the peaks corresponding to fetching
the dataset (bottom) precede the high CPU usage (top) which indicates actual
processing.

two HUBzero-based gateways, VHub1 and GHub,2 from 2019-
03-01 to 2020-03-31. Most are workflow jobs run via Pegasus.
This figure illustrates the conundrum posed by these jobs:
While we can fully characterize them on the system side, we
have little to no insight into how the workflow was developed
and deployed. By making performance profiles available to
workflow developers and end users, real gains can be made in
understanding overall workflow efficiency.

B. Informal genomics workflow

Recent technological advances in the biological sciences
field of next-generation sequencing has led to a dramatic
increase in data production and demand for computational
power. Each data point produced by such sequencing platforms
consists of strings of “A”, “G”, “C”, and “T” characters, fifty
to three hundred elements long, representing the sequenced
DNA, along with associated data quality scores. Illumina-
based sequencing platforms, such as the NovaSeq, are capable
of producing 10 billion data points in the course of 48 hours.
The task of routinely analyzing this large quantity of complex
data requires scientific workflows.

Once sequenced on the Illumina platform, the data undergo
primary and secondary analysis using CCR’s compute clusters.
Figure 6 shows the CPU User % and data transfer rate for

1https://vhub.org
2https://vhub.org/groups/ghub/

Fig. 5. Workflow jobs submitted from the GHub and VHub gateways, 2019-
03-01 to 2020-03-31, are characterized by their CPU user time efficiency in
this XDMoD plot (100% is full CPU usage by the user application). Here,
fully 50% of the jobs show CPU User % of 70% or better (Reading clockwise
from the top of the chart, medium blue, >90%; red, 80–90%, and dark grey,
70–80%).

a genomics workflow. This workflow uses the HISAT2 [36]
alignment program to map next-generation sequencing reads.
For RNA sequencing experiments, raw sequencing data is
submitted for transcriptomic alignment to standard reference
genomes using HISAT2. During alignment, each character
string of DNA is compared against a reference genome
containing the sequence for the appropriate organism. Each
Illumina-based sequencing experiment produces data for mul-
tiple biological samples (typically between 6 and 48), each
requiring alignment. Using a custom batch script, samples and
their reference data are submitted to the HPC resource, each
sample as a separate job. HISAT2 then processes the sequence
data, and maps each data point to the reference genome.
Once each data point has been associated to the correct
position in the reference, the data set is sorted along a linear
representation of the specified reference using a coordinate
based system. This final step, in which each data point is
coordinate-sorted and written out to the final output file, is
typically I/O bound.
The runtime performance of the full genomics workflow is

dictated by two primary factors, depth-of-sequencing (number
of data points per sample), and the size of the reference
genome. For instance, the human reference genome has more
than three-billion nucleotides, whereas the E. coli bacterium
has just over five million nucleotides. This dramatic difference
in reference genome size directly impacts the time for align-
ment and final sorting. This HISAT2-based workflow is the
most common sequencing pipeline used by the UB Genomics
and Bioinformatics Core facility, with slight variations depen-
dent on the biological questions being addressed.
Due to the size and number of input files, data staging is

a critically important element of genomics workflows. The
sequencing instruments used by UB’s Genomics Core are di-
rectly connected to CCR’s HPC storage systems, and typically
produce several TiB per run. Despite the direct connection,
data transfers from the sequencers to the HPC storage are not
currently tracked, making it difficult to associate data transfers
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Fig. 6. XDMoD timeseries plots from an individual HPC job show a workflow
pipeline in which the data was pre-staged. Top plot shows the CPU User % on
the compute nodes; bottom plot shows data transfer rates between the compute
nodes and the parallel filesystem (MiB/second). Note the initial CPU intensive
stage (top), followed by post processing writing out the results (bottom).

with the corresponding downstream HISAT2 alignment jobs.
However, even if the resources were instrumented to monitor
the data transfer, linking the data staging to the actual informal
workflow job would still be challenging.

As a result, the XDMoD timeseries plots illustrating the
workflow fail to capture the initial data transfer step, as shown
in Figure 6. As before, the top plot shows CPU User %, and
the bottom shows data transfer rate, but the dataset is already
staged, in contrast to that shown in Figure 4. The workflow
itself is constrained by the underlying filesystem, resulting in
the tight correlation seen between CPU and I/O load in Figure
6. However, this workflow is able to take good advantage of
processing power by ensuring that the necessary data are close
to the processors. The job illustrated here was also memory
intensive, hence the filesystem performance was exposed due
to the lack of I/O caching in memory.

In the case of the genomics workflow, it is less clear that any
inefficiency is incurred by the data transfer time itself, given
that data transfer happens asynchronously with the computing
portion of the work. Certainly there is a time cost to the data
transfer, however, in that the compute portion must wait until
the initial transfer is complete.

In contrast to the Pegasus workflow described in Section
III-A above, many data-intensive scientific workflows are ad-
hoc, requiring user intervention for data transfer and pro-
cessing, and complicating metric collection on these jobs. In
order to determine data transfer information for these informal

workflows, it may be necessary to secure cooperation or data
sharing from the submitting user, in addition to instrumenting
the transfer or compute nodes.

IV. ANALYSIS

A. Computational signatures of workflows

Though there is great variation among workflows, both
formal and informal, a common factor is the substantial use
and transfer of datasets. Indeed, workflows exist because they
can smoothly incorporate the handling, transfer, validation and
conversion of data together with computation steps, simpli-
fying the execution of these processes. The movement of
large datasets for custom user workflows is not specifically
tracked in XDMoD. To demonstrate that this hampers our
understanding of the true resource use of workflows, we
investigated ways that large data transfer workloads differ
from routine HPC jobs. To do so, we compared the XSEDE
jobs that most heavily used the Lustre parallel filesystem with
those that showed average Lustre usage. The data are from
the XDMoD database for XSEDE from 2019–2020; analysis
includes approximately 15M jobs; the results are shown in
Figure 7. Not surprisingly, for the large data transfer jobs, the
CPU spends a higher fraction of its time in system mode. This
time spent in system mode represents the system overhead on
handling and transferring datasets of substantial size.
Unfortunately, the main effects of transferring large data sets

in preparation for computation is the time spent on transfer
nodes, which delays the time to science and exaggerates bot-
tlenecks in the parallel filesystems. These drawbacks manifest
in increased job wall time, which decreases resource efficiency
and throughput. However, these effects are not well captured
to date.
For example, most if not all large filesystems provide

monitoring tools that can be used to track usage due to various
activities. Figure 8 shows one such annual plot for a local
HPC resource [29] running IBM’s Spectrum Scale (formerly
known as GPFS). While the overall traffic shown can be
traced to individual users, the filesystem reporting provides
no insight into per-job data movement. One can subtract the
job contribution (measured by XDMoD and its supporting
toolchains) from the filesystem view, but that is still not
sufficient to identify the actual workflow contributions (some
contributions can instead be due to completely unrelated lower
priority tasks such as remote backup, synchronization, etc.).

B. Workflows and gateways

In recent years, there has been a substantial gain in science
gateways usage as a percentage of NSF XSEDE usage [37],
[38]. Gateway jobs that run on computing resources external to
the gateways themselves can be considered to be workflows,
at least nominally; such jobs must stage and transfer data,
queue and run remote computations, then collect, transfer, and
represent the results for the gateway enduser to collect. Figure
9 shows the growth of gateway usage (in CPU Hours) on the
SDSC’s Comet resource over the five year period 2015–2020.
Note the log scale on the y-axis and the order of magnitude
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Fig. 7. Density plot of the number of jobs of HPC jobs running on XSEDE
resources broken down by the fraction of time the O/S on the compute nodes
ran in system mode. For jobs that transfer more data to the Lustre parallel
filesystem, the CPU spends a much higher fraction of its time in the system
mode than do jobs with typical Lustre usage. Red line: jobs with Lustre
transmit rates greater than 1012 Bytes; Black line: jobs with Lustre transmit
rates between 108 and 109 Bytes. The data are for XSEDE in the last year
and the analysis includes 15M jobs.

growth in the relative gateway usage, and thus, workflow
usage.

Many of these gateways jobs are large bioinformatics work-
flows. Zhanglab [18] and Cipres [39] are two such bioinfor-
matics gateways, and the two most heavily used in XSEDE.
Figure 10 shows a hint of how such gateway workflows are
different from other jobs on the same resource. The data
plotted in the figure were gathered by XDMoD on SDSC
Comet, an XSEDE resource, during 2019–2020. The analysis
includes 4.5M jobs. As for the large parallel file system usage
jobs, the CPU spends more time in the system mode on these
gateway jobs than on the majority of other Comet jobs, again
suggesting that substantial file transfer may be contributing to
this overhead.

V. DISCUSSION

Since workflows are prominently featured in bioinformatics
and other data-intensive computations, we seek to position
XDMoD to better monitor workflows. Labeling jobs as being
or belonging to workflows, capturing the metadata that de-

Fig. 8. Overall throughput to UB CCR’s scratch filesystem over a one
year period. Top plot shows read/write bandwidth, bottom plot shows I/O
operations.

scribes these jobs, assembling the data from various sources,
determining appropriate metrics, and then designing means of
reporting this information to users must all be considered.
Numerous pitfalls complicate monitoring data transfers in

these informal workflows. These include: time lag between
receiving data from different resources using the workflow,
tracking extent of data transfer, and inferring network speeds.
Additionally, collecting workflow information may require
cooperation (data sharing) from the submitting user, gateway,
and/or workflow framework.

A. Labeling workflow components

For informal workflows, the smaller jobs that form workflow
components must be identified with labels or names. In the
simplest case, consistent job naming schemes could help
identify workflow related jobs so that their metadata could
be processed together. This approach has the advantage of
being simple and robust to the choice of resource manager. Al-
ternately, something akin to Slurm workload characterization
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Fig. 9. XDMoD plot of the growth of gateway usage (CPU Hours) on SDSC
Comet from 2015 to 2020. y axis is log scale. Note the order of magnitude
growth in the relative gateway usage.

Fig. 10. Density plot of the number of jobs comparing CPU System % for
Gateway jobs against other jobs, all run on the SDSC Comet XSEDE resource.
Note the the larger fraction of time that the CPU spends in the System mode
on the gateway jobs. The data, from 2019–2020, encompass 4.5M jobs.

keys (WCKey) could be used to label workflow component
parts [40]. Such keys could be set up for tasks such as the
genomics alignment described in Section III-B. Then, using
the key, Slurm could tag the job. Subsequent processing of
job metadata by XDMoD could then associate job elements
labeled in this way. The disadvantage of such an approach is
that it is specific to the Slurm resource manager.
Many apparently informal workflows consist of compu-

tational tools and software components, strung together to
form workflows. Some such tools are quite sophisticated.
Partnerships with tool developers could help encourage them
to place the right hooks in their codes so that they are chained
together to provide tracking metadata as well as accomplishing
the needed computational work.
In the case of “formal” workflows such as the one described

in Section III-A, some information about the workflow is
known. Even then, however, some workflows are missed.
Classification of the job software may be incorrect, or job
names may be misleading. Even for these workflows, labeling
and naming can be useful.

B. Job characteristics of interest

In order to monitor and characterize workflows, numerous
types of data should be gathered, and the relevant metrics
offered, for example:

• data transfer rates and network usage;
• CPU usage;
• CPU counters;
• network usage outside of HPC resources;
• and resource usage on non-HPC infrastructure, such as

webservers and databases.
This list is not intended to be comprehensive, but rather to
illustrate the current set of metrics useful for characterizing
workloads. The onus is then on the ability to systematically
harvest these metrics for workflows.

C. Capturing workflow information

Once workflows are labeled and identified, the next step is
capturing their information. In the case of formal workflows,
numerous frameworks such as Pegasus and others provide
extensive means for monitoring different workflow stages and
components. The challenge for a system such as XDMoD
would lie in collecting, associating, and aggregating these
data, in a fashion sufficiently general for different workflow
specification standards to make use of it. Ideally, user commu-
nities could assist by developing and contributing adapters for
different workflow specifications’ data, enabling unified data
collection. Additionally, for formal workflows, it should be
possible to capture the workflow data transfers per job, since
file staging is controlled within the workflow.
Informal workflows, which are not organized using work-

flow specifications or software, make information capture
much more difficult. The data collection options presented by
workflow frameworks are absent in this case. For informal
workflows, associating data such as network transfers with
a given workflow is also more of a challenge. These could
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be inferred based on time, however, this will result in false
positives. Liu et al. [16] developed a system for automatically
identifying I/O intensive jobs from the logs of the filesystem
I/O nodes. They were able to mine the correlation between
I/O traffic and application executions to obtain information
on application I/O patterns. This data mining relies on the
assumption that a given application has a consistent I/O pattern
that remains the same between different HPC jobs. Such an
approach might be useful here.

Once we know the data transfer is occurring inside the
workflow, we can make inferences about network speed, etc.
Monitoring information collected from gateway frameworks
will be useful, in the case of formal workflows. Instrumen-
tation of transfer nodes or logs from, e.g., Globus can also
be put to use. It may be possible to note where low CPU
User figures correspond to data fetch. Furthermore, known
workflow jobs (e.g.) could be represented in a way that
highlights the different aspects of the workflow, time taken
in different inferred tasks, for instance. In addition to metrics
currently collected by XDMoD, it will be important to tie
into both additional monitoring tools, like perfSONAR[17] for
networking and Globus[15] for large scale file transfer, as well
as formal workflow tools like Pegasus and similar frameworks.

Although there are commercial products [41] that do in-
frastructure and application monitoring on clouds, including
hybrid clouds, these products do not work with applications
involving complex workflows or require large effort for every
specific workflow. However, these products have sophisticated
methods for doing synthetic (active) monitoring to simulate a
path that a customer would take to execute their application.
These paths can then be continuously monitored for avail-
ability, response time and functionality. Combining synthetic
and passive monitoring (as in current verion of XDMoD) will
allow for quantifying user experience.

VI. CONCLUSION & FUTURE WORK

Workflows will continue to grow in importance in com-
putational science and engineering, particularly as more re-
searchers engage from diverse fields of study. As more compu-
tational resources are located off premise (e.g., clouds), how do
we ensure that these workflows achieve maximum efficiency
in computation, storage, and network usage?

• Provide quantitative feedback on performance and utiliza-
tion to both developers and users,

• Expose the underlying bottlenecks in all aspects of the
environment,

• Gather information regarding workflows (formal and in-
formal) across various disciplines and resources for a
holistic view.

It will be increasingly important to tie together the disparate
sources of metrics, including everything from workflow frame-
work monitoring outputs, and network information, to provide
a comprehensive view of overall workflow performance.
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