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Abstract— We formulate a general mathematical framework

for self-tuning network control architecture design. This prob-

lem involves jointly adapting the locations of active sensors

and actuators in the network and the feedback control policy

to all available information about the time-varying network

state and dynamics to optimize a performance criterion. We

propose a general solution structure analogous to the classical

self-tuning regulator from adaptive control. We show that a

special case with full-state feedback can be solved in principle

with dynamic programming, and in the linear quadratic setting

the optimal cost functions and policies are piecewise quadratic

and piecewise linear, respectively. For large networks where

exhaustive architecture search is prohibitive, we describe a

greedy heuristic for joint architecture-policy design. We demon-

strate in numerical experiments that self-tuning architectures

can provide dramatically improved performance over fixed

architectures. Our general formulation provides an extremely

rich and challenging problem space with opportunities to

apply a wide variety of approximation methods from stochastic

control, system identification, reinforcement learning, and static

architecture design.

I. INTRODUCTION

Emerging complex dynamical networks present tremendous
challenges and opportunities to fundamentally reimagine
their control architectures and algorithms. In large-scale
networks, the structure of the control architecture – the
locations of sensors, actuators, and their communication
pattern – is crucial to performance and robustness properties
and an important design consideration. Much of control theory
operates with fixed control architectures, with the design
focused almost entirely on the control policy rather than
the architecture. There is a long history in adaptive control
and reinforcement learning of adapting policy parameters
online to measured data and/or identified models, but these
ideas have never been applied to the architecture itself in
a feedback loop with measured data. Here we propose self-

tuning network control architectures that jointly adapt the
policy and architecture online to measured data, in analogy
to the classical self-tuning regulator in adaptive control [1].

Such self-tuning architectures are compelling for emerging
large infrastructure networks and complex, high-dimensional
networks with time-varying phenomena. This includes, for
example, power grids with massive penetration of inverter-
based resources, mixed-mode transportation networks, epi-
demic/information spread in social networks, and economic
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activity in large economies. New sensing and actuation tech-
nologies are being rapidly integrated and offer an increasingly
large number of points from which to estimate and control
complex dynamic phenomena. However, resource and budget
constraints may limit the number of sensors and actuators
that are active at a given time. When the network state and/or
dynamics evolve to conditions that limit the effectiveness of a
fixed set of sensors and actuators, self-tuning architectures can
provide significantly improved performance and robustness.

There is a vast and rapidly growing literature in adaptive
control [1] and reinforcement learning (RL) [2], [3] that
focuses on adapting policy parameters based on measured
data. The self-tuning regulator [1] is a prototypical adaptive
control approach where model parameters related to the
system dynamics are estimated online from data and then used
to adapt the parameters of a feedback policy through a control
design procedure. This approach can flexibly accommodate
many combinations of parameter estimation and control
design methodologies. There are several other approaches in
adaptive control and RL of indirect and model-free flavors
that adapt policy parameters through estimation of other
quantities, such as value functions and policy gradients.
However, most work in adaptive control and RL focuses
on individual systems, and work in a network context utilizes
architectures with fixed locations for sensors and actuators.

Designing network control architecture to optimize control-
lability and observability metrics has received considerable
attention in recent years [4]–[10]. However, the architecture
design is largely treated as a single static design problem.
Some works have studied time-varying actuator scheduling
[11]–[15], but the architecture, while time-varying, remains
in open-loop and does not adapt to changing network state
or dynamics. Very recent work has considered selecting
actuators for uncertain systems based on data measured from
the system in limited settings with linear systems and specific
controllability metrics [16], [17].

Here we aim to bring together in a broad way network
control architecture design with feedback, adaptive control,
and RL. Our main contributions are as follows:

1) We formulate a general mathematical framework for self-
tuning network control architecture design and propose
a general solution structure analogous to the classical
self-tuning regulator from adaptive control.

2) For a special case with full-state feedback and known
dynamics, we show that dynamic programming can solve
the problem in principle, which couples feedback policy
design with a search over architecture combinations.

3) In the linear quadratic setting, we show that the optimal
cost functions and policies are piecewise quadratic and
affine, respectively. We also propose a computationally
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tractable greedy heuristic for self-tuning LQR architec-
tures.

4) We demonstrate in numerical experiments that self-
tuning architectures can provide dramatically improved
performance over fixed architectures.

Our general formulation provides an extremely rich and
challenging problem space with opportunities to apply a
wide variety of approximation methods from stochastic
control, system identification, reinforcement learning, and
static architecture design.

II. SELF-TUNING NETWORK CONTROL ARCHITECTURES

We first formulate a general mathematical framework
for self-tuning network control architectures. Consider a
dynamical network with underlying graph G = (V,E(t)),
where V = {1, ...,n} is a set of nodes and E(t) ✓ V ⇥V

is a time-varying set of edges connecting nodes over a
discrete time horizon t 2 [0, . . . ,T ]. We associate a state
variable xi(t) 2 Xi with node i 2 V . The network state
is x(t) = [x1(t),x2(t), ...,xn(t)] 2 X = Pn

i=1Xi. The edges
represent dynamical interactions between nodal states.

state: x(t1)

dynamics: �t1
<latexit sha1_base64="Q+8zI0DdmwAkdpi2EOPuzHrFGKQ=">AAACJHicbVC7SgNBFJ2N7/UVtbQZDIo2YTcKijZBG8sIRoVsWGYnN2bI7IOZu2JY8jE2/oqNhQ8sbPwWJ+sWmnhg4HDOudy5J0ik0Og4n1Zpanpmdm5+wV5cWl5ZLa+tX+k4VRyaPJaxugmYBikiaKJACTeJAhYGEq6D/tnIv74DpUUcXeIggXbIbiPRFZyhkfzyyY6HcI+ZRoZwPKQevd9F392jnmcXVmcQsVBwnbse9gCZn5nM0C9XnKqTg04StyAVUqDhl9+8TszTECLkkmndcp0E2xlTKLiEoe2lGhLG++wWWoaataDbWX7kkG4bpUO7sTIvQpqrvycyFmo9CAOTDBn29Lg3Ev/zWil2j9qZiJIUIeI/i7qppBjTUWO0IxRwlANDGFfC/JXyHlOMo+nVNiW44ydPkqta1d2v1i4OKvXToo55skm2yC5xySGpk3PSIE3CyQN5Ii/k1Xq0nq136+MnWrKKmQ3yB9bXN3hTpBw=</latexit>

state: x(t2)

dynamics: �t2
<latexit sha1_base64="Or4L7qAZ2bqPEomWtC5ITiePkZk=">AAACJHicbVC7SgNBFJ2NrxhfUUubwaBoE3ajoGgj2lgqmChkwzI7uTFDZh/M3JUsy36Mjb9iY+EDCxu/xUmyha8DA4dzzuXOPX4shUbb/rBKU9Mzs3Pl+crC4tLySnV1raWjRHFo8khG6sZnGqQIoYkCJdzECljgS7j2B2cj//oOlBZReIVpDJ2A3YaiJzhDI3nV420XYYiZRoZwlFOXDnfQa+xS160UVjcNWSC4Hrsu9gGZl5lM7lVrdt0eg/4lTkFqpMCFV311uxFPAgiRS6Z127Fj7GRMoeAS8oqbaIgZH7BbaBtq1oLuZOMjc7pllC7tRcq8EOlY/T6RsUDrNPBNMmDY17+9kfif106wd9jJRBgnCCGfLOolkmJER43RrlDAUaaGMK6E+SvlfaYYR9NrxZTg/D75L2k16s5evXG5Xzs5Leookw2ySXaIQw7ICTknF6RJOLknj+SZvFgP1pP1Zr1PoiWrmFknP2B9fgF7gaQe</latexit>

state node
<latexit sha1_base64="rEDuXieRgMuBb+yoQW0FMfbiSGE=">AAAB+3icbVDLSgNBEJz1GeMrxqOXwaB4CrtR0GPQi8cI5gHJEmZnO8mQ2dllplcSlvyKFw+KePVHvPk3Th4HTSxoKKq66e4KEikMuu63s7a+sbm1ndvJ7+7tHxwWjooNE6eaQ53HMtatgBmQQkEdBUpoJRpYFEhoBsO7qd98Am1ErB5xnIAfsb4SPcEZWqlbKJ53EEaYGWQIVMUhTLqFklt2Z6CrxFuQElmg1i18dcKYpxEo5JIZ0/bcBP2MaRRcwiTfSQ0kjA9ZH9qWKhaB8bPZ7RN6ZpWQ9mJtSyGdqb8nMhYZM44C2xkxHJhlbyr+57VT7N34mVBJiqD4fFEvlRRjOg2ChkIDRzm2hHEt7K2UD5hmHG1ceRuCt/zyKmlUyt5lufJwVareLuLIkRNySi6IR65JldyTGqkTTkbkmbySN2fivDjvzse8dc1ZzByTP3A+fwAvtpSJ</latexit>

active actuator
<latexit sha1_base64="bljsGJUW1y+L1Jm/PZFNYGYcK/c=">AAACAHicbVC7SgNBFJ2NrxhfqxYWNoNBsQq7UdAyaGMZwTwgCWF2cpMMmX0wczcYlm38FRsLRWz9DDv/xkmyhSYeuNzDOfcyc48XSaHRcb6t3Mrq2vpGfrOwtb2zu2fvH9R1GCsONR7KUDU9pkGKAGooUEIzUsB8T0LDG91O/cYYlBZh8ICTCDo+GwSiLzhDI3Xto7M2wiMmjKMYAzUtZhiqtGsXnZIzA10mbkaKJEO1a3+1eyGPfQiQS6Z1y3Ui7CRMoeAS0kI71hAxPmIDaBkaMB90J5kdkNJTo/RoP1SmAqQz9fdGwnytJ75nJn2GQ73oTcX/vFaM/etOIoIoRgj4/KF+LCmGdJoG7QkFHOXEEMaVMH+lfMiUicFkVjAhuIsnL5N6ueRelMr3l8XKTRZHnhyTE3JOXHJFKuSOVEmNcJKSZ/JK3qwn68V6tz7mozkr2zkkf2B9/gA87pbT</latexit>

active sensor
<latexit sha1_base64="+nBCfjHbg1mhMaix216w0IpzZPQ=">AAAB/nicbVDLSgNBEJyNrxhfUfHkZTAonsJuFPQY9OIxgnlAEsLspJMMmZ1dZnqDYQn4K148KOLV7/Dm3zhJ9qCJBQ1FVTfdXX4khUHX/XYyK6tr6xvZzdzW9s7uXn7/oGbCWHOo8lCGuuEzA1IoqKJACY1IAwt8CXV/eDv16yPQRoTqAccRtAPWV6InOEMrdfJHZy2ER0wYRzECakCZUE86+YJbdGegy8RLSYGkqHTyX61uyOMAFHLJjGl6boTthGkUXMIk14oNRIwPWR+alioWgGkns/Mn9NQqXdoLtS2FdKb+nkhYYMw48G1nwHBgFr2p+J/XjLF33U6EimIExeeLerGkGNJpFrQrNHCUY0sY18LeSvmAaZuFTSxnQ/AWX14mtVLRuyiW7i8L5Zs0jiw5JifknHjkipTJHamQKuEkIc/klbw5T86L8+58zFszTjpzSP7A+fwBsTaV9g==</latexit>

Fig. 1: Illustration of a Self-Tuning Network Control Archi-
tecture with sensor and actuator locations adapting to the
time-varying network state and dynamics.

We define a finite set of possible actuator locations in the
network U = {u1,u2, ...,uM}, each of which corresponds to
an input signal ui(t) 2Ui that affects the state dynamics in a
distinct way. Similarly, we define a finite set of possible sensor
locations Y = {y1,y2, ...,yP}, each of which corresponds to a
distinct output measurement yi(t) 2Yi related to the network
state. For a subsets of actuators St ⇢ U and sensors Tt ⇢
Y that are active at time t and specify input and output

signals u
St (t) 2 Pi2St

Ui and y
Tt (t) 2 Pi2Tt

Yi, respectively,
the network dynamics are given by

x(t +1) = f
St

qt
(x(t),uSt (t),w(t)) (1)

y
Tt (t) = h

Tt

qt
(x(t),v(t)), (2)

where w(t) is a stochastic disturbance iid from a distribution
function P

qt

w
, v(t) is measurement noise iid from a distribution

function P
qt

v
, and qt is a (generally) unknown and time-varying

dynamics parameter specifying the dynamics map f
St

qt
and

measurement map h
Tt

qt
. Broadly, the goal is to jointly adapt

the active sensors and actuators and the control inputs to
all available information about the time-varying network
state and dynamics parameter to optimize a performance
objective. Certain network states and dynamics may render a
fixed network control architecture ineffective, which motivates
adapting not just the input signal, but also the architecture.
When the dynamics parameter is unknown, this may involve
a combination of statistical estimation/identification of qt and
control design based on an estimate for qt and a representation
of the estimation uncertainty.

A. A Cardinality-Constrained Architecture Design Problem

Let UK = {S 2 2U | |S| = K} and YL = {T 2 2Y | |T | = L}
denote all possible actuator and sensor subsets of cardinality K

and L, respectively. Let y0:t = [yT0(0),yT1(1), ...,yTt (t)] 2Y0:t
and u0:t�1 = [uS0(0),uS1(1), ...,uSt�1(t� 1)] 2 U0:t�1 denote
the output and input histories, respectively. We define an
architecture-policy pt : Y0:t ⇥U0:t�1 ! YL⇥UK ⇥Pi2St

Ui

with St 2 UK as a mapping from the input-output history to
sensor and actuator subsets and the next input and output,
so that u

St (t) = p̄t(y0:t ,u0:t�1) and y
Tt+1(t + 1) = h

Tt+1
qt+1

(x(t +
1),v(t +1)). Thus, an architecture-policy specifies both a set
of active sensors and actuators at each time and a feedback
policy specifying the control input for active actuators at
each time; i.e., pt defines the triple (St ,Tt+1, p̄t) specifying
which actuators to utilize next, which measurements to collect
next, and which input values to apply based on all available
information. Each component of (St ,Tt+1, p̄t) depends on the
available information. For a finite time horizon of length T ,
we define p = [p0,p1, ...,pT �1].

For a given architecture-policy p with u
St (t) =

p̄t(y0:t,u0:t�1), we define a cost function for initial state
x(0) = x

Jp(x) = Ew,v

T �1

Â
t=0

ct(x(t),u
St (t))+ cT (x(T )), (3)

where ct : X ⇥ Pi2St
Ui ! R is a stage cost function,

cT : X ! R is a terminal cost function, and expectation
is taken with respect and disturbance and measurement
noise sequences. The self-tuning network architecture design
problem is then to find an optimal architecture-policy, i.e.

J
⇤(x) = min

p
Jp(x), p⇤ 2 argmin

p
Jp(x). (4)

This problem is extremely challenging, as it combines
already challenging (stochastic, nonlinear, output-feedback,
data-driven) feedback control design with a combinatorial
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architecture search. Generally this of course will require
approximation and heuristics for both control and architecture
design. Nevertheless we believe this general formulation
provides an extremely rich problem space with many exciting
possibilities to apply a wide variety of approximation methods
from stochastic control, system identification, reinforcement
learning, and static network control architecture design.

network

controller

joint architecture  
& policy design

network 
model estimator

model uncertainty  
estimator

w
<latexit sha1_base64="K+iivrhdeUPnWoxmB5CJQNdKl6I=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHbRRI9ELx4hkUcCGzI79MLI7OxmZlZDCF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmpWyd1Gu1C9L1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOYDjP8=</latexit>

u
<latexit sha1_base64="wnFhQNKUlf0HWa+NJZ/ckTw+BdQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZtovV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucP4vuM/Q==</latexit>

self-tuning network control architecture 

J
<latexit sha1_base64="9AyvBswXAUOScjhKJQccLbYF3po=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BL+IpAfOAZAmzk95kzOzsMjMrhJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781hMqzWP5YMYJ+hEdSB5yRo2V6ve9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpexflSv2yVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PovDjvzseiNedkM8fwB87nD6HPjNI=</latexit>

y
<latexit sha1_base64="B/gN6atBdZqS4ammKACDMm5BdGc=">AAACE3icbZDLSsNAFIYn9VbjrerSTbQI4qIkVdBlURduxCr2Ak0ok+lJO3QyCTMTIYS+gdv6Mu7ErQ/gu7hw0nahrQcGPv5zmXN+P2ZUKtv+MgpLyyura8V1c2Nza3untLvXlFEiCDRIxCLR9rEERjk0FFUM2rEAHPoMWv7wOs+3nkFIGvEnlcbghbjPaUAJVlp6TM1uqWxX7ElYi+DMoIxmUe+Wvt1eRJIQuCIMS9lx7Fh5GRaKEgYj000kxJgMcR86GjkOQXrZZNORdayVnhVEQj+urIn6uyPDoZRp6OvKEKuBnM/l4n+5TqKCSy+jPE4UcDL9KEiYpSIrP9vqUQFEsVQDJoLqXS0ywAITpc0x3RvQtwi403PvYxBYReI0c7Hoh5SPJuAeujlru5x5cxahWa04Z5Xqw3m5djUzrogO0BE6QQ66QDV0i+qogQgK0Asao1djbLwZ78bHtLRgzHr20Z8wPn8AVACemg==</latexit>

Fig. 2: A Self-Tuning Network Control Architecture.

B. Self-Tuning Architectures

A block diagram illustrating a general self-tuning network
control architecture is shown in Figure 2, which is analogous
to the classical self-tuning regulator from adaptive control.
The architecture can be viewed as a pair of coupled loops.
An inner loop features the dynamical network in closed-loop
with a feedback controller. An outer loop estimates model
parameters qt and a model uncertainty representation (e.g.,
a probability distribution or an uncertainty set) based on
input-output data, which are then fed into a joint architecture-
controller design module that computes sensor and actuator
subsets together with a feedback policy. Our formulation
adapts the architecture and policy parameters at the same
rate, but it is possible (and potentially computationally
advantageous) to use different rates for each of the model
estimation, policy parameter adaptation, and architecture
adaptation. For example, architecture adaptation may occur at
a (much) slower rate than model estimate or policy parameter
updates while still providing substantial performance benefits.
This approach can also be viewed as maintaining a data-
driven “digital twin” of the network and adapting both the
architecture and policy as the digital twin evolves [18].

The self-tuning architecture structure is highly flexible in
terms of the underlying methods for system identification,
feedback control design, and network control architecture

design. Many combinations have been explored in the
literature in the fixed architecture setting. But to our best
knowledge, no prior work has considered adaptation of the
control architecture.

III. DYNAMIC PROGRAMMING FOR SELF-TUNING
ACTUATORS WITH FULL STATE FEEDBACK

We consider a special case where the exact network state
is available for feedback, and the architecture design problem
consists of selecting only actuator subsets at each time
based on the current state and dynamics parameter (or an
estimate thereof). Let x0:t = [x(0),x(1), ...,x(t)]2X0:t denote
the network state history. An architecture-policy pt defines
an active actuator set and feedback policy (St , p̄t) such that
u

St (t) = p̄t(x0:t ,u0:t�1). In general, the self-tuning architecture
involves using the available state-input data (x0:t ,u0:t�1) to
estimate the dynamics parameter qt , and then selecting an
architecture-policy through a control design method.

When the dynamics parameter qt is known, the Markovian
structure allows consideration of architecture-policies of the
current state u

St (t) = p̄t(x(t)). This then permits a dynamic
programming solution to the problem stated in the following
result.

Theorem 1: Consider the optimal control problem

minp Ex0,w ÂT �1
t=0 ct(x(t),uSt (t))+ cT (x(T ))

subject to x(t +1) = f
St

qt
(x(t),uSt (t),w(t))

(5)

The optimal cost function J
⇤(x) defined in (4) is obtained

from the last step of the dynamic programming recursion

JT (x) = cT (x) (6)

Jt(x) = min
(St ,u)2UK⇥Pi2St

Ui

Ew

h
ct(x,u

St )+ Jt+1( f
St

qt
(x,uSt ,w))

i
,

(7)

and corresponding optimal architecture-policies are obtained
via

p⇤
t
(x) 2 argmin

(St ,u)2UK⇥Pi2St
Ui

Ew

h
ct(x,u

St )+ Jt+1( f
St

qt
(x,uSt ,w))

i
.

(8)
Proof: The proof follows the same inductive argument

as in standard dynamic programming [19], except that the
minimization step is performed jointly over architectures
and policies. For each time t 2 [0,T � 1], we define the
tail architecture-policy p t = [pt ,pt+1, ...,pT �1], where pt

specifies (St , p̄t) with u
St (t) = p̄t(x(t)). We then define the

optimal cost-to-go functions at time t for state x(t) = x

J
⇤
t
(x) = min

pt

E[
T �1

Â
t=t

ct(x(t), p̄t(x(t)))+ cT (x(T ))]

with expectation with respect to tail disturbance sequences.
We define J

⇤
T

(x) = cT (x), establishing the inductive base
case.

Now assume for some t that J
⇤
t+1(x) = Jt+1(x). We have

J
⇤
t
(x) = min

pt

Ew[ct(x, p̄t(x))+ [min
pt+1

E[
T �1

Â
t=t+1

ct(x(t), p̄t(x(t)))]]
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= min
pt

[Ewct(x, p̄t(x))+ J
⇤
t+1(x

+)]

= min
pt

[Ewct(x, p̄t(x))+ J
⇤
t+1( f

St

qt
(x, p̄t(x),w))]

= min
pt

[Ewct(x, p̄t(x))+ Jt+1( f
St

qt
(x, p̄t(x),w))]

= min
(St ,u)2UK⇥Pi2St

Ui

Ew

h
ct(x,u

St )+ Jt+1( f
St

qt
(x,uSt ,w))

i

= Jt(x),

where the first step follows from the Principle of Optimality
and Markovian structure of the dynamics, the second by
definition of J

⇤
t+1, the third by the state update equation, the

fourth by the induction hypothesis, and the fifth by definition
of the architecture-policy. This establishes the induction step,
and the proof is complete.

A. Self-Tuning LQR Architectures

We now consider a further special case with linear
dynamics and convex quadratic costs. The nodal states are
real-valued vectors xi(t) 2Xi = R

ni , and the network state
is then x(t) 2X = R

N with N = Âi ni. The inputs are also
real-valued vectors ui(t) 2Ui = R

mi . In this setting the set
of possible actuator locations can be identified with a set of
columns that can be used to construct an input matrix. In
particular, we can set U = {b1,b2, ...,bM}, where bi 2 R

N .
For St ⇢ U, we form the input matrix

B
St =

2

4
| | · · · |

bi1 bi2 · · · bik

| | · · · |

3

5 2 R
N⇥|St |, (9)

For |St | = K, there are
�

n

K

�
possible input matrices, up to

permutation of the columns. We can identify this set with UK

so that UK = {B
St 2 R

N⇥|St | | St ⇢ U, |St | = K}. The system
dynamics with active input matrix B

St at time t 2 {0, . . . ,T �
1} is given by

x(t +1) = Ax(t)+B
St u

St (t)+w(t), (10)

where w(t) is an iid R
N-valued zero mean random vector

with covariance matrix W . The following result establishes
a more explicit structure for the optimal cost functions and
architecture-policies.

Theorem 2: Consider the linear quadratic optimal control
problem over state-feedback architecture policies p

minp Ex0,w

h
ÂT �1

t=0 x
T

t
Qtxt +u

T

t
Rtut

i
+ x

T (T )QT x(T )

subject to x(t +1) = Ax(t)+B
St u

St (t)+w(t),
B

St 2 UK .
(11)

The optimal cost-to-go functions and policies obtained
from the dynamic programming recursion (6), (7), (8) for
problem (11) are piecewise quadratic and piecewise linear,
respectively, defined over a finite partition of the state space
R

N .
Proof: The dynamic programming recursion for (11) is

JT (x) = x
T
QT x (12)

Jt(x) = min
(u,BSt )2RK⇥UK

E
⇥
x

T
Qtx+u

T
Rtu+ Jt+1(x

+)
⇤
, (13)

where x
+ = Ax+B

St u+w. To lighten notation we denote the
architecture optimization variable Bt := B

St . The recursion one
timestep backwards from T can be split into a minimization
over u and over BT �1 as,

JT �1(x) = min
BT �12UK

min
u2RK

E
h
x
>

QT �1x+u
>

RT �1u (14)

+(Ax+BT �1u+w)>QT (Ax+BT �1u+w)
i
.

Evidently, the inner minimization over u yields,

u
⇤
T �1(x) =�

⇣
B

ST �1>QT BT �1 +R

⌘�1
B

ST �1>QT Ax.

(15)

Substituting (15) into (14) yields that, for a given BT �1, the
function inside the minimum over BT �1 is quadratic. Since
there are a finite number of choices of BT �1, each depending
on x, it follows that JT �1(x) is piecewise quadratic, and
u
⇤
T �1(x) piecewise linear.

The remainder of the proof can be done by induction on a
standard ansatz, as follows. Suppose Jt(x) = x

>
Pt(Bt(x))x+

qt(Bt(x)), where Pt(Bt(x)) =: P
Bt

t and qt(Bt(x)) depend on
the choice of Bt at time t, which in turn depends on x; in
other words that Jt(x) is piecewise quadratic. We can write,

Jt�1(x) = min
Bt�12UK

min
u2RK

"
tr(PBt

t W )+qt(Bt(x
+))+


x

u

�> 
A
>

P
Bt

t A+Qt�1 A
>

P
Bt

t Bt�1
B
>
t�1P

Bt

t A B
>
t�1P

Bt

t Bt�1 +Rt�1

�
x

u

�# (16)

= min
Bt�12UK

qt(Bt(x
+))+ tr(PBt

t W )+ x
>
h
A
>

P
Bt

t A+Qt�1

�A
>

P
Bt

t Bt�1
�
Bt�1P

Bt

t Bt�1 +Rt�1
��1

B
>
t�1P

Bt

t A

i
x

(17)

= min
Bt�12UK

h
x
>

P
Bt�1
t�1 x

i
+qt�1(Bt�1(x)), (18)

where E[wT

t
Pt+1(Bt(x))wt ] := tr(PBt

t W ), tr(PBt

t W ) +
qt(Bt(x+)) := qt�1(Bt�1(x)), and where the problem in the
last display can be solved by exhaustive search over the

�
n

K

�

elements of UK . It follows that (18) is piecewise-continuous
in x, and piecewise quadratic.

We show a numerical example where we highlight the
‘partition’ of R

N formed by the piecewise continuity of the
value function. Consider the system,

A =


�2.2639 0.6379
�0.2619 0.6383

�
, B 2

⇢
1
0

�
,


0
1

��
, (19)

with cost matrices Q = blkdiag{1,2} and R = 1, and a time
horizon of |T |= 5. By exhaustive search over all trajectories
of length 5, we find the optimal actuator assignment given a
starting point x(0) 2 [�4,4]2. The optimal actuators given a
point x(t) for t 2 [0, . . . ,3] are highlighted in Figure 3.

This result provides an exact algorithm to construct
the optimal cost-to-go functions and policies. However,
the exhaustive search over architectures is computationally
intractable for all but the smallest actuator set cardinalities.
This motivates approximation algorithms for joint architecture-
policy optimization.
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Fig. 3: 10000 points x(t) 2 R2 of (19) sampled in [�4,4]2

over T = [0, . . . ,4] with the optimal actuator highlighted at
times [0, . . . ,3]. Magenta denotes actuator 1, blue actuator 2.

B. A Greedy Heuristic for Self-Tuning LQR Architectures

We now present a simple greedy heuristic to approximate an
architecture-policy. For concreteness, we focus on self-tuning
LQR architectures with a system identification component
for a static dynamics matrix. The network dynamics are

x(t +1) = Aq x(t)+B
St u

St (t)+w(t), (20)

where w(t) is iid zero mean with covariance W . Based on
the state-input history (x0:t ,u0:t�1) the dynamics parameter q
is identified using least-squares estimation, and then a greedy
algorithm is used to select a subset of actuators of cardinality
K to optimize the infinite-horizon LQR control performance
associated with the network model estimated. In particular,
the approximate architecture-policy is

u
S

greedy

t (t) = K
S

greedy

t x(t), (21)

where the computation of K
S

greedy

t is described in Algorithm 1.
Although this greedy algorithm is suboptimal, it renders the
joint architecture-policy design computationally tractable and,
as we will see next, can still provide dramatically improved
performance compared to fixed architectures.

IV. NUMERICAL EXPERIMENTS

A. A Simple Example

We begin with a simple example that clearly demonstrates
the potential benefits of a self-tuning network control archi-
tecture over a fixed architecture. Consider the system

x(t +1) = Aqt
x(t)+B

St u(t)+w(t), (22)

where the dynamics matrix switches occasionally (the ex-
act nature of the switching is not needed to qualitatively
illustrate the basic benefits) between two possible values

Aqt
2
⇢

1 0.5
0.5 1

�
,


1 �0.5
�0.5 1

��
, the control archi-

tectures consist of two possible actuator locations U = {b1 =

Algorithm 1 Greedy Self-Tuning Architecture-Policy Ap-
proximation

Input: State-input history (x0:t ,u0:t�1) at time t, actuator
location set U = {b1,b2, ...,bM}, cost matrices Q, R,
actuator set cardinality K

1: Identify dynamic parameter:
q̂ = argminq Ât�1

t=0 kx(t +1)� (Aq x(t)+B
St u

St (t))k2.
2: Initialize: St = /0, B

St = [].
3: while |St | < K do

4: s
⇤ = argmins2U x(t)T

Psx(t) where Ps = Q+A
T

q̂ PsAq̂ �
A

T

q̂ PsBs(R+B
>
s

PsBs)�1
B
>
s

PsAq̂ and Bs = [BS1 bs]

5: St  St [{s
⇤}, B

St = [BSt bs⇤ ]
6: P = Q+A

T

q̂ PAq̂ �A
T

q̂ PB
St (R+B

St>PB
St )�1

B
St>PAq̂

7: K
S

greedy

t =�(R+B
St>PB

St )�1
B

St PAq̂
Output: u

S
greedy

t (t) = K
S

greedy

t x(t)

[1,1]T ,b2 = [1,�1]T}, and the disturbance is zero-mean
Gaussian w(t)⇠N (0,s2

I). We compare a fixed architecture
with B

St = b1 8t and a self-tuning architecture that allows
switching between the two actuators (with only 1 active at
each time) based on the current state and (an estimate of)
which dynamics matrix is active.

A close examination reveals that the pair (A2,b1) is
unstabilizable, so under the fixed architecture the state grows
without bound when A2 is active. It is not difficult to define
a switching signal where A2 is active sufficiently often and
the closed-loop is unstable, resulting in infinite cost. With
such a fixed architecture, no feedback controller, adaptive
or otherwise, can possibly stabilize the network dynamics.
On the other hand, the pair (A2,b2) is stabilizable. If it is
known (or can be identified sufficiently fast) which dynamic
matrix is active during certain time intervals, obviously it
is highly advantageous to activate actuator b2 whenever
dynamics matrix A2 is active. With a self-tuning architecture,
the network can be easily stabilized with near optimal cost,
even when only one actuator is activated at each time step.

This simple example demonstrates the significant potential
value of self-tuning architectures. More generally, self-tuning
architectures will be valuable whenever the network state
and/or dynamics change in ways that render an existing set
of sensors and actuators ineffective, and alternative, more
effective sets are available to activate. The challenges lie
in detecting or estimating such changes from data as the
network evolves and employing effective heuristics for joint
architecture and feedback control design.

B. A Self-Tuning LQR Example

In this section, we describe a larger self-tuning LQR
example. A simple greedy actuator selection heuristic for
joint architecture and control design enables a self-tuning
architecture to provide dramatically improved performance
over a fixed architecture. This improvement is realized even
with known linear time-invariant dynamics, with the actuator
set selected at each time based on the current state.

We consider 50-node network with a scalar state for each
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node and a randomly generated unstable dynamics matrix.
The set of possible actuators consists of the standard unit
basis vectors U = {e1, ...,e25}, so each actuator can inject an
input signal at each node. The cost matrices are Qt = In and
Rt = I|St |, i.e., the input cost matrix is identical for every set
of actuators. The disturbance is iid with w(t)⇠N (0,1e�4).
We randomly generated in initial state x0 ⇠N (0,25). The
number of actuators available at each time is limited to K = 2.
We simulated the network dynamics with a fixed architecture
B = [e1 e2] using the optimal LQR policy, and we simulated
with a self-tuning architecture using a greedy heuristic as
described above. Figure 4 shows a comparison of typical costs
for each architecture, and Figure 5 shows corresponding state
trajectories. The cost of the fixed architecture is far worse, a
factor 80x more, than the cost of the self-tuning architecture.
Code and problem data for implementing the algorithm can
be found at [20].
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Fig. 4: Cost comparison, fixed vs. self-tuning architecture.
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Fig. 5: State trajectories, fixed vs. self-tuning architecture.

V. CONCLUSIONS AND FUTURE WORK

We formulated a general mathematical framework for self-
tuning network control architecture design and proposed a
general solution structure analogous to the classical self-
tuning regulator from adaptive control.

We have barely scratched the surface and believe there are
many opportunities to apply a wide variety of approxima-
tion methods from stochastic control, system identification,
reinforcement learning, and static architecture design.
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