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Let v𝑙
𝑢,𝑏

and w
𝑙
𝑢,𝑏

be DFT beams that correspond to the 𝑙-th link

between 𝑢 and 𝑏. Assuming that the transmit power 𝑃T is split

between 𝑁RF
BS

RF chains, the corresponding capacity 𝑐𝑙
𝑢,𝑏

is given

as follows
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where 𝑃N is the post-combining noise power. With the noise power

spectral density 𝑁0, the noise power is defined as 𝑃N = 𝑁 a
UE

BW𝑁0.

The interference power 𝐼 𝑙
𝑢,𝑏

is calculated as 𝐼 𝑙
𝑢,𝑏

=
∑
𝑏′,𝑢′,𝑙 ′

𝑃T

𝑁 RF
BS

×

|w𝑙H
𝑢,𝑏

H𝑢,𝑏′v
𝑙 ′

𝑢′,𝑏′
|2, where 𝑢 ′ ≠ 𝑢, 𝑏 ′ goes over 𝐸BS BSs that are

known to the UE 𝑢, and 𝑙 ′ goes over all links that belong to the

UE 𝑢 ′ and that are not conflicted with the link 𝑙 . Note that with

this definition of interference power, (1) represents a pessimistic

capacity estimate because BSs are unlikely to use all of the links

that do not have a conflict with 𝑙 at once. If the channel between

the UE 𝑢 and BS 𝑏 is not estimated, the capacity is 𝑐𝑙
𝑢,𝑏

= 0, ∀𝑙 .

3.2 Proposed Framework

The existing frameworks for user association and resource alloca-

tion are often based on maximization of the network sum rate. In

such frameworks, the available system resources are mainly allo-

cated to the UEs with high-capacity links. Thus, many UEs may

be left out with unsatisfied data rate requirements. Additionally, a

large number of serving beams in a dense network can cause signif-

icant interference and further reduce the effective data rates. In this

paper, we propose a novel framework which aims to maximize the

number of users with satisfied data rates using a minimal number

of beams (links) that are scheduled in space and time such that the

interference from the main-lobes is suppressed.

Let T be a set of 𝑇 time slots over which the scheduling is done.

Let s be a vector of 𝑁UE binary association variables, where 𝑠𝑢 is 1 if

the rate requirement of the UE 𝑢 ∈ U is satisfied over the period of

𝑇 slots, and 0 otherwise. Let x be a vector of 𝑇𝑁UE𝑁
RF
UE
𝑁BS binary

association variables for all links in the network, where 𝑥𝑙,𝑡
𝑢,𝑏

is 1

is the UE 𝑢 is served by the BS 𝑏 using the link 𝑙 in the time slot 𝑡 ,

and 0 otherwise.

Based on the system model, the UEs and BSs can steer up to

𝑁RF
UE

and 𝑁RF
BS

beam simultaneously in any time slot 𝑡 , which can

be expressed as the following constraints

(C1) :
∑︁
𝑏,𝑙

𝑥𝑙,𝑡
𝑢,𝑏
≤ 𝑁RF

UE𝑠𝑢 , ∀𝑢 ∈ U, 𝑡 ∈ T , (2)

(C2) :
∑︁
𝑢,𝑙

𝑥𝑙,𝑡
𝑢,𝑏
≤ 𝑁RF

BS , ∀𝑏 ∈ B, 𝑡 ∈ T . (3)

The variable 𝑠𝑢 in (C1) ensures that beams are not allocated to the

UEs whose rate requirements cannot be satisfied. Based on (C1), it

is straightforward to see that a UE can get up to𝑇𝑁RF
UE

links over𝑇

time slots.

Each UE has 𝐸BS𝑁
RF
UE

potential links and thus 𝐸BS𝑁
RF
UE

potential

BS beams in every time slot. As described in Section 3.1, the PU can

identify the conflicted beams at each BS. Namely, for each 𝑢 ∈ U,

the PU can create an interfering group, i.e., a set I𝑢 of the UEs that

have at least one of their 𝐸BS𝑁
RF
UE

BS beams in common with 𝑢. Let

the BS index 𝑏 ′ and the link index 𝑙 ′ correspond to a beam that

𝑢 ′, 𝑢 ′ ∈ I𝑢 , has in common with 𝑢. Let a be a vector of binary

association variables, where the element 𝑎𝑡
𝑢,𝑢′

is 1 if a UE 𝑢 ′ is

allocated at least one of the BS beams of the UE 𝑢 in the time slot 𝑡 ,

and 0 otherwise. Given the variables 𝑥𝑙,𝑡
𝑢,𝑏

and indices 𝑏 ′ and 𝑙 ′, the

variable 𝑎𝑡
𝑢,𝑢′

can be mathematically modeled as a logical OR using

the following set of constraints:

(C3) : 𝑎𝑡𝑢,𝑢′ ≤
∑︁
𝑏′,𝑙 ′

𝑥𝑙
′,𝑡

𝑢′,𝑏′
, ∀𝑢 ∈ U, 𝑢 ′ ∈ I𝑢 , 𝑡 ∈ T , (4)

(C4) : 𝑎𝑡𝑢,𝑢′ ≥ 𝑥
𝑙 ′,𝑡

𝑢′,𝑏′
, ∀𝑢 ∈ U, 𝑢 ′ ∈ I𝑢 , 𝑡 ∈ T , 𝑏

′, 𝑙 ′, (5)

(C5) : 0 ≤ 𝑎𝑡𝑢,𝑢′ ≤ 1, ∀𝑢 ∈ U, 𝑢 ′ ∈ I𝑢 , 𝑡 ∈ T . (6)

With this definition of 𝑎𝑡
𝑢,𝑢′

, we can introduce a constraint that

suppresses the main-lobe interference at the BS side

(C6) : 𝑎𝑡𝑢,𝑢 + 𝑎
𝑡
𝑢,𝑢′ ≤ 1, ∀𝑢 ∈ U, 𝑢 ′ ∈ I𝑢 , 𝑢 ≠ 𝑢 ′, 𝑡 ∈ T . (7)

The constraint in (C6) ensures that the BS beams that correspond

to the links of the UE 𝑢 cannot be allocated to both 𝑢 and 𝑢 ′, 𝑢 ′ ∈

I𝑢\{𝑢}, in the same time slot.

Similarly, the PU can identify the conflicted beams at each UE.

Let a conflicted beam at the UE𝑢 be common for the links defined by

the indices 𝑏 ′′ and 𝑙 ′′. Then the interference suppressing constraint

for this beam can is expressed as

(C7) :
∑︁
𝑏′′,𝑙 ′′

𝑥𝑙
′′,𝑡

𝑢,𝑏′′
≤ 1, ∀𝑢 ∈ U, 𝑡 ∈ T . (8)

Note that the number of (C3) - (C7) constraints depends on the

number of conflicted beams at the BSs and UEs, and it may change

from one scheduling period to another depending on the network

density and topology.

Each associated UE 𝑢 needs to satisfy its rate requirement 𝑅𝑢 .

This constraint can be expressed using the capacities in (1) as fol-

lows

(C8) :
∑︁
𝑏,𝑙,𝑡

𝑐𝑙
𝑢,𝑏
𝑥𝑙,𝑡
𝑢,𝑏
≥ 𝑅𝑢𝑠𝑢 , ∀𝑢 ∈ U . (9)

Under the described interference suppressing constraints, our

multi-criterion objective is to maximize the number of UEs with sat-

isfied rate requirements using a minimal number of serving beams

to do so. By reducing the number of serving beams, we also reduce

the power of side-lobe interference, which is not suppressed by the

constraints. The number of UEs with satisfied rate requirements

and the number of serving beams (links) can be expressed as
∑
𝑢 𝑠𝑢

and
∑
𝑢,𝑏,𝑙,𝑡 𝑥

𝑙,𝑡

𝑢,𝑏
, respectively. Thus, the objective can be formulated

as follows

max
s,x,a

∑︁
𝑢

𝑠𝑢 − 𝜆
∑︁
𝑢,𝑏,𝑙,𝑡

𝑥𝑙,𝑡
𝑢,𝑏
. (10)

The parameter 𝜆 is obtained through scalarization [13]. It can be

shown that 𝜆 =
1

𝐾+1 , where𝐾 = min{𝑁UE (𝑇𝑁
RF
UE
−1)+1, 𝑁BS𝑁

RF
BS
×

(𝑇𝑁RF
UE
− 1)/𝑁RF

UE
+ 1}, guarantees that the number of satisfied UEs

is maximized using a minimal number of serving beams. For the

sake of brevity, we omit the details of scalarization.

9
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Algorithm 1 Proposed greedy rounding algorithm

1: Inputs: s, x, 𝜖

2: 𝑠𝑢 ← 1 if 𝑠𝑢 ≥ 𝜖 , 𝑠𝑢 ← 0 otherwise

3: 𝑥𝑙,𝑡
𝑢,𝑏
← 1 if 𝑥𝑙,𝑡

𝑢,𝑏
≥ 𝜖 , 𝑥𝑙,𝑡

𝑢,𝑏
← 0 otherwise

4: Determine ā based on x̄

5: if s̄, x̄, and ā are feasible then

6: ŝ← s̄, x̂← x̄

7: else

8: Initialize: ŝ← 0, x̂← 0, â← 0, A = {∅}

9: Determine 𝑣𝑢 , ∀𝑢

10: for 𝑛 = 1 : 𝑇𝑁RF
UE

do

11: Determine setV𝑛 = {𝑢 | 𝑣𝑢 = 𝑛, 𝑢 ∉ A}

12: Determine setW𝑛 = {𝑢 | 𝑣𝑢 > 𝑛, 𝑢 ∉ A}

13: for Each 𝑢 inV𝑛 do

14: Temporary variables: s̃← ŝ, x̃← x̂, ã← â

15: 𝑠𝑢 ← 1, 𝑥𝑙,𝑡
𝑢,𝑏
← 𝑥𝑙,𝑡

𝑢,𝑏
, ∀𝑏, 𝑙, 𝑡 {𝑛 links}

16: Update ã based on current x̃

17: if s̃, x̃, and ã are feasible then

18: 𝑠𝑢 ← 𝑠𝑢 , 𝑥𝑙,𝑡
𝑢,𝑏
← 𝑥𝑙,𝑡

𝑢,𝑏
, ∀𝑏, 𝑙, 𝑡

19: A ← A ∪ 𝑢

20: end if

21: end for

22: Repeat 13-21 for UEs inW𝑛 using their 𝑛 best links

23: end for

24: end if

25: Outputs: ŝ, x̂

Finally, given the constraints and the objective, the linear opti-

mization problem can be formulated as follows

max
s,x,a

∑︁
𝑢

𝑠𝑢 − 𝜆
∑︁
𝑢,𝑏,𝑙,𝑡

𝑥𝑙,𝑡
𝑢,𝑏

s.t. (C1) − (C8),

s𝑢 , 𝑥
𝑙,𝑡

𝑢,𝑏
, 𝑎𝑡𝑢,𝑢′ ∈ {0, 1}, ∀𝑢,𝑢

′, 𝑏, 𝑙, 𝑡 .

(11)

The optimization problem in (11) is a binary integer program

(BIP), which is known to be NP-hard. This means that even a small-

size problem with a few BSs and a moderate number of UEs and

time slots has prohibitive computational complexity. To solve this

linear optimization problem in polynomial time, we propose a low-

complexity solution based on relaxation and greedy rounding in

the next section.

4 PROPOSED ALGORITHM

We relax the BIP in (11) and formulate the following program with

continuous optimization variables

max
s,x,a

∑︁
𝑢

𝑠𝑢 − 𝜆
∑︁
𝑢,𝑏,𝑙,𝑡

𝑥𝑙,𝑡
𝑢,𝑏

s.t. (C1) − (C8)

0 ≤ 𝑠𝑢 , 𝑥
𝑙,𝑡

𝑢,𝑏
, 𝑎𝑡𝑢,𝑢′ ≤ 1, ∀𝑢,𝑢 ′, 𝑏, 𝑙, 𝑡 .

(12)

Let 𝑄 be the total number of variables in (12). The relaxed linear

optimization problem can be solved in polynomial time. Specifi-

cally, the computational complexity scales as O(𝑄𝑘 ), where 𝑘 is the

algorithm-dependent exponent. The solution to (12) is fractional,

meaning that the values of 𝑠𝑢 , 𝑥
𝑙,𝑡

𝑢,𝑏
, and 𝑎𝑡

𝑢,𝑢′
are not necessarily

equal to 0 or 1. For example, a UE 𝑢 that experiences good channels

can satisfy its rate requirement using only a fraction of its link

capacities, i.e., the corresponding variables 𝑥𝑙,𝑡
𝑢,𝑏

of the selected links

may be significantly lower than 1. However, the proposed user

association and beam scheduling framework requires all variables

to be rounded to either 0 or 1.

Here we propose a low-complexity greedy rounding algorithm.

We first obtain the vector of associated UEs s̄, where each element

𝑠𝑢 is set to 1 if 𝑠𝑢 ≥ 𝜖 , and to 0 otherwise. Similarly, we obtain

the vector of used links x̄ by setting 𝑥𝑙,𝑡
𝑢,𝑏

to 1 if 𝑥𝑙,𝑡
𝑢,𝑏
≥ 𝜖 , and to

0 otherwise. The elements of the vector ā are calculated based on

the elements of x̄. To avoid missing the links where only a fraction

of the capacity is used, we assume that 𝜖 is a small constant value,

e.g., 𝜖 = 0.1. However, with a small 𝜖 , it is likely that too many

links will be considered as ‘used’ and that the vectors s̄, x̄, and ā

will violate multiple constraints and thus represent an infeasible

solution. To obtain feasible vectors ŝ, x̂, and â, we design a greedy

algorithm, which aims to first associate the UEs that require only

one link, then the UEs that require two links, and so on. We start by

initializing the vectors ŝ = 0, x̂ = 0, â = 0, and define an empty set

of associated UEsA = {∅}. Based on x̄, we determine a pessimistic

estimate of the required number of links 𝑣𝑢 for each 𝑢. Then we

loop over 𝑛 = 1, ...,𝑇𝑁RF
UE

, which represents all possible values of

𝑣𝑢 , ∀𝑢. For each 𝑛, we determine the setV𝑛 of all UEs for which

𝑣𝑢 = 𝑛, i.e., V𝑛 = {𝑢 | 𝑣𝑢 = 𝑛, 𝑢 ∉ A}. Similarly, we determine

the setW𝑛 = {𝑢 | 𝑣𝑢 > 𝑛, 𝑢 ∉ A}. Next, we loop over all UEs

in V𝑛 to associate the UEs that satisfy the feasibility constraints.

With every new associated UE, the vectors ŝ, x̂, â, and the setA are

updated. Since the estimates 𝑣𝑢 , ∀𝑢, are pessimistic, we loop over

all UEs inW𝑛 as well to check if any UE can be satisfied using their

𝑛 best links, i.e., 𝑛 links with the highest capacity. The proposed

rounding algorithm is summarized in Algorithm 1. Note that the

proposed algorithm always converges because the nested for-loops

in Algorithm 1 have a finite number of iterations. The outer loop

in line 10 has 𝑇𝑁RF
UE

iterations. The inner loops for the setsV𝑛 and

W𝑛 depend on 𝑣𝑢 , ∀𝑢. In the most demanding case when all UEs

require the maximum number of links, i.e., when 𝑣𝑢 = 𝑇𝑁RF
UE
, ∀𝑢,

only one of the inner loops is executed. Specifically, the loop for

W𝑛 is executed for 𝑛 = 1, ...,𝑇𝑁RF
UE
− 1, while the loop for V𝑛 is

executed for 𝑛 = 𝑇𝑁RF
UE

. Regardless of 𝑛, the number of iterations in

the executed inner loop is 𝑁UE. Thus, in the worst case, the nested

for loops have 𝑇𝑁UE𝑁
RF
UE

iterations.

5 NUMERICAL EVALUATION

In this section, we numerically evaluate the proposed framework

and we compare it with existing association frameworks, including

the maximum sum rate and maximum signal-to-interference-plus-

noise ratio (SINR). The objective of the maximum sum rate is to

associate the UEs such that the overall data rate in the network is

maximized. On the other hand, in the maximum SINR association,

10
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Figure 2: Difference in average interference power per link

between the proposed framework, proposed frameworkwith-

out interference suppressing constraints, and benchmark

frameworks.

each UE selects a BS based on the maximum SINR, and then the

BSs allocate their resources to the best UE candidates. We compare

the frameworks in terms of the average interference power per

scheduled link and the average number of UEs with satisfied rate

requirements. It is worth noting that the interference power model

from Section 3.1 was used only to calculate pessimistic capacity

links, while here we consider the actual interference power from

the scheduled links at all BS. The link capacities used to determine

if a UE can satisfy its requirements are calculated based on the

actual post-association interference power.

We consider a sub-network of 𝑁BS = 3 BSs, similar as in Fig. 1.

The inter-site distance is assumed to be 𝑑 = 200 m. There are 𝑁UE

UEs and their positions are generated randomly within the triangle

formed by the BSs. We consider an urban micro scenario with real-

istic mmMAGIC channels between the BSs and UEs. We generate

the channels using the Quadriga simulator [14]. Based on the mm-

MAGIC channel model, the UEs can experience either line-of-sight

or non-line-of-sight scenarios with the BSs. We assume the operat-

ing frequency 𝑓 = 28GHz, transmit power 𝑃T = 30 dBm, bandwidth

BW = 200 MHz, noise power spectral density 𝑁0 = −174 dBm
Hz ,

(a) 𝐸BS = 1

(b) 𝐸BS = 3

Figure 3: Average number of UEs with satisfied rate require-

ments for the proposed and benchmark frameworks.

𝑁 a
UE

= 8 UE antennas, 𝑁RF
UE

= 2 UE RF chains, 𝑁 a
BS

= 32 BS anten-

nas, and a varying number 𝑁RF
BS

of BS RF chains. The rate require-

ments are drawn uniformly from 𝑅𝑢 ∼ 𝑈 (𝑅min, 𝑅max), ∀𝑢, where

𝑅min = 0.2 Gbps and 𝑅max is the maximum possible requirement.

For our study of the average interference power in the network,

we consider𝑇 = 1 time slot for simplicity and we assume 𝑁UE = 40

and 𝑅max = 1.5 Gpbs. The results are presented in Fig. 2, where

we highlight the difference in the average interference power per

link between the proposed and benchmark frameworks. Numeri-

cal simulations are performed for different values of 𝑁RF
BS

, which

is the the number of RF chains at each BS, and 𝐸BS, which is the

number of BSs that are known to each UE. Our results demonstrate

that the proposed framework with low-interference beam sched-

uling leads to a significantly lower interference power per link

than the benchmark frameworks that do not manage interference.

11
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This is especially apparent when the number of RF chains (serving

beams) at the BSs increases, which leads to more interference in

the network. In interference-limited networks, a 20 dB decrease in

interference power can increase the link capacity around 6x based

on Shannon’s formula. Additionally, Fig. 2 reveals the benefits of

coordinated interference management. Namely, when the UEs es-

timate the channels with 𝐸BS = 1 BS, only intra-cell interference

can be suppressed. On the other hand, with 𝐸BS = 𝑁BS, both inter-

and intra-cell interference can be suppressed through coordinated

scheduling among the BSs.

We assume 𝑇 = 8 and 𝑁UE = 20 and we compare the frame-

works in terms of the average number of UEs with satisfied rate

requirements in Fig. 3. Numerical simulations are performed for

different values of 𝑁RF
BS

, 𝑅max, and 𝐸BS. The results indicate that

the proposed framework leads to a higher number of satisfied UEs

than the benchmarks. With 𝐸BS = 1, each UE is limited to only one

BS and thus the problem of user association and beam scheduling

can be considered on a cell-level. For this reason, the proposed

low-complexity solution based on sequential greedy rounding is

close to the optimal solution obtained by directly solving (11) using

CVX [15]. On the other hand, with 𝐸BS = 𝑁BS = 3 and knowledge

of the channel between any BS-UE pair, the performance gap be-

tween the proposed and optimal solutions increases. Nevertheless,

the proposed low-complexity solution still performs better than

the benchmarks. When the BSs have a low number of RF chains,

the performance of the proposed framework is marginally affected.

The reason for this is intelligent beam scheduling which can be

leveraged to satisfy the UEs’ rate requirements over time. On the

other hand, an increase in the maximum rate requirement 𝑅max

leads to a slightly smaller number of satisfied UEs, as expected.

6 CONCLUSIONS AND FUTUREWORK

In this work, we proposed and mathematically formulated a new

framework for user association and low-interference beam sched-

uling that maximizes the number of UEs with satisfied rate require-

ments. We also developed a sub-optimal low-complexity algorithm

to solve the formulated NP-hard optimization problem. Numerical

results showed that the proposed framework significantly reduces

the directional interference and leads to a higher number of satisfied

UEs compared to the benchmarks.

The results in this work represent a good starting point for

the development of a more comprehensive framework. There are

several important questions that need to be addressed in future

work. First, if there are still available system resources, can they

be allocated in a fair way to the UEs that could not satisfy their

rate requirements? If so, can the benefits of low-interference beam

scheduling be preserved after association of newUEs? Finally, given

the allocated links and UEs’ rate requirements, can power allocation

at BSs be optimized on a sub-network level?
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