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AbstractÐThe concept of gaze object estimation predicts a
bounding box that a person looks steadily. It is a applicable
and contemporary technique in the retail industry. However, the
existing datasets for gaze object prediction in retail is limited
to controlled environments and do not consider retail product
category area segmentation annotations. This paper proposes
Retail Gaze, a dataset for gaze estimation in real-world retail
environments. Retail Gaze is composed of 3,922 images of
individuals looking at products in a retail environment, with
12 camera capture angles. Furthermore, we use state-of-the-art
gaze estimation models to benchmark the Retail Gaze dataset
and comprehensively analyze the results obtained.

Index TermsÐcomputer vision, gaze estimation, deep learning

I. INTRODUCTION

One of the most widely utilized methods for studying human

cognition and behaviour is eye gaze estimation and tracking

[1]±[4]. In the literature, gaze estimation has been studied

in multiple forms, like gaze point and direction estimation,

gaze-following, and gaze object prediction. Gaze-Following

introduced by Recasense et al. [5], follows human gaze to spot

the location they are looking at. In the retail industry, it is vital

to identify and analyze the products a customer is looking at to

improve the shoppability of the store [6]. Following the gaze

of a customer and predicting gaze object prediction can be

used to determine the exact object being looked at. However,

it is not accurate to capture a single product being looked at

from a remote camera view in a real-world retail environment

due to the high error margins in 2D gaze estimation methods.

A few datasets related to 2D gaze estimation in retail

environments have been introduced with the introduction of

gaze following and its applicability in retail environments.

The GOO dataset, introduced by Tomas et al. [7], is a widely

used dataset for 2D gaze estimation in retail environments.

However, the controlled nature of the retail environment in

the dataset, the limited number of camera capture angles, and

single product item bounding box annotations can be seen as

limitations of this dataset.

As the main contribution, we present Retail Gaze, a novel

real-world retail environment 2D gaze estimation dataset. The

dataset was captured in an uncontrolled retail environment

with 12 camera capture angles. The dataset is annotated with

area segmentation masks for products that belong to the same

category on a retail shelf. Thus, the dataset can be used for

gaze object prediction task that predicts an area of product

items.

The next section explores the related datasets. Section III

describes the Retail Gaze dataset and its tasks and provides

a comparison with the GOO dataset. Section IV discusses

the methodology used to benchmark the Retail Gaze dataset.

Section V describes the experiments conducted and presents

the obtained results for both the GOO and Retail Gaze

datasets. Section VI concludes the paper.

II. RELATED WORK

A limited number of datasets are available in the liter-

ature for gaze-following in retail environment, due to the

application-specific nature of the problem [8]. Recasense et

al. [5], have introduced the GazeFollow dataset, the first

benchmark dataset for gaze-following. It is a large dataset

which annotated with the area that the humans are looking

at. This dataset has a large scene diversity in which people

perform diverse activities in many everyday scenarios. The

dataset is a multi-user gaze-following dataset with 122,143

images containing 130,339 people. However, this dataset is not

captured in a retail environment and does not contain backhead

images, and eye occluded images, which is a major limitation.

GOO [7] is widely used dataset for the task of remote gaze

estimation in retail environments. This dataset was published

by Tomas et al. [7] with benchmark results of other standard

gaze estimation models [5], [9], [10]. The dataset consists of

a real image dataset of 9,552 images of 100 subjects and a
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few seconds. Each participant was instructed on which area

he should look at on the shelf using a predetermined pattern.

We extracted several frames from the video for each area.

These patterns were used to annotate the ground-truth label.

Since the data was collected during the COVID pandemic time,

only single user images were captured due to the physical

limitations of the collecting dataset at the time. Also, the

dataset is captured with wearing face masks.

A. Comparison of Retail Gaze with GOO dataset

We compare the presented Retail Gaze dataset and the GOO

dataset, which is the most suitable dataset available in the

literature for remote gaze estimation in the retail industry.

Most of the GOO and Retail Gaze datasets annotations, such

as gaze point and head bounding box, are similar, but in

the GOO dataset, product bounding boxes and segmentation

masks are annotated for a single product. In the Retail Gaze

dataset, segmentations are annotated by product area. The

Goo dataset has 201,552 images of both real and synthetic

images, but the Retail Gaze dataset is much more similar in

size to the GOO-Real dataset. Retail Gaze and GOO datasets

are focused on the retail environment. The GOO dataset is

collected in a controlled environment, not in a real-world

retail store. The Retail Gaze dataset is collected in a real

retail store with natural environmental conditions such as

lighting conditions, shelf structures, and product placements.

The GOO-Real dataset has only two shelves, but the Retail

Gaze dataset contains 12 different shelves. Retail gaze contains

different product areas on each shelf, but GOO-Real only

contains 24 different product categories, and it may be an issue

driving models to overfit rather than generalizing the gaze

estimation in the retail environment. But the GOO synthetic

dataset contains more environmental variations than the Retail

Gaze dataset, which may solve the overfit issue and help to

improve the gaze estimation in other environments. The GOO

dataset has good diversity because the participant count in the

GOO dataset is greater than the Retail Gaze dataset.

B. Tasks of Retail Gaze dataset

The Retail Gaze dataset’s comprehensive annotation allows

it to be used to train systems for several challenging tasks,

particularly in gaze estimation and object detection. The

proposed Retail Gaze dataset supports the following tasks.

1) Gaze following: Racasens et al. [5] introduced the task

of gaze following, that is used to predict the looking point

of a human, by using the third-person view image of the

person and his head location. This task has two stages: (1)

gaze direction estimation using head and scene features, (2)

gaze heat map generation using regression. The Retail Gaze

dataset benchmarks the task of gaze following by stating the

ground-truth gaze point on a scene in the dataset.

2) Gaze object prediction: Although gaze point prediction

is challenging, studies have estimated a single gaze point

using combining separate systems such as classification and

detection, to locate the point a human is looking at. Thomas

et al. [7] proposed an approach for gaze object prediction that

classifies and predicts the boundaries of the object a human is

looking at. This task is complex than gaze following because

predicting an object person is looking at in a scene with many

objects is more complicated than predicting with fewer objects

in gaze following. By defining the gaze object as the ground

truth product area that a person looks at, The Retail Gaze

dataset can provide benchmarks on this task.

3) Head Detection: Retail Gaze has annotated the bounding

box of each participant’s head for usage in various applica-

tions. Several studies have used head location or image of the

head as an input for the gaze estimation task [5], [9], [10].

Generally, face detection identifies the location of the head or

the image of the head. However, it cannot handle total or half

head occlusion. Thus, training a custom model to recognize

the head’s bounding box in complex head orientations will

be a good solution. The retail gaze dataset is suitable for

this task since it contains various head orientations and their

associated head bounding boxes. However, we focus only on

gaze estimation tasks in our work.

IV. DESIGN AND METHODOLOGY

A. Baseline Selection

Since we focus on gaze estimation task on the proposed

Retail Gaze dataset, we used standard baseline models in

gaze estimation. The existing performance benchmark on other

datasets can be used to compare and verify the correctness

of the proposed baseline implementations. Considering the

similarity of the dataset, we used the same baseline methods

used in GOO-Real dataset for better comparison of our work

[7]. The state-of-the-art benchmark models for the GOO-Real

dataset are used for the implementation of gaze estimation,

prior to the experiment with the Retail Gaze dataset.

Baseline model architectures should only get the scene

image, head location, and object locations as input, and the

gaze heatmap should be the output from those models. The

highest confidence value of the gaze heatmap indicates the

gaze point, and gaze estimation evaluation is done using the

gaze heatmap and extracted gaze point.

B. Baseline Methods

The models presented by Racasens et al. [5], Chong et al.

[9] and Lian et al. [10] are used as the baseline methods

to evaluate retail gaze dataset based on above criteria. These

baseline architectures have common hand-made sub modules

to solve gaze estimation tasks. These modules solve three

subproblems in gaze estimation.1) scene module - extract

feature from the scene image 2) head module - extract feature

from the head image and head location 3) decoder module -

generate a gaze point confidence heatmap from the scene and

head feature maps. Recasens et al. [5] have used a shifted-

grids approach to predict the gaze point by solving several

overlapping classification problems. Chong et al. [9] have

extended this approach to handling out-of-frame gaze targets

using a multi-task learning approach. Instead of a single gaze

direction field, Lian et al. [10] have introduced the concept
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TABLE I
RESULTS ON GOO-REAL TEST SET.

Model Existing studies Proposed work

AUC Dist. Ang. AUC Dist. Ang.

[5] 0.850 0.220 44.4 0.848 0.231 45.6

[10] 0.840 0.321 43.5 0.831 0.319 42.8

[9] 0.796 0.252 51.4 0.810 0.253 51.7

TABLE II
RESULTS ON RETAIL GAZE TEST SET.

Model AUC Dist. Ang.

0-shot 0.573 0.426 90.2
Recasense et al. [5] 1-shot 0.754 0.291 46.5

5-shot 0.799 0.255 36.4

0-shot 0.677 0.449 66.8
Chong et al. [9] 1-shot 0.696 0.268 39.8

5-shot 0.735 0.241 35.2

0-shot 0.410 0.518 79.8
Lian et al. [10] 1-shot 0.487 0.536 71.8

5-shot 0.522 0.418 62.4

Table II shows the results obtained using baseline models

with the proposed Retail Gaze dataset. The standard 0-shot, 1-

shot, and 5-shot training results state the performance improve-

ments of the baseline models after training with the Retail

Gaze dataset. The 0-shot evaluation shows the model weight

initialization in each baseline model. Considering lowest L2

Distance and angular error, the model by Chong et al. [9]

provided better results on Retail Gaze for 1-shot training

results, with fewer training iterations. Further, Chong et al. [9]

and Recasense et al. [5] provided the best converging models

for the dataset, considering 5-shot training.

VI. CONCLUSION

This paper presented Retail Gaze, a dataset for gaze esti-

mation in real-world retail environments, consisting of 3,922

images captured from 12 camera angles. As the currently

available retail gaze estimation datasets are captured under

controlled environment conditions, we captured the presented

Retail Gaze dataset inside a supermarket in an uncontrolled

environment from diverse camera capture angles to improve

the real-world applicability of the dataset. Moreover, we ap-

plied retail product category area segmentation annotations, as

a novel method of annotating the object boundaries in a retail

environment, which is more suitable for real-world scenarios.

Finally, we used state-of-the-art baseline gaze estimation mod-

els to benchmark the proposed Retail Gaze dataset through

comprehensive experiments, and we analyzed the obtained

results quantitatively.

This dataset can be extended to improve the real-world

applicability, as it is essential to expand the subject diversity

in the dataset. In retail environments, often multiple user

scenarios can be seen. Hence, there is an opportunity to expand
the dataset to multi-user scenarios to facilitate multi-user gaze

estimation in retail environments.
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