Triplet resonating valence bond theory and transition metal chalcogenides

Elio J. Konig,»? Yashar Komijani,

2 and Piers Coleman? 4

! Maa-Planck-Institut fiir Festkorperforschung, 70569 Stuttgart, Germany
2 Department of Physics and Astronomy, Center for Materials Theory,
Rutgers University, Piscataway, NJ 08854, USA
3 Department of Physics, University of Cincinnati, Cincinnati, OH 45221, USA
4 Department of Physics, Royal Holloway, University of London, Egham, Surrey TW20 0EX, UK
(Dated: January 24, 2022)

We develop a quantum spin liquid theory for quantum magnets with easy-plane ferromagnetic
exchange. These strongly entangled quantum states are obtained by dimer coverings of 2D lattices
with triplet S = 1, m, = 0 bonds, forming a triplet resonating valence bond (tRVB) state. We discuss
the conditions and the procedure to transfer well-known results from conventional singlet resonating
valence bond theory to tRVB. Additionally, we present mean field theories of Abrikosov fermions
on 2D triangular and square lattices, which can be controlled in an appropriate large N limit. We
also incorporate the effect of charge doping which stabilizes p + ip-wave superconductivity. Beyond
the pure theoretical interest, our study may help to resolve contradictory statements on certain
transition metal chalcogenides, including 1T-TaS2, 1T-TaSesz, as well as CrSiTes and CrGeTes.

I. INTRODUCTION
A. Resonating Valence Bond theory

Resonating valence bond (RVB) theory describes pro-
totypical quantum spin liquid (QSL) states which were
originally proposed by Anderson'? for the 2D Heisen-
berg antiferromagnet on a triangular lattice. The frus-
trated magnetic interactions entangle spins on different
sites of the lattice in a pairwise fashion into singlet va-
lence bonds. When the system resonates between a mul-
titude of degenerate bond configurations, the RVB state
forms a quantum superposition of a macroscopic number
of wave functions. RVB states with short range bonds on
two dimensional lattices do not break any of the system’s
symmetries and satisfy modern criteria®* for a quantum
spin liquid (QSL) as a highly entangled state with topo-
logical order.® While it is now known that the ground
state of the nearest neighbor Heisenberg antiferromagnet
on the triangular lattice is not a QSL state, numerical
studies suggest that QSL behavior can be stabilized by
next nearest neighbor interactions. ©® Short range RVB
states are furthermore known to be the exact ground
state of dimer models? and even of appropriately de-
signed SU(2) invariant spin Hamiltonians'® with n-spin
interactions (including n > 2).

In addition to its progenitorial role in the study of
QSLs, RVB theory is also quintessential for supercon-
ductivity beyond the BCS paradigm. Specifically in the
context of cuprate superconductors, preentangled singlet
bonds are believed to constitute a pair condensate which
turns into a bona fide superconductor as doping liberates
the charge degrees of freedom from a correlated Mott in-
sulator.'' As a major advantage over other approaches,
RVB theory!'?!3 and related gauge theories'*1® naturally
account for pseudogap phenomena'® in an elegant and
economical fashion.
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FIG. 1. a Illustration of a dimer covering of the triangular
lattice with nearest neighbor triplet bonds (see inset for defi-
nition of a dimer). The tRVB ground state is a superposition
of such coverings and a triplet quantum spin liquid (QSL). b
Energy levels of a pair of spins with anisotropic interaction
as in Eq. (6), illustrating that the triplet valence bond (tVB)
is lowest in energy. c Finite temperature mean field phase
diagram for the model introduced in Eq. (10) as a function
of temperature and hole doping 6. A p + ip superconduc-
tor (SC) appears by doping the QSL. For this plot, we used
|Eyvel|/t =0.1.

B. Spin liquid candidates with ferromagnetic
correlations

The experimental search for QSL materials has lately
enjoyed increased attention. Here, we concentrate on
the proposal that the layered van-der-Waals material 1T-
TaS, and related compounds 1T-NbSe; and 1T-TaSes,
may form a 2D QSL on a triangular lattice’™'®, while
the 2D ferromagnets CrXTes with X=Si,Ge may display
2D QSL behavior on a honeycomb lattice above Tcuyie-

When 1T-TaS; is cooled below 200K, a peculiar CDW
order rearranges the atoms of a plane into a triangu-
lar superlattice where 13 Ta atoms per unit cell form
a star-of-David structure (for a recent STM visualiza-
tion, see e.g. 19). As each of the Ta atoms contributes



one 5d electron, twelve electrons fill 6 emergent bands
and leave an emergent Hubbard model with one elec-
tron per supercell behind. Mott localization is gener-
ally accepted in view of disorder-dependent activated
behavior below T ~ 50K2°22 and the observation of
Hubbard bands. 23 A transition displaying magnetic
ordering is ruled out down to temperatures as low as
20mK by pSR and susceptibility measurements. 182124
The ground-state is a paramagnet with a substantial,
temperature independent magnetic susceptibility x, with
a small Curie-Weiss upturn, likely the result of disor-
der'®2!. These observations raise the fascinating pos-
sibility that this system forms a QSL, a paramagnetic
spin state with a characteristic temperature (set by the
spin-spin interaction energy .J)'7. Support for this in-
terpretation derives from the recent observation of a fi-
nite Sommerfeld coefficient v = Cy/ /T in the specific heat
2122 and a linear temperature dependence in the ther-
mal conductivity 22, features that are consistent with the
formation of a QSL with a spinon-Fermi surface. More-
over, the Wilson ratio /v between the susceptibility and
Sommerfeld coefficient lies in a range that is compatible
with weakly interacting spinons. A similar phenomenol-
ogy and evidence for QSL behavior was recently observed
in tunneling experiments on monolayer 1T-TaSe,.?

Despite this interesting experimental development, we
are not aware of a microscopic theory which explains
the large spin-interaction scale J required to account
for the temperature independent susceptibility. Both a
heuristic approach of decoupled star-of-David clusters2®
and density functional theory?” suggest an in-plane hop-
ping strength ¢ ~ 10meV, which taken together with a
realistic U ~ 200meV implies an antiferromagnetic su-
perexchange interaction J ~ +5K. Moreover, several ab-
initio studies of 1T-TaSs and phenomenologically similar
monolayer 1T-NbSes, 1T-TaSes predict a ferromagnetic
ground state?” 3° with exchange constant J ~ —5K and
a few percent anisotropy which favors alignment in the
basal plane. ?®3! Leaving the conundrum of the small-
ness of |J| to future studies, the apparent controversy on
the sign of J motivates us to pose the fundamental and
fascinating question, whether a quantum spin-liquid can
exist in presence of ferromagnetic interactions. Specifi-
cally, we concentrate on the easy-plane scenario, which
could be induced by the prominent role attributed to the
spin-orbit interaction due to the heavy Ta atoms.3? On
the basis of an affirmative answer, we further study the
effect of doping away from the Mott limit and discover
a time-reversal symmetry breaking (TRSB) p + ip-wave
superconductor. This is particularly interesting in light
of the recent discovery of TRSB superconductivity in 4H-
TaSy (in which monolayers of 1T-TaS, are alternatingly
stacked with metallic 1H-TaS; monolayers). 33

Another potential candidate for a tRVB state is
CrXTez with X=Si, Ge, previously referred to as 2D fer-
romagnetic semiconductors. These are layered system
with Cr®* ions on a honeycomb lattice. In the case of
CrSiTes, transport measurements indicate a thermally

activated mechanism with an indirect bulk gap of around
0.4eV, consistent with optical measurement. There is a
bulk Curie temperature of around 33K, often accompa-
nied by a structural transition,** which is enhanced to
80K in the case of monolayer. *>3% The origin of the in-
sulating phase at higher temperature is noteworthy: The
local crystalline structure of the material splits the levels
of the d-shell whose orbitals are half-filled at the Fermi
level. The narrow bandwidth of d-orbitals strongly en-
hances the correlations between electrons, 37 leading to a
Mott insulator in contrast to the predictions of ab ini-
tio calculations. ®® The fact that the Curie temperate is
less than the gap indicates that this is a local-moment
system with a saturated magnetic moment of 3up/Cr.
The ferromagentism between Cr electrons is induced by
the super-exchange via Te sites®” which dominates over
a direct anti-ferromagnetic super-exchange. Nonethe-
less, there are anti-ferromagnetic inter-layer correlations,
which seem to be responsible for reducing the Curie tem-
perature in the bulk compared to the monolayer. While
there is a slight Ising anisotropy in the transition temper-
ature, significant short-range in-plane magnetic correla-
tions persists all the way up to 150K.3° Under pressure
the system becomes metallic and, after a structural tran-
sition at P~9GPa, it turns superconducting with a T, of
around 4K*° which is relatively independent of pressure
up to around 50GPa. Based on this, we propose that this
material is a potential candidate for the tRVB physics
and the associated superconductivity upon doping which
is discussed in this paper.

C. RVB theory vs. triplet RVB theory

In the past, QSL theories with Ising interactions (e.g.
the Kitaev model*') were discussed both for ferromag-
netic and antiferromagnetic interactions. Here, we de-
velop the concept QSLs with ferromagnetic easy plane
interactions, leading to the concept of triplet resonating
valence bonds (tRVB). This idea was recently proposed
to account for the observation of strange metal behavior
near a ferromagnetic quantum critical point in the heavy-
fermion material CeRhgGey.*? It was subsequently pro-
posed that such a tRVB quantum material can be a par-
ent state for triplet superconductivity in Hund’s metals,
and in particular in Iron-based superconductors. *>4* As
we will now explain, the underlying principles of tRVB
theory parallel Anderson’s RVB theory. The basic build-
ing block of the RVB theory, is a singlet valence bond
(sVB), formed between two spins at sites i and j

1) [45) = Vo) 1),
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where the notation [4,7] = —[7,4] is used to reflect the

antisymmetry under spin exchange. This state is the
ground state of a two-site Hamiltonian with antiferro-

I[é,51) = (1)



magnetic spin-spin interaction
Hyp =J6;-05. (2)

Here, 0, 4,. are Pauli Matrices and i = 1 throughout the
paper. In a lattice of spins that interact antiferromag-
netically, such bonds can develop between any pairs of
spin, forming the state

(P =TT I6.41) 3)

[i,jleP

where P is a particular choice of pairs of spins. In a
lattice, competition between antiferromagnetic spin in-
teractions cause such a state to resonate between differ-
ent configurations |Ps), forming a quantum-mechanical
admixture of all such states, a resonating valence bond
state

RVB) = 3 Ap|P.). (4)
P

The simplest example of such a state is the short-range
RVB state, formed from the quantum superposition of
all possible coverings with nearest neighbor sVB dimers.

By contrast, the basic building block for tRVB theory
is a triplet valence bond (tVB)

Ml R 1),
This entangled state is the ground state of a two-site

Hamiltonian with easy plane ferromagnetic spin-spin in-
teraction

1(2,9)) (5)

Hiyp = =J[04,i04,j + 0yi0y ]+ J.0. 0.5,  (6)

with J, > -J,J > 0, Fig. 1 b. In analogy to RVB, the
tRVB state on a lattice is the macroscopic superposition

tRVB) = 3" Ap|P,) (7)
P

of states

1P =TT 16.4) (®)

(4.5)eP

corresponding to a particular tiling of triplet valence
bonds. Crucially, the singlet and triplet valence bonds
|sVB),[tVB) both form Bell pairs and are therefore suit-
able for the construction of highly entangled QSL states,
Fig. 1 a.

The case where J, = J is of particular interest, because
in this case Hyyp is a unitary transformation of Hypg ob-
tained by rotating the spin at site j through 180° about
the z axis, i.e Hyvp = 0, ;HsvBo, ;. Consequently, for a
bipartite lattice with only intersublattice valence bonds,
the tRVB and RVB wave functions are related by a uni-
tary transformation obtained by a 180° rotation of spins
on one sublattice. Importantly, this implies that nearest

neighbor tRVB states on the 2D square lattice are quan-
tum spin-liquids with short range spin correlators, Fig. 2,
while nearest neighbor tRVB states on the 3D cubic lat-
tice display long range order in (04,04 ;), (0y,i0y,;) and
(-1)*{0,,0,,;) (i,j are site indices).*® Moreover, the
properties of RVB states which are obtained from quan-
tum dimer models,” including the topological ground
state degeneracy for the 2D triangular lattice?S ™%, are
independent on whether a given dimer represents a sin-
glet or triplet bond. On this basis we conclude that near-
est neighbor tRVB theory is a gapped Zs spin liquid on
the 2D triangular lattice.

Using these parallels, we here present the first field-
theoretical (fractionalized) tRVB theory. We fraction-
alize the electrons into Abrikosov pseudofermions and
slave bosons, *° and derive a mean field theory of tRVB
which is analogous to the mean field approach to the
RVB state. 1250 Our study particularly focuses on non-
bipartite lattices and on the impact of charge doping,
because in these two cases the unitary mapping between
RVB and tRVB theory breaks down. Most importantly,
we thereby develop a formalism for entanglement driven
triplet superconductivity: Just as an RVB state may be
considered as a Gutzwiller projection (denoted Pg) of
singlet d-wave superconductive state, i.e.

IRVB) = Pg [BCS:d,2_,2), (9a)

the tRVB states considered here are Gutzwiller projected
triplet p, + ipy states,

tRVB) = Pg |BCS:p,. +ipy) . (9b)

At half-filling, both RVB and tRVB theories describe an
insulator, yet, upon hole-doping, pre-entangled Cooper
pairs get liberated and form a superconducting phase.

D. Outline

The rest of the paper is structured as follows: In Sec. IT
we introduce a t-J model for an anisotropic quantum
ferromagnet and the formalism of fractionalization. In
Sec. III we present a discussion of homogeneous mean
field solutions, both in the Mott limit and upon charge
doping. We conclude with an outlook, Sec. IV. Three
appendices contain details: Appendix A contains techni-
calities on the free energy expansion, in Appendix B we
demonstrate that an appropriately designed large N limit
can stabilize the tRVB mean field solution, while Ap-
pendix C contains details on the Berezinskii-Kosterlitz-
Thouless transition establishing a 2D holon superfluid.

II. XXZ FERROMAGNET: MODEL AND
FORMALISM

In this section we introduce model and formalism using
the following 2D t-J model with XXZ easy plane ferro-
magnetic interactions
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FIG. 2. The application of a 180° spin rotation on one sub-
lattice, 6; - 0.,;0;0-,;, transforms a nearest neighbor RVB
state on the square lattice (panel a) into a nearest neigh-
bor tRVB state (panel b). By consequence, the dynamical
structure factor S(w,Q) = ¥, [ dte™ ™' %a, i(t)o-,0(0)),
0+ = [0z £ 10y]/2, of the tRVB state (schematic, panel d)
is shifted by (m,7) as compared to the RVB state (panel c).

H=-t ¥ [XOxP +He]-pS x0
(i) o
-J Z {&;i)(}g(cj) " &?(ji)a.g(jj)}
(i)
1,]

+ 2 3 606D+ vV 3 [N XN XD (10)
(i) (i) @ 7

The Hubbard operators X.? = [0), (o],, and Xlgfzf =
lo"), (o], satisfy the standard Hubbard superalgebra (see,
e.g., Ref 51). The spin operator is 6, = ¥ ;5[0 ] oo’ Xoor-

For a given pair of spins, the singlet state (|t}) —
[41))/V/2 has energy E,yp = 2J — J, the triplet states
[11),[44) have energy Ej .1 = J, and the S =1,m, =0
state (J14) +]41))/V/2 has energy Eyvp = —2J — J,, see
Fig. 1 b. The energy scale Eyyp of these triplet valence
bonds (tVBs) will be crucial throughout the paper, it is
manifest that for an easy plane ferromagnet (defined by
J, > —J) the ground state of a pair of spins is given by the
tVB. We consider both triangular and square lattices.

A. Slave-Boson representation

We follow the standard slave boson representation®!

XS = 00 XD = 1 fior, X§) = blb; with the local
constraint b;rbi +Y, f;iafw = 1. With a slight abuse of
language (see details below), we call f;, a spinon and b;

a holon.

The corresponding Hamiltonian is

H= 3 [~ t(foblf; + Hee) + L (floa ) (Floafy)
(i)
=1 Y (Hlouf)(Flowf;) + Voiblobt]

n=z,y

+Z[>\z‘(f;rfi+bjbi—1)—ubib1]~ (11)

We have added a Lagrange multiplier \; to enforce
the local constraint and employ a spinor notation f; =
(fir: i, )T, So far, no approximations were made,
Eq. (10) was merely rewritten.

As usual, a number of subtleties follow from the pre-
fractionalized construction. The local nature of the con-
straints leads to the emergence of a compact U(1) gauge
theory (generated by local rotations f; , — €'%i f; ,,b; —
¢'®b;). Depending on whether the U(1) gauge theory is
deconfining or confining, a quantum spin liquid with well
defined (deconfined) spinons, is or is not realized. 52

It is well known that 2D compact U(1) gauge theories
without matter fields are confining due to a prolifera-
tions of monopoles. >® While at first sight, this suggests
that a truly fractionalized state can not develop from
Eq. (11), there are essentially three ways to avoid con-
finement: First, the spinons form a time reversal sym-
metry broken insulator which leads to the addition of
a Chern-Simons term to the gauge theory. Second, the
spinons may form a superconductor, and thereby sponta-
neously “break” the symmetry to Zo (Z2 gauge theories
are known to allow for deconfinement in 2D.%?%) In this
context, we mention that generically the physical spinons
and the f; , are related but not the same. 55 Third, when
the spinons remain gapless an infinite number of degrees
of freedom®® can suppress the proliferation of monopole
operators and thereby annihilate the confining effect.

In this paper, which is the first on fractionalization
in tRVB theory, we will not study gauge field fluctua-
tions. Instead, we here derive mean field solutions of the
spinon Hamiltonian. However, we emphasize that these
solutions are superconducting and time reversal symme-
try breaking. It is therefore reasonable to expect the
possibility of deconfinement in the gauge sector.

B. Reminder of slave-boson theory for RVB

Before developing the slave-boson theory of tRVB, it
appears beneficial to remind the reader about the analo-
gous formalism for conventional RVB. 125758 We mostly
follow Kotliar and Liu'? and consider the conventional
t-J model on the square lattice

H=-t Y [XOxD s He]-pY x0
<i7j)7(7 4,0

+J 3 {550+ v PN XX X213, (12)
(i)

(i.g) o o



which in slave boson formalism may be written as
H=Y [-t(ffodlf;+ He)+ I (F ) (1o f)
(4,4)

+Vbib;rbjb}] + S+ 00 = 1) = ubid!). (13)
The RVB theory summarized in Eq. (12) and (13) par-
allels the tRVB theory exposed in Eq. (10) and Eq. (11).
Specifically, the interaction part of Eq. (10) at J, = J
is obtained from Eq. (12) by applying a unitary trans-
formation & — Erﬁr&z on every other site. As a di-
rect consequence, spinon interactions in the slave-boson
formulation, Eq. (11) follow from Eq. (13) by apply-
ing the transformation f; — (0,)7f; on every second
site. However, at ¢ # 0, tRVB theory is not related to
RVB theory by a mere unitary transformation, because
t(f;rbib}fj) - t(fjazbib}fj) leads to a spin-dependent
sign of the hopping.
One may decouple the spinon-interaction of Eq. (13)
as follows '?

H=-t Y [f] biblfjq+He]

(i,d)0

F 2N o fio + 010 = 1) = ubib]]
~ S (ki fl fi + Hee) = [Aij £ (ioy) £+ Hoe.]}

(id)
2
+ Y [kl + AT+ V Y biblbsbt,  (14)
[Barml (3) (o7

where Fapy = —3J is the energy of a single sVB for
isotropic antiferromagnetic interactions. As first dis-
cussed by Affleck, Zou, Hsu and Anderson,” at half-
filling, the model displays an SU(2) symmetry in Nambu
space. This is traditionally represented using Nambu

spinors ¥; o = (fio, (iay)agffza,)T, the matrix

Kij A
Uij = ( Aj] it ) (15)

i
and the identification
12 A 12
i f - A fT o) g+ He + 250l BT
|EarM]|
tr[UiTj Uij]

= U, + .
7 | Earul

(16)
The symmetry is given by an SU(2) rotation in Nambu
space, 1%’ - z”L/)i, Uij g W,'Uijo. We equivalently rep-
resent this symmetry in the notation U;; =ik} +1;; -7 as
an SO(3) rotation of the vector of order parameters on
a given link

Ui = (AL, AL K, (17)
where Re[A;;] = A

Rij-

Im[A;;] = Af; and analogously for

!
i)

szr >ﬁ+é|

FIG. 3. Convention of unit vectors & (I = 1,...,2/2) and
illustration of mean field parameters on square and triangular
lattices. The homogeneous mean-field solutions discussed in
this paper correspond to associating complex hopping x; and
pairing A; amplitudes to each of the z/2 links of each unit
cell (which is shaded gray).

Kotliar and Liu'? considered mean field solutions of
Eq. (14) under the simplifying assumption of transla-
tional invariance, i.e. A, = A, Kiyj = K1 (Kij = K2) on
all horizontal (vertical) links and analogously for A;;.
Thus, k1.2 corresponds to a complex hopping amplitude
and A 2 to an intersite pairing gap on a given link, see
Fig. 3 a. In the absence of doping, the ground state
manifold of energetically equivalent solutions is charac-
terized by the condition @ -tz =0 (i.e. 1y o (1,0,0) and
s o< (0,1,0) and SO(3) rotations theoreof). However,
doping adds a linear symmetry breaking field to the free
energy, 6 Fryp o< —8(0,0,1)-[@; +2], such that the man-
ifold of mean field solutions is reduced to d-wave super-
conducting solutions, i.e. iy o (1,0,1),1s o< (-1,0,1)
or equivalent solutions obtained by O(2) rotations along
the axis (0,0,1).

Finally, a physical superconductor is reached when
both the spinons and the bosons form a superfluid.

C. Hubbard-Stratonovich decoupling

After having reviewed conventional RVB theory, we
return to the model of interest in the tRVB context,
Egs. (10), (11). We decouple the interaction in the two
channels of strongest nearest neighbor attraction

H=-t Y [f],biblfjq+He]

(i,3),0

+ D S foo + 010 = 1) = ubid]]

- Z {(Hijfgngj + HC) + [A”fZT(ZO'y)O'ZfJ + HC]}

(i,5)

2
+ S [k +1A5P]+ VY biblbjbl. (18)
|Eevel (i) (i)

The o, matrices in the third line appear for triangular
and square lattices alike, in the latter case they directly
follow from Eq. (14) by virtue of the transformation
fj = (02)7 f;. The logic for decoupling particle-hole and



particle-particle channels simultaneously is motivated as
follows: In the field integral, we can discriminate particle-
particle and particle hole channel from the structure
in frequency space: f;fl’glféw,2 33’63f€4,g45€1+63,62,€4 has
three different channels, according to which of the fre-
quencies €; 234 are closeby in magnitude. We keep all
attractive channels, while the repulsive channels will be
dropped.

The procedure of decoupling nearest neighbor channels
whilst disregarding onsite (magnetic) order parameters
is controlled in appropriately designed large N limits (in
the present XXZ case of the Sp(2N) group). Extrapolat-
ing these calculations to SU(2) = Sp(2) is uncontrolled,
even though historically grown. '? In particular, the pro-
cedure misses all magnetically ordered phases, e.g. ferro-
magnetism, to which we compare heuristically in appro-
priate sections of the main part of this paper.

We included a controlled Sp(2N) treatment for the
insulating limit in App. B - this demonstrates that the
mean field triplet QSL solutions presented here are the
ground state of the Hamiltonian (11) in a well defined
limit. For the sake of physical clarity, we consider the for-
mally uncontrolled spin-1/2 system in the main text, and
emphasize that we leave the search for spin-1/2 Hamil-
tonians with rigorous tRVB ground states to the future.
This strategy parallels the early development of singlet
RVB theory, 1'2:5 which predated modern, numerically
exact, QSL studies, e.g. for antiferromagnetic models on
the triangular lattice®®2%, by more than three decades.

III. HOMOGENEOUS MEAN FIELD
SOLUTIONS

We here focus on the simplest case of uniform mean
field solutions (note that this excludes certain 7 flux so-
lutions®?%%) of Eq. (18). We treat the constraint on aver-
age (considering A a constant chemical potential) and use
a mean field decoupling of the hopping term, by replacing
t(bibl) » t; and £, t{f] f;) >t in Eq. (18), i.e.

tf bl fio > tpfl fio + tobibl — tsty/t. (19)

We will discuss the self-consistency of this replacement
in Sec. ITITF, and for the moment we concentrate on the
fermionic part of the Hamiltonian.

A. Square lattice

We first discuss the situation on the square lattice,
where the order parameters are Aq o, K12 (the value on
vertical and horizontal links may differ) and A\ (as de-
termined by the average occupation 1 —4). The spinon
Hamiltonian in Nambu and momentum space is (¢ =

(it fh(=ioy))T)

Hy= S uLh k) (20a)

It is convenient to express the spinon Hamiltonian h(k)
using Pauli matrices 7 in Nambu space and the notation

’ELl = (A27 A2,7 K’;,)

z[2

h(k) = &e.-2 Z o, [k]cos(k-¢é) - - 7sin(k-é)].

=1

(20Db)
In this notation, the previously mentioned® emergent
SU(2) symmetry in Nambu space is manifest in the case
&k = 0. We introduced & = -2t lez/f cos(k-&;)+\ as well
as the basis vectors é; = (1,0)7,é; = (0,1)7, see Fig. 3 a),
z =4 is the coordination number. We use the shorthand
notation k; = k- &; in the following.

We next evaluate the ground state energy for several
trial solutions at § = 0, see Tab. I, left column.

First, we consider normal state solutions, the simplest
of which is k] = k4 > 0, @ = 0 (the sign of the hopping
can be chosen at will, as spin-up and spin-down spinons
have reversed dispersion). This state displays a spinon
Fermi surface, Cy symmetry and A = 0 corresponds to
half filling. The fermionic contribution to the ground
state energy is Ey = —Ck; with C » —1.62. The mean
field energy per site is obtain by optimizing F = Ef +
zk)?[|Eyvg| from which we obtain E = —|Eyp|C?/(42),
as quoted in Tab. I. (An analogous procedure is used for
all of the following states, only the numerical value of C
changes from case to case).

As a second normal state solution we consider s =
k5 >0, while all other parameters x; = A = A} = 0. For
the square lattice the total enclosed flux per square van-
ishes for homogeneous imaginary hopping x;" > 0, thus
this solution is gauge equivalent to the previously dis-
cussed solution with real hopping (we will see in the next
section that such an equivalence does not hold for anal-
ogous two states on the triangular lattice).

Finally, we consider a solution displaying Dirac nodes:
iy = |11](1,0,0)T 4y = |1i1](0,1,0)7 (all other variational
parameters vanish). Amongst the trial solutions, this
solution is lowest in energy, see Tab. I, third row. It
corresponds to a p + ip superconductor of spinons, which
is nothing but |BCS:p, +ip,) as presented in Eq. (9b).
Note that the choice of a homogeneous A only respects
the constraint of half filled sites on average. To impose
the Gutzwiller projection on each site amounts to careful
integration over gauge field fluctuations which is beyond
the scope of this work.

B. Triangular lattice

Next, we repeat the same analysis for the triangu-
lar lattice, for which Eq. (20) holds equally, yet with
z =6 (and therefore three sets of order parameter fields
Kio1 93 li=1,2,3) and & = (1,0)T,é; = (1,/3)7/2,é5 =
(-1,v/3)T/2, see Fig. 3 b). The mean-field solutions are
displayed in the right column of Tab. I.

First, consider x] = k) = k5 > 0, for which half-filling



square lattice triangular lattice
k] %0 0
E=-033(2J+J.) | E=-0.33(2J + J.)
k' #0
E=-033(2J+J.) | E=-0.3(2J+J,)
Dirac
E=-0692J+J.) | E=-047(2J + J.)

TABLE 1. Illustration of spinon dispersion in the first Bril-
louin zone and estimate of the ground state energy (per site)
for selected trial mean-field solutions on square and triangular
lattices, as discussed in Secs. IIT A, ITII B. The Dirac solution is
U1 L G2 L 43 (41 L U2) on the triangular (square) lattice. For
comparison, the energy of the ferromagnetic in plane solution
is =3J (-2J) for triangular (square lattice).

implies A = —-0.836x]. This state displays a Fermi surface
and is Cg invariant.

As a second normal state solution we consider ] =
—|kY|(~1)!, while all other parameters x] = A} = A = \ =
0. Note that a flux 7/2 (-7/2) is enclosed in downside
(upside) triangles. Contrary to the case of the square lat-
tice, this state is thus not gauge equivalent to the state
with real hopping. On the other hand, a variety of super-
conducting solutions k] = k;’ = 0, |Al| # 0 are equivalent
by SU(2) isospin symmetry.

Finally, we consider a solution displaying Dirac nodes:
iy = |ia|(1,0,0)T,de = |i1](0,1,0)T 43 = |i1](0,0,1)7
(all other variational parameters vanish). As for the
square lattice, this solution is lowest in energy and corre-
sponds to a p+ip superconductor of spinons. In the next
section, we demonstrate on the basis of a microscopically
derived Ginzburg-Landau function, that the Dirac QSL
establishes as the dominant instability at finite tempera-
ture.

C. Finite temperature transition and doping

We here consider the finite temperature transition and
the effect of doping on the mean field spinon solution
treating square and triangular lattices in parallel. This
leads to the phase diagram presented in Fig. 1 ¢. In the
calculation we distinguish two regimes: the limit of a
degenerate Fermi gas t7 > T and the reverse high tem-
perature limit ¢y «< 7'

We anticipate the result of Sec. IIIE that t; = 6t in

all relevant regimes and that the degenerate Fermi gas
(high temperature classical gas) limit is important for
the finite temperature transition at large (small) doping
d > |Evpl|/t (6 < |Evg|/t), see end of this section.

The integration of fermions leads to the following free
energy density

+ [aia]?).

(21)
Here, A is the total number of sites (i.e. the system size).
The expansion of the fermionic determinant in small or-

der parameter fields leads to a Ginzburg-Landau func-
tional (see Appendix A 2)

ZZtrln ien —h(k)] + Z(Kjl

z[2
F= Z A+ul U —A_t
=1

0
0 ’U,l +C|’fbl|4

OO =
o~ O

% Z ag - iyr)?). (22)

LU=

Here, we disregarded &', which has a subdominant criti-
cal temperature in both limits ¢ty «< 7T and ¢ty > T. We
also emphasize that the constraint field A does not cou-
ple linearly to any of the order parameter fields, this is
evident from the matrix structure of h(k), Eq. (20b).

It is worthwhile to point out the main difference
to conventional RVB theory, namely the absence of a
linear symmetry breaking term of the kind §Fryp o
—(0,0,1) 3, @;. This is a consequence of the different ma-
trix structure in spin space of the order parameter fields,
i.e. presence of ¢, in the decoupled terms in Eq. (18). At
any finite J, the isospin SU(2) symmetry is broken by the
A_ term.

We first qualitatively discuss the mean field solutions
assuming C' =0, A_ >0 and A, < T-Tirys, where TiryvB
is the mean field transition temperature. In the impor-
tant parameter regime, these assumptions are consistent
with the microscopically derived values presented at the
end of this section.

The quartic term with a scalar product is crucial in dis-
criminating the lowest energy state and favors #; which
are perpendicular on different bonds [ =1,. .., 2z/2 of the
unit cell. This reproduces analogous results of singlet
RVB theory on the square lattice, which we reviewed
in Sec. IIB. In contrast to singlet RVB theory, how-
ever, the quadratic anisotropy term A_ favors easy plane
solutions in which the superconducting components of
;= (A}, Al k]") are dominant. More specifically, for
the triangular lattice, the mean field order parameter
is 4y oc ((-1)'éf,u,)T, where u, = /1-3A_/\/4A_+2
interpolates between the Dirac solution, Tab. I lowest
row, and a p-wave superconducting solution with com-
plex nearest neighbor pairing A; oc €27/3 and k' = 0.
In the case of the square lattice, where the coordination
number z is smaller, the p-wave superconducting solution




is the ground state for any A_. In this case A; oc e!™/?

and k]’ = 0.

We proceed with a discussion of microscopic values of
the Ginzburg-Landau parameters. In the high temper-
ature regime ty << T, we find A_ ~ tff/T3 >0, C =0,
D ~ T_3 and A+ ~ [T_TtRVB]/T2 with TtRVB ~ |EtVB|/4~
Using t; = 6t, we find that the regime ¢ty «< T is rel-
evant to the finite temperature transition at low dop-
ing, § < |Eyg|/t. The emergent SO(3) symmetry at
A t? - 0 (t4; — O%;) reflects the SU(2) invariance
in Nambu space in Eq. (20b). This SU(2) symmetry is
weakly broken in the regime of weak doping 0 < t¢/T « 1
which, as mentioned, favors the superconducting state.

This tendency is strongly reinforced in the complemen-
tary regime of the degenerate electron gas t; > T', be-
cause A, — A_ develops a logarithmic Cooper instability
while all other constants remain finite (note that in this
case generically C' # 0). In this limit, the mean field tran-
sition temperature Tirvg ~ tfe*th/\EwBl where we esti-
mate C ~ 1673 (C ~ 167) for triangular (square) lattice
in the continuum limit. Using again t; = §t, the degener-
ate electron gas assumption applies to the finite temper-
ature transition at strong doping 0 > |Evg|/t. In Fig. 1
c we present an interpolation of the mean field transition
temperature which captures both regimes § « |Eyyp|/t
and 6 > |EtVB|/t«

D. Observables

We emphasize that the mean field solutions, which are
characterized by k' = 0, do not display a finite magnetiza-
tionm = T'Y,, \ tr[6Gn k], as can be readily seen from the
matrix structure of G, = i€, — h(k). At the same time,
short range magnetic correlations are key observables and
reflected in the dynamical structure factor, Fig. 2. We
here explain its characteristic features using the selection
rules implied by the mean field Hamiltonian of Abrikosov
fermions, Fig. 4. Both RVB and tRVB Hamiltonians are
characterized by a direct product of a momentum depen-
dent matrix in Nambu space and a matrix in spin space
which is unity in the case of RVB and o, for tRVB. At
each momentum k, we denote the eigenstate with posi-
tive (negative) eigenvalue of the matrix in Nambu space
by |+) (]-)). Hence, at each k, |-) ® [1),]-) ® ||} are
the negative energy states of hgyp(k), and positive en-
ergy states are |+) ® [1),[|+) ® |{). Thus, the matrix el-
ement for vertical spin flip transitions vanishes and the
dynamical structure factor is suppressed at zero momen-
tum transfer, Q = 0, see Fig. 2 ¢). For the square lattice,
hrve(k) = —hrve(k + Qee) and spin flip matrix ele-
ments at momentum difference Qygo = (7, 7) are maxi-
mal and by consequence the structure factor is dominated
by the Néel wave vector, green arrow in Fig. 4 a). In con-
trast, for htgyp(k), |[-) ®|1) and |[+) ®|}) are the negative
energy states, their spin-flip matrix element with positive
energy states |-) ® ||) and |+) ® |[1) is finite and vertical

transitions are therefore allowed, Fig. 4 b). This leads
to a predominantly ferromagnetic spin fluctuation spec-
trum, Fig. 2 d).

E. Bosonic Hamiltonian and BKT transition

So far, we have ignored the slave bosons and simply
replaced t(bibj—) — ty in Eq. (18). In this short section,
we reverse the situation and study the bosonic part of
Eq. (18) under the replacement ¢ Za(fi,gf;r,g) > tp.

We consider the low-density limit, for which the 2D
Bose gas is described by the continuum action

2
S = f drd*zi [8T — leff — ;n] P+ %|¢|4 (23)

2D Bose-Einstein condensation is known to be absent
in the non-interacting limit and driven by the confine-
ment of topological defects, otherwise. The Berezinskii-
Kosterlitz-Thouless transition temperature which cap-
tures these aspects in the limit mg <« 1 is%!

2 n
ToKT = — ———, (24)

where n is the density in the continuum limit.

The mapping between the lattice Hamiltonian and the
continuum theory as well as microscopic values for the
parameters of the action (23) are contained in App. C
and lead to a non-trivial relationship between mg and
V [ty, see Fig. 5. We exploit this as we push Eq. (24) to
the limit of its applicability at mg ~ 1 using

27'(th5
Tskr = 2
PET T 0[95(1 + 226, /V) /2] (25)

to interpolate between weak and strong coupling.

F. Self-consistency of hopping amplitudes

We now present estimates for ¢ rand t, as a function
of external parameters 9, Fyyg,t and first summarize our
results:

For the entire relevant parameter regime, ty = ot
while ¢, has a different form in weak doping regime ¢ <
|EivBl|/t < 1 and strong doping regime |Eyygl/t < §. In
the weak doping regime, t; ~ §t%/|Eyyvg| and in the strong
doping regime t, ~ (1 - 4)t. For a pictorial summary of
these results and associated regimes, see Fig. 6. Formally,
the results for the BKT transition in the weak doping
regime are valid for T « t;, while for the BCS like tran-
sition at strong doping we require T' <« ty. Both Tiryg,
Tpx satisfy these bounds (we assume V ~ |Eyyg|), see
also Fig. 1 c.

To derive these results, we first concentrate on the
limit ¢y « max;|g|. It is important to emphasize that,



a  hryp(k) ~ [cos(h, )7,

Hem [l
) )8

b hirve(K) ~ [sin(k,)7, + sin(k,)7,|®0,
E
|-+H)®[1) )
)&l ®1)

FIG. 4. Selection rules for the dynamical structure factor for a) the RVB state and b) the tRVB state on the square lattice.

For further explanations, see main text.

mg
20
mg~4z(1-2zt,/V)
10f — triangular lattice
g — square lattice
mg~2V/t,
20 40 60 80 100 Vi,
FIG. 5. The dimensionless parameter mg entering
Eqgs. (23),(24) as a function of microscopic parameters of the

bosonic theory Eq. (18).

contrary to usual singlet RVB theory, 12 magnetic inter-
actions do not contribute to the fermion hopping term
proportional to ¢y, see Eq. (20b). Therefore (assuming
nearest neighbors ¢ and j),

2Tt —&eet ;)

} *1;1 2 + |y i sin(k-é;)2

ty=t > (f], fio) (26)

Without going into details, we conclude that ¢, ~
tit/|Eywwsl| > 0 at temperatures far below Tiryg.

On the other hand, in the limit of dominant normal
hopping, ¢ty > max; ||, one may omit the mean field
order parameter in the evaluation of ¢, = tzg(flafjﬁa) o
t(1-0). The approximate replacement of the fermionic
correlator by the fermion density 1 — ¢ becomes exact in
the continuum limit.

Finally, we consider ty = tzg(b}bi). It is obvious that

ty = 0t in the superfluid, where (b;) = V/6e'®i. We now
show that ¢y = §t also in the normal state and exploit that
the relevant regime regards low densities. In this limit the
bosonic Hamiltonian can be linearized, H = Y b;rcfflbk,
where 5111 has a minimum at k = 0 and bandwidth t;.

Then

i > e XD ppp(ed) ~ 6t

7ol (27)

by~

Here npg(£)) is the Bose-Einstein distribution. At the
second asymptotic equality sign, we have used the con-

|Evypl/t 1
weak doping strong doping

FIG. 6. Estimated relationship between internal parameters
ty,t; and external parameters d,t, Eryvp (note t > |Eyyp| is
assumed).

tinuum limit (expansion about k = 0), which is justified
for temperatures T < tp.

We conclude with a remark that the discrimination of
two regimes ¢y <« max; |4y, t; > max;|d| at tempera-
tures far below Tiryp is equivalent to §t < |Eyygl, 6t >
|Eive|, respectively.

IV. CONCLUSION

In summary, we have studied tRVB states on 2D tri-
angular and square lattices using an Abrikosov fermion
mean field treatment of an anisotropic nearest neighbor
ferromagnetic Heisenberg model. We found a gapless
Dirac spin liquid for either lattice. We furthermore stud-
ied the effect of doping away from the Mott insulator
limit and thereby discovered a novel mechanism for the
appearance of p + ip triplet superconductivity.

We conclude with an outlook. On the abstract theo-
retical side, a question about the stability of the tRVB
mean field solutions arises for spin 1/2 Hamiltonians. To
appreciate the exigency of this question for the present
ferromagnetic model Eq. (10), it is instructive to reca-
pitulate what is known about the analogous question
for the SU(2) invariant quantum antiferromagnet. For
the latter, neither triangular nor square lattices dis-
play a spin-liquid ground state (but rather 120° collinear



and Néel antiferromagnetism), despite the fact that the
mean field Abrikosov-fermion treatment yields Dirac
spin-liquids. #'2°° In the present, predominantly ferro-
magnetic case, the situation is likely similar, and in-
deed the in-plane ferromagnetic solution with energy —3.J
(-2J) is lower than any of the tRVB trial states of ta-
ble I in a substantial fraction of the parameter regime.
Therefore, it is an important task for the future to find an
easy plane (U(1) spin symmetric) ferromagnetic spin-1,/2
Hamiltonian including longer-range and multi-spin inter-
actions which rigorously displays a tRVB ground state
and to study when it is of the Dirac or of the spinon
Fermi surface type represented in Tab. I. Since tRVB
states do not have any minus signs, a Quantum Monte
Carlo simulation would be a promising route for such
study. Given the variety of physical states which can be
encoded by RVB trial states with different bond lengths
and which include ordered magnets and Z, as well as
U(1) QSLs, #6263 it is also an interesting task to study
longer range tRVB trial states.

Regarding the concrete material 1T-TaSs (and related
monolayer TaSes, NbSes), reliable understanding about
the scale and sign of the exchange interactions is nec-
essary, both experimentally and theoretically. Here we
have presented a theory which displays quantum spin-
liquid behavior, even when the exchange interactions are
predominantly ferromagnetic. A spinon Fermi surface ei-
ther from singlet or triplet RVB could potentially account
for linear temperature scaling in specific heat and ther-
mal conductivity. However, the lowest state within our
mean-field approach is a tRVB QSL with Fermi points
and Dirac excitations. While the mean-field solutions
with a spinon Fermi surface have higher energy, they
might be stabilized by certain longer-range interactions.
Incidentally, within our theory, doping leads to a time
reversal symmetry breaking superconductor which is in-
deed believed to be observed in stacked multilayers of
1T-TaS, and metallic 1H-TaS,.3* On the other hand, if
present estimates of exchange interactions on the order
of a few Kelvin are correct, an alternative to the theo-
retical QSL explanation for the weak Curie-Weiss signal
appears inevitable.

Beyond the issue of 1T-TaS,, our proposal opens room
for a new and exciting experimental and numerical search
for QSLs and topological order in local moment systems
with predominantly ferromagnetic coupling that do not
order down to very low temperatures.
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APPENDIX

Appendix A: Mean field slave boson theory for
SU(2)

In this appendix we provide details on our calculations
of a t—J model with anisotropic, ferromagnetic exchange
interaction.

1. Attractive interaction channels

The spinon interaction in Eq. (11) contains inter-
site interaction of singlet particle-hole fj f; and particle-
particle fj oy f; and of triplet m, = 0 particle-hole f:r o.f;
and particle-particle f;f Oy f;r operators. We drop the

interaction of repulsive interaction channels of triplet
m, = £1 operators and obtain

Hy= 3 [ Bas(L i)
(,9)
+ Ewvs(fo. 1) (flo.f)
+ B (floofD)(fiowfi)

+EsVB(fJny;)(fj0yfi):|- (A1)

Since we are interested in the regime Eiyvp < Fqyp and
FEivp < 0, we decouple only the second and third line in
Eq. (18) of the main text.

2. Free energy expansion

We expand the fermionic contribution to the free en-
ergy density, Eq. (21), in powers of &', .
The zeroth order is given by

Fy= oL S n(1+e /T, (A2)
A%

while higher order contributions are formally

T
F = _ﬂ Z tr? " In[1

Q,(L?l)ﬁhk]
T

~ Z;(( (G0 )? ]+4tr [(gg?iahk)4]).
(A3)

Here G, x = ( Gg’k —G? ) and Gy, x = (i, — &)~ All
n

terms with odd powers in the series expansion vanish by

spin summation. This is in contrast to usual singlet RVB

theory, where there is a linear term AF ~ —t¢ Y K;.

)



a. Second order term

We introduce the three integrals

'y _ Z i i ! : 2
A= A r%:csm(kl) sin(k) (ien - &k e+ 5k)
= —% Z sin(k;) sin(k;)
Kk
. 1 tanh(&x/[2T])

{2T[cosh(§k/[2T])]2 €k }’(A4a)

NT 1 1
B = 2 & coslla) cos(hr) (( =607 Gien + &)2)

1 5 cos(k;) cos(kyr)
2T A 4 [cosh(&/[2T]) ]

(Adb)

Using this integrals we obtain after traces in Nambu
and spin space (Einstein summations to be understood)

, , 10 0
Fy=A"aq 0, - AT o1 0 |uy
00 -1
+2BW) ! 1K (A5)

In Eq. (21) of the main text we slightly abuse our no-
tations and absorb AEr” ) 4 20y /| Eyve| — Ai” )

b. Mean field instabilities

We first consider the regime ¢y = 6t < T «< t. In this
limit, 0f/OX = 0 leads to A » 20T « t;. Expansion in
& < T leads to

0y —ﬁ ;sin(kz) sin(ky) (1-¢2/6)

5 (t 2 .
b -5 (?f) , triangular latt., (46)
2T |11 - % (%f)2 , square latt.,
' 1
A~ A %:sm(kl) sin(k))&2 /12
tr\2 .
) S 5(%) , triangular latt., (a7
24T 3(%")2 , square latt.,
B~ 2T.A 3" cos(ki) cos(k)) (1 - &2/4)
) 72 2
) 1-1 (%f) 2 7 2 ||, triangular latt.,
v 227 (A8)

square latt..

’ﬂ‘x

(3]

The largest transition temperature T, is thus associated
to the order parameter Aj, A" with T, = |Eyyg|/4(1 -
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20(ts/|Evve))*/3) [Te = |Evvel/A(1 - 5(ty /| Evve])?)] for
the triangular [square] lattice. The critical temperatures
associated to k are order (t;/J)? times lower.

We now consider the regime T' « ty. A logarithmic
Cooper instability in Eq. (A4), manifest through the typ-
ical momentum sum Y, tanh[&,/(2T)]/&k, only occurs
for the combination Ai”') - AW —-pdu In(ty/T) (right
at a van-Hove singularity, other terms may also have
logarithmic coefficients). Here we employed t; as the
UV cut-off of our theory and we introduced the density
of states p which in the simplified, parabolic limit ob-
tained by expansion of the dispersion about the I' point
is p = 1/(8V/3xty) [p = 1/(8nty)] for triangular [square]
lattice. Clearly, the parabolic approximation is consid-
erably better for the triangular lattice which does not
display a van-Hove singularity at half-filling.

We observe that ' does not develop a (dominant)
mean field instability in either T' <« ¢ty nor ¢ty <« T' «< .
It will therefore be omitted in the following and is not
included in Eq. (22) of the main text.

c. Fourth order term

We obtain the following expansion of the trace

w [(Gh-70.)"] /2 = 2GR
~4|GA(G + G)*(h? + h3)h3

+(G? - G*)hj. (A9)

Here, we have omitted the subscript n,k of the Green’s
functions, and h = h(k) =23, @ sin(k;).

We keep only the first line 2|G|*h* of Eq. (A9). In the
limit of small ¢y << T' this is justified, since the terms of
the second and third line vanish (this is a manifestation
of the SU(2) symmetry). In the opposite limit, ty > T'
the leading, quadratic instability regards superconduct-
ing order parameters AjA}, only, and we can disregard
the additional corrections from hs terms.

In summary, this motivates us to drop SU(2) breaking
terms from the quartic term. The relevant integrals in
the derivation of quartic terms are thus

oT 4
Iy = g 2 Guad* [Tsin(hi). (A10)

By mirror symmetry k; — -k, the only non-zero inte-
grals have either all I; equal, or [; pairwise equal. By
rotational symmetry, all non-zero integrals can thus be



expressed as one of the following integrals
- 2T .
C= 72 Z |Gxe]* sin(ky)?

7((3) L

12T A 2 2 f(&/T) sin(ks)", (Alla)

D= j Z |G sl sin(ky ) sin(k2)?
7C2(;)3 j > f(&/T) sin(k;)? sin(ka)?.(A11D)
Here, f(z) = -n?(x-sinh(z))sech® (2/2)/(7¢(3)z®)

(which is normalized to [ dzf(z) = 1) places the inte-
grals on the Fermi surface.

In the regimes of interest we estimate these constant
as follows: for t; « T « t, C,D ~ T73 ~ J=3, while for
T<«<ty, C,D~ TﬁQ/[tf] ~ J72/|:tf].

With this notation we obtain

D I L
Fy= ZC’ul + 5 Z[u?ulz, +2(1; ~ul,)2]

1£34

(A12)

as reported in Eq. (22) of the main text, where we use
the notation C' = C' -3D)/2.

Appendix B: Large N treatment of tRVB spin liquid

In this appendix, we demonstrate that the triplet quan-
tum spin liquid discussed in the main text can be stabi-
lized in an appropriate large N limit. Here we concen-
trate on the Mott insulator (i.e. 6 =0) and J, = J. In
this limit, Eq. (10) can be written as

H=JY% Y (6960l (B1)
(i,5) u=1

The easy plane nature is captured by the unitary trans-
formation &¢' )0£ )6{" on the i-site. Note that Eq. (B1)
holds for triangular and square lattices, alike.

Here we introduce a generalization of the SU(2) =
Sp(2) spin group to Sp(2N) and the large-N model is

N/3+2/3 Z Zl (U(o (D560, (B2)

The notion of 6, operators on a given site ¢ will become
clear shortly and the prefactor is chosen for convenience.
The symplectic group is special, as it allows for the no-
tion of time-reversal symmetry and thereby for super-
conducting spinon mean field theories. %* This feature is
manifest in the usual matrix definition of the generators
of the group

6, =—G,57 6y, (B3)

12

0 —ily
ily 0
N x N identity matrix).

For the present purpose of anisotropic quantum mag-
netism, it is convenient to represent the generators of
Sp(2N) as 0,4, ® S and 12 ® A, in particular &, . =
oy ® 1y in Egs. (B2),(B3). Here, S (A) are sym-
metric (antisymmetric) N x N matrices, clearly this
parametrization fulfills Eq. (B3) and the number of gen-
erators 3N(N +1)/2+ N(N -1)/2=2N?+ N agrees with
the dimension of the group. We can thus rewrite Eq. (B2)
as

where 6, = ( ) = 0, ® 1y (where 1y is the

J

- o ) (g J
T -§prap & | 2l 50 0 5)0

+(0y®9) (0, ®9)9) ~ (0.8 5) (0, ®5)]
- V(18 4)D (1,0 4) ], (B4)
A

This expression clearly reflects the easy plane ferromag-

netism of the original XXZ spin-1/2 model Eq. (10) of the

main text (here Y g sums over symmetric NV x N matrices

and analogously ¥ 4 sums over antisymmetric matrices).
We now represent the symplectic spins as

Op = fl.,a [&#]aa'lfa,tf' (B5)

Here, we introduced 2N species (o =1,}, a =1...
Abrikosov fermions.

In this notation, Eq. (B4

N) of

) becomes

2N2+N

Z Z (f Uzo'uo'zfz)(f;(}ufj)

N/3+2/3< =

J

T TAN/3+ 43 S Z (flo-f)(flo- 1)

J

B Fa o * T
ON/3+4/3 (%)(fi 62647 )(f;

In the second line we used the Fierz identity of generators
of appropriately normalized generators of Sp(2N)

. . 1 . .
Zagﬁ 2056 5 (6as68y = (6y)ar(Gy)ss) - (B7)
" ”w

In this equation we used a multi-index notation « = (o, a)
etc.

Clearly, the interaction is invariant under local trans-
formations which leave f; f;r +oyf fF oy invariant, which
leads to a local SU(2) symmetry. * Here we will not dwell
on these subtleties, and rather exploit that the large N
limit prescribes the pattern of decoupling that we em-
ployed in Eq. (18)

H =Y {(kijflo.f;+ He) + [Ay £ (i6,)5. f; + He.]}

(i.3)
2N
+ 2 [lrag* +1441]. (B8)
[Eevel (i)



We used Fiyyp = —3J in the present limit. Upon inte-
gration of the spinons, the overall free energy therefore
acquires an additional linear proportionality to “color in-
dex” N, whereby the mean-field approximation becomes
justified.

Before closing, we remark that our search of mean-field
solution within the limited set of homogeneous r; j, A; ;
is not controlled by the large N limit and deserves special
attention in future studies of the problem.

In summary, in this appendix we have presented an
Sp(2N) generalization of Eq. (10) which allows to ana-
lytically control the mean field treatment of tRVB the-
ories. It is apparent that this representation of Sp(2N)
is favorable for any anisotropic quantum magnet and the
application to Kitaev-Heisenberg models is left to future
publications. 9

Appendix C: BKT transition

Here we summarize the mapping of the bosonic part
of the Eq. (18)

Hy =ty Y [blb; + H.e]= iy blbi+ V' 3 (b1b;) (bb;)
) g (i.d)
(C1)

to the continuum model, Eq. (23) and thereby we de-
rive Tgxr. We assume a grand canonical ensemble and
here use fi = - 2zV — X to denote the effective boson
chemical potential. The microscopic values for the cou-
pling constants of Eq. (23) is derived in this section and
summarized in Tab. II.

In the weak coupling 1imit ty > V we can expand fll: =
=2ty > cos(k-é)) = (-2 + 2= )tb near the bottom of the
band and thus identify 50 = —zt}, (which is absorbed in
u) and the mass m = 1/(ztpa®). Then, Eq. (23) can be
directly derived by replacing b; — a(x;), with a being
the lattice constant.

For the regime is t, < V, we expand in small order
parameter field ¥ by decoupling the kinetic term (for
details see Ref. 66)

Hign = Y00 E(K)bie = 010, 40,0~ 5 W (k) E(k) ¥ (k).
k 7 k

(C2)

In Eq. (C2), the term linear in ¥ will be treated as a
perturbation to Hplt, -0, in which local occupations n; are
good quantum numbers allowing to formally diagonalize
the Hamiltonian. In particular, the state without any
boson has energy 0, while E; = —fi is the energy of a
single boson on a given site, while Ey = 2E; +V is the
energy of a pair of bosons at adjacent sites.

13

The continuum theory of bosons, Eq. (23), near g =
0 describes a (Mott-) insulator to superfluid quantum
phase transition, and we formally derive this theory ap-
proaching the transition from the disordered side with
et < 0 such that no bosons are in the system at the

| I ty >V ty <V
m 1/(ztya?) 1/(ztpa?)
et ||pb =22V = X+ ztp - 22V = A+ ztp
g 2:Va? 427,07 (1 - 22, V)
TBKT 27rztbncl,2 27'rztbna2
In(190t,/V) In(95/(2-222t,/V))

TABLE II. Coupling constants of the continuum field theory
of 2D bosons Eq. (23) as obtained from the bosonic part of
Eq. (18) (here, we explicitly restored the lattice constant a).

ground state. We then assume that the parameters
m, g, les are the same also on the ordered side of the
transition (in the relevant regime ucg ~ dg/a® is small
but positive) and at temperatures of order TpxT.

By assumption, the ground state of Hp|t,—o is then
given by all sites empty and the leading excitations are
given by the 1- and 2- boson states discussed above. We
obtain from integrating out the b;-bosons 7

(-1+ F,0,)V;
S=/4d
fT E
LS 1
wifars ) @)
g

E? (2E1 Ey

The quadratic term is obtained by perturbative inclu-
sion of the dynamics of a single boson in the system.
The quartic term can be obtained in the same manner,
but it is equivalent and easier to calculate perturbative
corrections to the ground state energy of Hplt,—o in the
presence of a constant W. The parameters of Tab. II,
third column, and Eq. (23) are then obtained by iden-
tifying ¥; — ay(x;)FE; for weakly spatially dependent
fields.

Physically, the presented calculation can be interpreted
as follows. First, consider creating a single boson in the
system. It costs onsite energy F1 = —i > 0, but gains
kinetic energy up to ztp as it travels through the system.
Clearly, the physics of a single boson is approximately
valid in the small density limit, too, thus the free part of
Eq. (23) is equivalent for non-interacting, weakly inter-
acting and strongly interacting particles. However, the
free theory needs to be complemented by scattering be-
tween two bosonic waves when two bosons are close (i.e.
the g term). This depends on the microscopic details
of the interaction potential, in particular its strength, as
presented in Fig. 5
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