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We examine the effectiveness of a planning prompt intervention to reduce procrastination on online
homework for college students. The intervention asked students to indicate their intention to earn small
amounts of extra credit for completing assignments earlier and form a plan to realize their intentions.
Students’ learning behavior is measured by five data metrics collected from gradebook and student
interaction logs from four sections of the same college level physics course, including three metrics that
capture how students space their work on assignments and two that measure the level of student
engagement when completing assignments. To separate the impact of extraneous factors from the treatment
effect, we employ a “difference in differences” method—initially developed in economics—and construct
multilinear models for each of the five metrics. Our models show that by simply asking students to form a
plan prior to the assignment, students on average earned 5% more extra credit, completed homework
significantly earlier, and spread out their work significantly more. However, the intervention did not
significantly change students’ level of engagement with the learning materials, nor did it change students’
work distribution on the next assignment.
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I. INTRODUCTION

Many studies have shown that a significant fraction of
college students often procrastinate on assignments and
cram against due dates or before exams. Studies, including
our own, have also shown that procrastination is often
associated with reduced academic performance [1–4]. For
example, Agnihotri, Baker, and Stalzer found that habitual
procrastination as measured by a procrastination index is
associated with a 21-fold higher risk of failing the course
[5]. Studies have also shown that procrastination is asso-
ciated with maladaptive learning strategies and reduced
levels of self-regulation in online learning [6,7]. Sabnis et al.
also found that procrastination is more common among
males, racial minorities, and first-generation students [8].
Nieberding and Heckler further showed that procrastination
behavior is directly associated with nonexam grades,
and that a large majority of students who procrastinate
did not report planning to delay work on assignments [9].
Therefore, effective methods to discourage procrastination

and encourage early work could have substantial positive
impact on student learning. In an earlier study, we examined
the effectiveness of credit incentives in promoting early
work and reducing procrastination, by offering small
amounts of extra credit to students who complete portions
of assigned homework in advance of the due date [1]. As
explained in more detail in Sec. II B, these so-called
“treasure trove” extra credit assignments encourage students
to break a sequence of 7–11 online homework modules
into 2–3 portions and finish each portion earlier than the due
date. Students who followed the suggested schedule can
open the treasure trove assignments and get a small amount
of extra credit. Our previous analysis showed that those
assignments resulted in a small but measurable decrease in
procrastination overall.
Aside fromcredit incentives, anotherwidely used strategy

to influence student behavior in blended and online learning
settings is nudging [see Damgaard and Nielsen for a more
comprehensive review] [10]. In particular, nudging in the
form of goal setting activities or reminder emails or texts
have been frequently used to fight procrastination and
distraction. For example, Patterson found that asking stu-
dents to set a goal for limiting distracting internet time
increased course engagement and completion in a massive
open online course (MOOC) [11]. Huang et al. examined
multiple forms of email “calls to action” and found that
while descriptive norms lead to reduced procrastination,
deadline reminders can actually backfire and result in
increased dropouts [12]. Fouh, Lee, and Baker found that
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nudging emails promoted students to usemore free late days
(allow for late submission without grade penalty) on home-
work assignments, but the change was short lived and that
students quickly revert to previous behavior [13].
In a 2017 study conducted in three HarvardX MOOC

sections, Yeomans and Reich asked students at the begin-
ning of the course to form a plan indicating where and
when they would work on the course material, and what
they would do to ensure they would carry out their plan.
They found that merely asking students to write a plan, with
no consequence on either the content or quality of the plan,
increased course completion rate by 29% [14].
Inspired by the results of Yeomans and Reich, we

designed a similar intervention with the intent to increase
the number of students earning early completion extra
credits and improve engagement with learning materials.
The intervention was designed to be implemented at the
beginning of two-week sequences of online homework
modules in a college introductory level physics course,
together with the extra credit incentives for early comple-
tion. The intervention first asked students three Likert-scale
questions on how strongly they intended to earn each extra
credit reward, followed by an open-ended question asking
them to write down their plan for completing the sequence
of learning modules assigned. Students who clicked the
“submit” button on the survey were awarded 0.1% of
regular course credit, regardless of their answer to the
survey question.
The design of our intervention is based on Zimmerman’s

three-phase cycle framework of self-regulated learning
[15]. The framework posits that a learner first forms
intentions and goals about the assignment and creates a
plan to realize them in the forethought phase; then the
learner puts their plan into action to the extent of their
ability in the performance phase; finally, the learner forms
opinions regarding learning and of their own self-efficacy
in the self-reflection phase. Our planning prompt inter-
vention serves as scaffolding for the forethought phase, by
first asking students to form goal intentions about the
assignment and extra credit incentive, then prompt them to
form a concrete plan to achieve their goals.
We expected that our intervention would have a similar

impact on college students as Yeomans and Reich observed
on MOOC students. More specifically, we hypothesized
that the planning prompt intervention will lead to (i) an
increase in the average amount of extra credit earned by
students, (ii) more students completing portions of the
homework earlier compared to the due date, and (iii) a
reduction in disengaged forms of interaction with the
assignment [16].
To examine these hypotheses, we implemented the

planning prompt intervention in three large (100–250
students) sections of the targeted college physics course.
Two of those sections were taught by different instructors in
Spring 2022, and one was taught in the Fall 2021 semester.

Since randomly assigning a for-credit assignment to part of
the students in a class is both technologically difficult and
could cause much disruption to normal instruction, we
chose to assign the planning prompt intervention to the
entire course section at the beginning of three different
homework sequences—one in each section.
Most previous studies on procrastination categorized a

subgroup of students as “procrastinators” by comparing
their submission time to that of their peers. Agnihotri et al.
defined their procrastination index based on the 60th
percentile of submission times [5]. Nieberding and
Heckler used cluster analysis to divide students into groups
with similar procrastination behavior [9]. Sabnis et al.
simply ranked students in order of assignment submission
time and used rank divided by number of submissions as a
measurement of procrastination [8]. However, any inter-
vention to improve the work distribution will likely have an
impact on more students than just the “procrastinators.” In
addition, members of such a “procrastination” group could
change between different assignments, making longitudinal
comparison of the impact more complicated. Therefore, in
this study we use several metrics to evaluate the impact of
our planning prompt intervention on the work distribution
and level of engagement of the entire student population.
We accomplish this by creating a multilinear model for
each procrastination metric.
To eliminate the impact of extraneous factors such as

differences in student population, semester, instructor, and
instructional methods between different sections, we
employ the analysis method of difference in differences,
initially used by John Snow in his famous efforts to
pinpoint the source of London’s cholera outbreaks, and
first formalized by economists Ashenfelter, Card, and
Krueger [17]. Card later won the 2021 Nobel Prize in
Economic Sciences for his work in formalizing natural
experiments, laying the groundwork for the analysis
presented in this study [18]. Our implementation of the
analysis method, adopted from Cunningham’s Causal
Inference [17], isolates the effect of the treatment from
extraneous factors by constructing a linear regression
model that includes data from before and after the treatment
and is fitted to data from multiple semesters.
In the simplest case of a difference in differences

design, data on a given observable, Y, is collected from two
groups—control and treatment—over a period of time
before and after the treatment took place. The observed
value for the control group after the treatment took place
can be written as Yc ¼ Cþ Δt, in which C is the baseline
observed value at the beginning of the observation, and Δt
is the change of the variable over time independent of the
treatment. The observed value for the treatment group
during the same period can be written as YT ¼TþΔtþD,
where T is the beginning value of the observable for the
treatment group, and D is the effect of the treatment itself.
The basic assumption behind the differences in differences
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design is that ðCþ ΔtÞ − ðT þ ΔtÞ remains constant over
time. In other words, the trends in the observable of the two
groups are parallel (also known as the parallel trends
hypothesis), and the difference in the initial observed value
is due to extraneous factors unrelated to the treatment. As a
result, the treatment effect D can be separated from the
extraneous factors by taking the differences in the two
trends after the time of the treatment, thus the name
“differences in differences.” In this study, we assume that
the change in observables between each week’s assign-
ments shows parallel trends, and the treatment effect can be
detected as a difference in the trends specific to the week of
the treatment and estimated using linear regression [17].

II. EXPERIMENTAL SETUP

A. Instructional conditions

Data used in our analysis was collected from four
different sections of the same calculus-based college
introductory level physics course: two sections from the
Spring 2022 semester (22A, and 22B), one section from the
Fall 2021 semester (21), and one semester from the Fall
2020 semester (20). Section 22A had 288 registered
students, of which 24% were female and 40% belonged to
minority groups traditionally under-represented in STEM
fields (URMs). Section 22B had 285 students, with 24%
female and 34% URM. Section 21 had 121 students, with
34% female and 34% URMs. Section 20 had 254 students,
with 26% female and 39% URMs. All four sections were
taught using the same textbook and online homework
assignments, following the same weekly schedule of
homework release and due dates. Sections 22A, 21, and
20 were taught by the same instructor, and 22B by a
different instructor. Section 20 was taught in an online only
format due to campus closure resulting from the COVID-19
pandemic, while the other three sections were taught in a
blended format with in-person lectures and online home-
work and learning resources.

B. Implementation of online homework and extra credit

Homework assignments in this study take the form of
online learning module sequences implemented on the
Obojobo learning modules platform, and embedded in the
Canvas Learning Management System. Each sequence
consists of 7–16 learning modules which cover the material
for one to two weeks of the course. Students must complete
each module in the sequence in the given order. Each
individual module consists of an instructional component
containing text and practice problems, and an assessment
component containing one or two problems focusing on a
single concept or single type of problem. A module is
considered complete when the student either answers all the
problems(s) in the assessment component correctly or uses
up all five attempts.

Data for the study was collected from five sequences
of 7–16 modules each that were administered in all four
sections. These are the 2nd, 3rd, 5th, 6th, and 8th of nine
sequences assigned to students during the semester. The
four remaining sequences each had complications making
the data unsuitable for use: Sequence 1 is a brief review of
vectors and had no associated extra credit; Sequence 4 was
two half-sequences with the midterm occurring between
them, each having only one extra credit opportunity;
Sequence 7 was chosen to host another experiment in
the 2022 semester; finally, sequence 9 was not yet created
for the Fall 2020 semester.
For all five sequences included in our analysis, the

module sequence was due two weeks after the first lecture
on the topic—at 23∶59 on the Saturday following the last
lecture on the topic. In each section, students who
completed a certain number of modules before a date
earlier than the due date of the whole sequence could earn
“treasure trove” extra credit points. For example, on the
5th sequence, students who completed the first 3 of the 10
modules 10 days before the due date could earn 2 points of
extra credit; those who completed the first 6 modules
7 days in advance could earn and additional 2 points of
extra credit; and those who completed 9 modules 2 days
ahead can earn another 3 points of extra credit. Each
module is worth ten points before considering any extra
credit. The five homework sequences had similar extra
credit scheme, which is uniform across the four course
sections.
Each extra credit opportunity was implemented as a for-

credit quiz on Canvas, embedded in between modules in the
homework sequence. Each quiz was made accessible after
students completed all the prior modules, and each quiz
simply asked whether the student wanted the extra credit.
The name “treasure trove” represented the idea that
students can access those extra credit rewards after com-
pleting several learning modules. The due dates of the
treasure trove quizzes were set individually according to the
treasure trove schedule, and earlier than the sequence due
date. A total of 47 extra credit points were made available to
students and were worth 5% of the total course grade.
Submission of assignments after the due date received a
13-percentage-point deduction per day, rounded up to the
nearest day. The late submission penalty also applied to the
extra credit assignments. This setting was implemented in
all four sections included in the current analysis.

C. Planning prompt intervention

The planning prompt survey was given to students at the
beginning of each module sequence chosen to receive the
intervention in the form of a Canvas graded survey. It
contains one piece of informative text and four questions.
The informative text outlines the treasure trove extra credit
schedule of the upcoming sequence, while questions 1–3
asked students to indicate on a Likert scale how strongly
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they intended to earn each treasure trove, ranging from
“Definitely Not” to “Definitely Yes.” Question 4 is largely
modeled after Yeomans and Reich’s study [14], and asks
students to formulate a plan by stating the following:

Research in education has shown that spacing home-
work over multiple days is beneficial for learning.

We want to know about what plans you have to complete
this sequence. Write down some of your plans to learn.
For example, try to specify:

1. When and where will you work on the modules?
2. What specific steps you will take to ensure you

complete the modules according to your schedule?

Completion of the survey contributes to 4% of the
homework sequence credit—or about 0.1% of the total
course credit. The survey is only graded for completion, so
submitting a blank survey would still have earned the full
points. Students are not required to submit the survey prior
to accessing the learning module sequence. The due date of
the survey was set at the same time as the first extra credit
due date.
Section 21 received the planning prompt survey before

the 5th homework sequence of the semester. Section 22A
received the survey prior to the 6th sequence of the
semester, while 22B received it before the 8th sequence.
Section 20 occurred before the beginning of the
experiment.

III. DATA ANALYSIS

A. Measures of procrastination behavior

We choose five metrics to gauge the impact of the
planning prompt intervention on students’ completion of
homework assignments. Three of these metrics measure the
level of students’ work distribution and procrastination:
treasure trove extra credit points earned for early comple-
tion, average excess time of module completion, and
standard deviation of module completion times. The other
two metrics reflect a student’s engagement with the home-
work: fraction of brief last assessment attempt and fraction
of disengaged study state.
The treasure trove extra credit points earned by each

student for each sequence is the most direct measure of
how closely the students’ work schedule aligned with the
recommended schedule. Four of the five sequences
offered 7 possible extra credit points, while sequence 2
offered a maximum of 8. To make sequence 2 directly
comparable to the others, we multiply these extra credit
scores by 7=8—making all sequences have a maximum
score of 7 points [16].
Average excess time per module is a measure of how

early a student completed the modules on average. Excess
time is defined as the amount of time between a student’s
first passing attempt on a given module (or last attempt if

the student did not have a passing attempt) and the due date
for the sequence. If a student completes a module after the
due date by no more than 7 days, a negative excess time is
recorded. If a student does not finish their work on a
module within 7 days after the due date (or never attempts
the module at all) we consider them to have completed it
exactly 7 days after the due date—after which no credit can
be earned—to reduce the impact on the average. This
happens about 6% of the time [16].
The standard deviation of module completion

times measures to what degree students spaced out their
work. We use the sample standard deviation of the
timestamps corresponding to the submission of a stu-
dent’s last attempt on each module in a given sequence.
This directly measures how spread out a student’s sub-
missions are over time. We exclude the rare case where a
student retakes an assessment they have already passed,
so the “last attempt” is either the student’s final attempt or
the first attempt on which they earn a passing score,
whichever comes first.
Brief last attempt fraction is a proxy for disengaged

problem-solving behavior on the learning module assign-
ments. A brief attempt is defined as an attempt on the
assessment that is considered too short to be an authentic
problem-solving effort. Previous studies on online problem
solving and online learning modules have connected brief
attempts to unintended problem-solving behavior such as
guessing or answer copying [19,20]. Cutoff times between
“brief” and “normal” attempts for each online learning
module are independently estimated using a mixture-model
fitting method developed in an earlier study [21]. The cutoff
times range between 15 seconds to around 200 seconds for
different modules, depending on the complexity of the
problem in the assessment. We choose to focus on the last
attempt on each module because previous studies revealed
that some students intentionally make a brief first attempt in
order to access the learning material [22]. Brief last
attempts are more likely to indicate disengagement from
the learning process and are more likely to happen among
students who are under time pressure to finish the assign-
ment. We find that brief last attempts are correlated with
less excess time (R ¼ −0.14). The brief last attempt
fraction is simply the fraction of modules within a sequence
that a student finished with the last attempt being brief.
Modules that a student did not attempt are also counted as
having a brief last attempt.
Finally, the disengaged study state fraction measures

the likelihood of a student not actively engaged with
learning from the modules. A student is categorized to be
in a disengaged state under the following two situations
(a) failed the assessment three or more times without
having accessed the learning materials in between or
(b) neither pass the module nor use up all their attempts.
Previous studies have shown that the frequency of being in
a disengaged state is correlated to lower overall learning
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outcome in the course [19]. Both disengaged study states
and brief last attempts have been used in previous studies
as indicators of lack of engagement with the learning
materials [22].

B. Multilinear modeling

For each metric outlined above, we create the follow-
ing linear model adopting the technique outlined in
Cunningham [17]:

x̄est ¼ β2M2 þ β3M3 þ β5M5 þ β6M6 þ β8M8

þ β21S21 þ β22AS22A þ β22BS22B þ βTT; ð1Þ

Here x̄est is the estimate for one of the metrics on a given
module sequence in a given section as a function of the
sequence, the section, and whether the treatment is applied.
M2 through M8 are module sequence dummy variables for
the five sequences included in our analysis; they are equal
to 1 when the observation comes from the corresponding
module sequence and 0 otherwise. The three variables S21,
S22A, and S22B indicate the three sections that had a
planning prompt intervention. Each of these variables is
equal to 1 if the data comes from its corresponding section
and zero otherwise. Data from 2020 is represented by all
zeros in these variables. T is 1 for module sequences that
received the planning prompt treatment and 0 otherwise.
Each β is a fit coefficient that is the same for all sequences
and all sections. The coefficient βT is the estimated effect
size of the planning prompt intervention. We determine
these coefficients using a least-squares multilinear regres-
sion algorithm. We calculate the best fit for each of the five
metrics using the above model and examine whether βT is
significantly different from zero for each metric. This is
equivalent to testing for a nonzero effect size of our
intervention.
For this study, we do not include any possible cross terms

representing the interaction of multiple independent vari-
ables. This first-order approach imposes three implicit
assumptions on the model. First, in the absence of a
treatment intervention, each metric exhibits parallel trends
across the four sections. That is, factors extraneous to the
intervention—such as differences in student population,
instructor, spring versus fall semesters, and online versus in
person learning—on average impact each sequence uni-
formly across different semesters. Those uniform impacts
of extraneous factors can then be captured by the terms β21,
β22A, β22B. To the best of the instructors’ knowledge, there
were no extraneous factors, such as a natural disaster or a
special event that would impact student learning behavior
on a particular week in both semesters. All the sections
were taught using the same curriculum following mostly
the same schedule, and there were no known major shifts in
student population between different semesters. Second,
this model assumes that our planning prompt intervention

only impacts student behavior on the sequence for which it
is administered and is independent of the content of the
sequence or the extraneous factors. In other words, the
impact of the planning prompt intervention is largely
the same across all three sections, which is reasonable
given that the intervention is context independent. Third,
the model assumes that the planning prompt treatment has a
similar impact size each time it is applied. That is, the
impact of the treatment is independent from the content and
the section.
In addition, we also compare the primary model to two

alternative models. The first alternative model assumes that
the treatment had no impact on student behavior, created by
setting T ¼ 0 for all sequences in the original model. The
second alternative model examines the hypothesis that the
treatment may have a lasting effect on student behavior on
the next homework sequence. This model is created by
addition of a post-treatment term (βPP) to the original
model to represent the lingering effect of the intervention.
P ¼ 1 for the module sequence that immediately follows
the sequence with the planning prompt survey, and P ¼ 0
otherwise. We compare the two alternative models with
the original model using an ANOVA that is modified
to be robust against heteroskedasticity—the case where the
variance of the dependent variable changes with the
independent variable(s) (HC1 standard error computation)
[23]. This test gives identical results as a conventional
type 1 ANOVA when variance is constant. Comparing the
primary and first alternative models in this way provides
another form of evidence of the treatment’s effectiveness.
Comparison to the second alternative tests whether the
treatment has a lasting impact beyond its associated module
sequence.
To ensure those in our treatment group were exposed to

the intervention, students in the three treatment sections
who did not submit the survey prior to its due date are
excluded from our analysis. This is because the survey due
date is the same as the due date for the first treasure trove
extra credit opportunity. Across the three sections, 470 out
of 621 students (76%) submitted the survey on time and
were included in our analysis.
Since data from those students are excluded from all

sequences in the analysis, self-selection effects would be
present for all sequences, not just the treatment sequence.
In other words, while students who answered the survey
could be less likely to procrastinate, this effect would be
the same for all sequences studied and be accounted for by
the β21, β22A, and β22B terms of Eq. (1), separated from the
treatment effect (βT) term.

IV. RESULTS

In Figs. 1 and 2, we plot the means of each metric for
each of the five sequences, connected by solid lines. The
models for each metric are plotted with dotted lines. Purple
crosses show the values that the model predicts would have
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been observed had we not introduced the planning prompt
intervention (βTT ≡ 0; note that this differs from the
alternative model where the fitting is performed without
the βTT term). Figure 1 includes data for extra credit points
earned, average excess time per module, and standard
deviation of module completion time. For these three
metrics, we expect the planning prompt treatment to have
a positive effect. Figure 2 shows data for a fraction of
modules on which the student’s last attempt was brief, and
fraction of modules for which students show study patterns
associated with disengagement. The expected effect is
negative for these variables.

A. Model fit

Table I gives the coefficients associated with the
multilinear models for the five metrics and for which
metrics the treatment term is significantly different
from 0. The test is a modified t test that is robust against
heteroskedasticity—the case where variances of the
dependent variable change with the independent varia-
ble(s) (HC1 standard error computation) [23]. The test
used gives results identical to Student’s t when variance is
constant.
We find that for all three metrics on procrastination

and work distribution: extra credit points earned, average
excess time per module, and standard deviation of module
completion time, the linear model predicts a significant
positive treatment effect. On the sequence with the treat-
ment, students earned an average of 0.369 more extra credit

points (of 7 possible), completed modules on average
17.7 hours earlier, and spread their work out 6.3 hours
more. The other two metrics that reflect students’ level of
engagement with the material: brief last attempt fraction
and disengaged state fraction, do not show statistically
significant impact at the α ¼ 0.05 level, though the
direction of impact (negative) was as expected.

B. Comparison to models without treatment term

Using the ANOVA test mentioned above, we find that
the model presented in Eq. (1) fits the data significantly
better than the alternative model without the treatment term
(at the 0.05 level) for: extra credit points earned (F ¼ 9.43,
pA ¼ 0.0108), excess time per module (F ¼ 12.99,
pA ¼ 0.0016), and standard deviation of last attempt
completion time (F ¼ 10.81, pA ¼ 0.0051). The test is
not significant for the remaining two metrics: brief last
attempt fraction (F ¼ 3.87, pA ¼ 0.2463) and disengaged
study state fraction (F ¼ 1.92, pA ¼ 0.8319). Here pA is
the adjusted p value (Bonferroni adjustment).

C. Comparison to models with post-treatment term

We examine the possibility that the planning prompt
treatment had an impact on the following sequence by
adding a post-treatment term, βPP, to the linear model.
Here P is 1 for the sequence immediately after one that
received the treatment and 0 otherwise. We find that for
every metric, adding this independent variable term to the
original model does not produce a significantly better

l

l

l l l

FIG. 1. Observed and modeled work distribution metrics. Blue lines indicate observed averages, with error bars for 1 standard error of
the mean. Orange dotted lines show the modeled values from Eq. (1). Purple crosses show the model’s prediction of each metric if the
planning-prompt intervention had not been implemented ðβTT ≡ 0Þ. The gap between the orange dotted line and the purple cross thus
indicates the estimated effect size. The purple marks appear only for sequences that received the intervention, which sequence this is
differs by class section.
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model (p > 0.29; before p-value adjustment). βP is also
not significantly different from zero for any metric. This
suggests that the effect of the planning prompt survey was
short lived and only observable on the same sequence that
immediately follows the intervention.

V. CONCLUSIONS AND DISCUSSION

We assigned students a planning prompt survey asking
about their intention to earn extra credit for early progress
on online homework and what their plan was for realizing
that intention. The survey was assigned prior to three
different online learning module homework sequences in

three different sections. We find that for the homework
sequence immediately after the survey, students who
submitted the survey on time completed work roughly
one day earlier, earned more extra credit, and spaced their
work out more. The effects of the planning prompt were
similar in nature to the MOOC study by Yeomans and
Reich, but the magnitude of the impact was smaller. One
possible reason is that MOOC students are on average older
(average age 30 or more), and half of them have a
bachelor’s degree or higher. Therefore, those students could
have higher levels of self-regulatory skills that would
enable them to follow through on their plans. A valuable
follow up study could investigate the relation between

TABLE I. Model coefficients for various procrastination metrics. The coefficients listed correspond to those in Eq. (1); p values for
treatment coefficients come from significance tests for differences from 0. The test used is a t test with modification to make it robust
against heteroskedasticity (unequal variances).

Coefficient
Extra credit
points earned

Excess time per
module (days)

Std. dev. of last attempt
completion time (days)

Brief last
attempt fraction

Disengaged study
state fraction

βT (Treatment) 0.3690** 0.7355*** 0.2679** −0.0307 −0.0153
β21 (Course Section 21) 0.1345 0.2672 0.0622 0.0169 −0.0245
β22A (Course Section 22A) 1.0232 0.8247 0.1163 −0.0014 −0.0451
β22B (Course Section 22B) 0.8172 1.2333 0.0979 −0.0009 −0.0612
β2 (Sequence 2 of 9) 5.2258 1.9729 4.2202 0.1143 0.1025

β3 (Sequence 3 of 9) 4.5767 5.6006 3.0088 0.2336 0.1140

β5 (Sequence 5 of 9) 4.6924 4.4263 2.8526 0.2944 0.1273

β6 (Sequence 6 of 9) 4.5155 4.6353 2.3873 0.4132 0.1353

β8 (Sequence 8 of 9) 4.9834 2.1146 0.9664 0.5134 0.1900

***Significant with p < 0.005 after Bonferroni adjustment. **Significant with p < 0.01 after Bonferroni adjustment. *Significant with
p < 0.05 after Bonferroni adjustment. Only βT (bold) tested for significance.

FIG. 2. Observed and modeled engagement metrics. Blue lines indicate observed averages, with error bars for 1 standard error of the
mean. Orange dotted lines show the modeled values from Eq. (1). Purple crosses show the model’s prediction of each metric if the
planning-prompt intervention had not been implemented (βTT ≡ 0). The gap between the orange dotted line and the purple cross thus
indicates the estimated effect size. The purple marks appear only for sequences that received the intervention, which sequence this is
differs by class section.
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students’ self-regulatory skills and their likelihood of
following through on their plans.
Similar to the observations of Fouh, Lee, and Baker [13],

the impact of the planning prompt was limited to only the
current sequence. In other words, after answering the
planning prompt survey, a substantial fraction of students
completed homework modules earlier and as a result earned
more extra credit points on the following learning module
sequence. However, data showed that they went back to
their old working habits on the next module sequence. This
shows that a single planning prompt nudge could impact
students’ learning behavior over the course of two weeks
but is not enough to enable students to form a habit of
planning ahead and distributing their work. We are cur-
rently planning on a follow up study to investigate whether
repeated planning prompts could result in a long-lasting
impact on students’ cramming behavior.
Contrary to our expectations, we found that the survey

intervention did not significantly change measures of
engagement, as measured by brief last attempt fraction
and disengaged fraction. It is likely that for some of the
students who would have waited until the due date to make
many quick guesses on the module assessments, answering
the planning prompt simply motivated them to guess earlier
so that they can get extra credit. This also seems to suggest
that while cramming and disengagement behavior are
correlated, cramming is unlikely to be the main cause of
disengagement under the instructional conditions of this
study. Rather, both behaviors could be the outcome of
ineffective self-regulation in some subset of students.
It is worth noting that our difference in differences

model assumes that confounding factors including
student population, instructor, and instructional environ-
ment impact different sequences uniformly (the parallel
trend assumption). As mentioned earlier, those factors are
captured in the terms β21, β22A, and β22B, and separated
from the treatment effect βT . The model does not include
cross terms such as β21β1 which would capture an extra-
neous impact specific to one of the sequences, such as a
natural disaster, a holiday, or a special event. The authors
are unaware of any such event over the two semesters.
It is also unlikely that the observed treatment effect could

be caused by such an extraneous event because the treat-
ment is deliberately implemented on three different sequen-
ces. It is highly unlikely that three different extraneous
events coincidentally occurred on all the sequences for
which the intervention was implemented. The model also
did not include cross-terms that indicate the treatment is
more effective on certain sequences compared to others, or
more effective in one semester than the others. That is also
unlikely because the intervention does not depend on the
content of the homework and is automatically presented to

students via the learning management system. It would also
be much harder to observe the treatment effect in the model
if it only had an impact on one or two of the sequences.
While a quasiexperimental design may be less straight-

forward in determining causal inferences compared to a
randomized experiment, it has the unique advantage of
being much easier to implement in an authentic instruc-
tional setting. Comparing different instructional methods in
different class sections is a very common practice among
many instructors, and the current study introduces a much
more rigorous tool to analyze the outcome.
One shortcoming of the analysis presented here is the

inclusion of only students who completed the survey, which
restricts our conclusions to those who turned in the survey
on time. Work is underway to include different levels of
compliance with the intervention into the linear model. This
will allow us to examine the impact of assigning the survey
and the impact of students submitting it on time separately.
There are several valuable future directions that can

follow from this work. First, it is worthwhile to investigate
the relationship between the quality and specificity of a
student’s plan, their self-regulatory skills, and their actual
work distribution. Second, rather than using simple proxy
measures for engagement, more sophisticated techniques
such as process-mining and sequential cluster analysis
could be employed to examine whether the nudging prompt
impacted students’ learning strategy [24]. Third, from
Figs. 1 and 2, we see that across all sections students
space their work less and disengage more as the semester
goes on. Those trends are very similar to the observation in
an earlier paper in which students self-regulatory behavior
declined as the semester progressed [22], perhaps due to
both the increase in course content difficulty and the
accumulated fatigue towards the end of the semester. It
is valuable to explore possible interventions to reduce or
revert such a trend. Finally, future analysis could inves-
tigate whether and how interventions for reducing procras-
tination impact students with different backgrounds such as
gender, race, and ethnicity.
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