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ABSTRACT
In recent years, considerable attention has been given to assessing
the value of investments in cyberinfrastructure (CI). This paper
focuses on assessment of value measured in ways other than finan-
cial benefits - what might well be termed impact or outcomes. This
paper is a companion to a paper presented at the PEARC’19 con-
ference, which focused on methods for assessing financial returns
on investment. In this paper we focus on methods for assessing
impacts such as effect on publication production, importance of
publications, and assistance with major scientific accomplishments
as signified by major awards. We in particular focus on the role of
humans in the loop - humanware. This includes a brief description
of the roles humans play in facilitating use of research cyberin-
fratructure - including clouds - and then a discussion of how those
impacts have been assessed. Our conclusion overall is that there
has been more progress in the past very few years in developing
methods for the quantitative assessment of financial returns on
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investment than there has been in assessing non-quantitative im-
pacts. There are a few clear actions that many research institutions
could take to start better assessing the non-financial impacts of in-
vestment in cyberinfrastructure. However, there is a great need for
assessment efforts to turn more attention to the assessment of non-
financial benefits of investment in cyberinfrastructure, particularly
the benefits of investing in humans and the benefits to humans who
are involved in supporting and using cyberinfrastructure, including
clouds.
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1 INTRODUCTION
The original purpose of the development of computers was to en-
able research, to do calculations that were beyond the capability of
humans to do sufficiently quickly and accurately. Today we think
in terms of cyberinfrastructure, which is commonly defined as
“. . . computing systems, data storage systems, advanced instruments
and data repositories, visualization environments, and people, all
linked together by software and high performance networks to
improve research productivity and enable breakthroughs not other-
wise possible” [37]. One of the distinctive aspects of this definition,
as opposed to definitions for “information technology,” “computa-
tional science,” or “e-science” is that people are explicitly included as
an essential component of cyberinfrastructure. This report is being
prepared for inclusion in the workshop “Humans in the Loop: En-
abling and Facilitating Research on Cloud Computing,” and focuses
on assessing the general non-financial impacts of cyberinfrastruc-
ture broadly considered, including the role of humans dealing with
cyberinfrastructure in general, including clouds.

This report is a companion to a prior report that surveyed the
current state of methods for assessing financial benefits: return on
investments in cyberinfrastructure assessed strictly in monetary
terms [35]. While there is more to research than money, when in-
vestments in any type of cyberinfrastructure are discussed within
higher education organizations, the question inevitably arises what
do we get for this money? And, as stated in [35], there are times when
conversations are restricted to dollars and cents. Such conversa-
tions are necessary in the higher education community, particularly
as that community looks to financial challenges and decreased en-
rollment in the future [16, 19].

Still, research organizations of all sorts - especially colleges and
universities - are about much more than money. There are many
other kinds of investment impacts in cyberinfrastructure, which ei-
ther cannot be measured in financial terms or are measured poorly
in financial terms. The impact of humans in the loop, for instance,
as part of cyberinfrastructure enabling research, and the impact
of cyberinfrastructure on enabling humans to develop in careers
in research, are examples of important matters that are difficult or
impossible to quantify in financial terms. How cyberinfrastructure,
inclusive of humans, advances human knowledge and the quality
of human life are other matters that are important but difficult
to quantify in financial terms. A logic model-based view of orga-
nizational processes is helpful [15] in understanding the role of
humans in cyberinfrastructure and the many non-financial impacts
of cyberinfrastructure generally. Logic models, in general, offer a
way to formalize an understanding of what one plans to do and
what one intends as results. Figure 1 below is adapted from [15],
and is also used in [35].

Figure 1: Logic Model of Organizational Processes

This logic model leads us to create a clear separation between
what we are doing and how we are doing it. The primary objectives

that a university or college has as for investment in CI include en-
abling outcomes from innovation, creativity, discovery, engineering,
analyses, and research, along with providing education and training
integral to 21st century workforce development. This logic model
also shows that humans play important roles in both using and in
supporting the use of cyberinfrastructure that are each required
to achieve the benefits of such use. In the case of the development
of STEM professionals, a person might play both of these roles
at once: benefit in terms of skill and capability growth by work-
ing in a role supporting or implementing cyberinfrastructure, and
learn skills and competencies that then aid that person’s career
development. Each of these roles enhances that person’s value in
both non-financial and financial ways to future employers. In other
words, when considering the role of humans in cyberinfrastructure,
it’s hard to make a clear separation between aspects of what we are
doing and how we are doing it because part of how people aid use
of cyberinfrastructure becomes part and parcel of the what, which
includes producing well trained STEM professionals.

Table 1 (based on a similar tables by Stewart, et al. [35, 36]
enumerates benefits of investment in cyberinfrastructure in terms
of outputs, outcomes, and impact, all of which are measured in
ways other than financial. Note that impacts of humans are largely
implicit, though the impact and influence on humans are explicit.

2 DATA SCIENCE APPROACHES TO THE
STUDY OF ADVANCED CI IMPACT ON
RESEARCH OUTPUT

The most basic unit of research output that persists over time is
the peer-reviewed publication. Once upon a time, there were few
journals in any given discipline of science, and a person well-versed
in any field could offer a reasonably defensible ranking of all of
the journals in a given area, and even offer a well informed (if bi-
ased) analysis of the most important publications in any given field.
Those days are long gone. For example, Elsevier’s SCOPUS database
of citations, which Elsevier asserts is the largest such database in
the world when considering recent publications [13] includes a
total of 19 million records of citations to scientific and technical
publications, the majority of them peer reviewed. Currently, SCO-
PUS includes indices of more than 22,000 journals. The other major
citation database, Web of Science, covers more than 90,000 citations
going back several decades in time prior to the earliest record in
SCOPUS [21]. The distinct advantages of one over the other in any
particular circumstance notwithstanding, it’s clear that to under-
stand anything about the scientific publication enterprise one must
take a data science approach to the analysis of cyberinfrastructure
impacts on the scientific endeavor.

2.1 Production and acceleration of research
Non-parametricmethods and hypothesis testingwith non-parametric
efficiency estimators were applied by Apon and her co-workers to
the analysis of the effect of locally-available supercomputing re-
sources on university efficiency in producing research in [18]. Data
from the National Research Council [29] was analyzed along with
derived values from the Top 500 list to study the effect of locally-
available supercomputing resources on six different academic areas.
Interested readers are encouraged to see the original paper [18]
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Table 1: Non-financial returns on investment in cyberinfrastructure, from an organizational logic model viewpoint

Output Outcome Nonfinancial measures of out-
come

Impact

New discoveries reported in
publications

Publications Number of publications, cita-
tions of publications, impact fac-
tors of publications (and the
journals in which publications
appear

Improved quality of life for peo-
ple

Shorter time to publica-
tions

Time Better management of natural
resources

People trained in areas in which
they would otherwise not have
been trained

A better-trained STEM
workforce

A better-trained workforce for
the economy

Improved global competitive-
ness for any given country
Increased salary, greater em-
ployment security for the indi-
vidual

Awards, press notices Any award, e.g., Nobel
Prize

Numbers, types of awards Recognition of a particular in-
vention’s significance; reputa-
tional benefits for the people
and organizations winning the
award

Patents An invention is legally
protected by exclusive
use of the patent holder
or licensee

Number of patents The invention may become a
commercial product, or may be
used in commercial products
that improve people’s quality of
life, and the sustainability of hu-
man life on Earth

for details on the statistical methods. Results from this research
found clear evidence that research departments in Chemistry, Civil
and Environmental Engineering, Physics, and to a lesser extent,
History, are more efficient at producing research in universities
where supercomputing is readily available. That is, in the named
departments, the presence of supercomputing increases research
output. The results, however, suggest that research departments in
Computer Science and Economics are less efficient at producing
research in universities where supercomputing is readily available.
The authors offer some hypotheses about why this might be the
case, for example, that available supercomputing leads to more in-
terdisciplinary research with fewer publications in core Computer
Science venues. More research is needed to know if such research
is less efficient in terms of scientific advancement.

2.2 Publications as metric and product
One approach used by multiple centers and projects is simply to
tally up publications that were aided or in part enabled by services
provided by that center. Examples of this are available for PTI [12],
CyVerse [2], and Galaxy [7], including different styles of search
filtering. These are, of course, relatively blunt measures, but they

are measures, and they contribute to demonstrating the value of
projects and facilities [34].

Apon and colleagues have taken more sophisticated approaches.
Correlation and a two-stage least squares regression are used in [17]
to analyze the research impacts of investments in supercomputing,
which are measured using values derived from the Top 500 list of
institutions that ranked in high or very high research categories
according to the Carnegie Foundation classification. This paper
looked at the sample of high and very high research institutions
both with and without appearances on the Top 500 list. One model
used publication counts as a dependent variable of NSF funding
and Top 500 appearances. Apon and her co-authors found that
investment in supercomputing yields statistically significant imme-
diate returns in terms of increased academic publications relative
to the institution’s own past historical average. However, this effect
suffered a fast depreciation over the two year horizon.

Open XDMoD (Metrics on Demand) is a tool that aids data col-
lection and analyses related to impact of investments in CI [30]. In
particular, Open XDMoD includes tools for analysis of publications
and publication impact. Bibliometrics-based analysis is a commonly
used method to evaluate the research impact of an individual, a
research group, or even an organization. Publication count and



HARC ’19, July 29, 2019, Chicago, IL, USA Stewart, et al.

citation count based metrics provide an effective way to show the
quantity and quality, and the impact of scientific research activities.
For instance, it was used to evaluate the quality of research in the
United Kingdom [32, 40].

Von Laszewski and colleagues have implemented software tools
within OpenXDMoD to analyze the impact of infrastructure re-
sources that goes well beyond just publication and citation counts
[43]. This tool takes as input a list of publications created with the
use of a particular piece of infrastructure, and generates tallies of
publications, citations to those publications, and calculates h-index
[28], g-index [6], and the m factor of h-index (which indicates the
slope of the h-index [28]. This tool also enables peer analysis —
comparing the impact of publications that use one particular piece
of infrastructure vs. publications that did not by comparing cita-
tions to publications within peer journals. These methods were
initially developed for analysis of the impact of cyberinfrastructure
resources such as XSEDE (the eXtreme Science and Engineering
Discovery Environment) [41] and have now been expanded to the
analysis of other sorts of infrastructure, such as the facilities of
the National Center for Atmospheric Research [8], as shown in
Figure 4. These peer analyses showed that papers based on use of
NCAR facilities achieved more citations than peer publications that
had not; similar results prevail for XSEDE [44]. This is a strong
indication that one of the impacts of use of cyberinfrastructure is
increased impact of publications resulting from use of advanced
cyberinfrastructure facilities, as opposed to publications that do not
use such facilities. The methodology created and implemented by
von Laszewski is one of the most thorough and quantitative tools
in existence for analyzing the importance of cyberinfrastructure
in influencing the impact of publications in a particular area of
research.

3 MAP-BASED APPROACHES
Maps and analyses of networks of various kinds have been used
for centuries to help us understand the world around us. Recent
advances in data, algorithms, and computing infrastructures make
it possible to model and visualize the structure and evolution of
science and technology (S&T) systematically. Results can be used
to evaluate and compare different scholars, institutions, regions, or
countries; to identify emerging areas, track the diffusion of knowl-
edge or innovations; or to visualize career trajectories. Network
analysis can also be used to visualize the impact of investments,
facilities, and research in various scientific disciplines. Figure 2
shows an example data visualization designed for policy analysis
and investment decision-making at the level of individual academic
institutions, to quantify and communicate the value of investments
in cyberinfrastructure (CI). The interactive visualization allows
users to explore the relations between IT resource usage at Indiana
University (on left), funding awards aggregated by NIH institute and
NSF (in middle), and publications that cite this funding aggregated
by scientific discipline (on right).

Sankey graphs (the sort of graph depicted in Figure 2) take users
on an exploratory quest, in this case moving from the IT resources
via funding to papers published in diverse scientific disciplines. The
financial return on investment in IT infrastructure is measured in
terms of IU funding, totaling $339M for 885 NIH and NSF projects

associated with IT usage, and the academic ROI constitutes 968
publications associated with 83 of these NSF and NIH awards. The
visualization shows that Brain Research, Medical Specialties, and
Infectious Diseases are the top three scientific disciplines ranked
by the number of publications during the given time period. The
visualization is freely available in the Value Analytics module that
can be downloaded as a standard Open XDMoD extension package
[33]. Hovering over a particular node will cause that node and all
links emanating from it to be highlighted, whereas hovering over a
particular link will highlight that link with the color of the node
fromwhich the link originated. In Figure 1, the user selected the link
between NIH-NLM funding (2) and Brain Research from Scientific
Disciplines (3) to understand what IT resources — answer: Karst (1)
— were used for the 54 publications. The visualization featured in
Figure 2 utilizes the UCSD map of science and classification system
[20] to aggregate journals into subdisciplines of science that are
further aggregated into 13 disciplines of science (e.g., mathematics
or biology).

Figure 2: Example of a Sankey graph depicting relationships
between CI system use, disciplines, and publications

The Sankey graph above deals in part with financial returns on
investment (in the form of grants received); it also relates use of
cyberinfrastructure to publications in a variety of fields and, in
that way, can be helpful in understanding non-financial aspects of
impact of cyberinfrastructure.

4 ASSESSING THE ROLE OF HUMANS
THROUGH QUALITATIVE ANALYSES

4.1 Cyberinfrastructure Facility, Support, and
Software Efficiencies

Typically, campus HPC center staff maintains many scientific code
packages that are used by multiple research groups. Facility per-
sonnel will install, support, and optimize these code packages and
keep them up to date, freeing the separate research groups from
the responsibility to support these packages on their own. This
allows researchers to focus more directly on their research, rather
than consuming valuable time and effort installing and maintaining
these packages. By offering training and access to a professionally
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managed shared resource, this approach lowers the barrier to en-
try for new users of HPC and helps to maximize their research
productivity.

The advantages of pursuing such an approach should be bal-
anced against the desire and inclination of individual researchers
or groups to want to maintain control over the software that they
use. Recent advances in technologies such as containerization and
virtualization as well as the development of cooperative working
tools such as Jupyter notebooks [39] have improved researchers’
ability to customize and share their working environments while
using the infrastructure of a shared campus data center or shared
access to cloud-based resources.

Quite rightly, the focus has turned in many ways to a discus-
sion about the best ways to leverage such tools to improve the
reproducibility of research results by sharing access to software, al-
gorithms, and data used to reach a given result [22]. The balance be-
tween centrally supported research CI and portable user-controlled
tools is optimized when common methods of supporting facilities
emerge that minimize non-reproducible methods and maximize
scientific interchange and sharing.

Examples of successful deployment of shared CI methods include
both community-based and commercial software for central func-
tionalities such as configuring, building, and maintaining clusters,
central software storage methods, common standardized interfaces
for data sharing, central maintenance of message-passing interface
(MPI) software and hardware, and campus-wide or resource-wide
access to software licenses. Deployment of such resources on a
broader scale led, in the early 21st century, to the emergence of
grid computing. It has now evolved to include a wide variety of
community-based and commercial distributed computing methods.

Amongmany examples of successful deployment of CI to broadly
distributed communities, we can cite the continued existence of
the Open Science Grid (OSG) [10] and its relatives, including the
European Open Science Cloud (EOSC) [5], European Grid Initiative
(EGI) [4], Asia-Pacific Grid (APGrid) [1], European Data Initiative
(EUDAT) [3], and a number of smaller and newer initiatives along
these lines. Integration of institutional identity management sys-
tems with features needed to support collaboration across a variety
of organizations, both real and virtual, is a key factor for success of
distributed CI [23].

Staff support the management and use of CI resources, whether
sited in individual departments, a common location local to an
institution, or outsourced to a remote facility or the cloud. Many
institutions have found that consolidating these human resources
(at least in part) achieves economy of scale and enables sharing of
expertise. Overall, including some centralization of CI capabilities
allows the institutional support staff to act as a central knowledge
base for high performance resource-intensive data analysis methods
and techniques that would be inefficient to duplicate across the
university, and provides a point of contact at each institution for
collaboration with more widely distributed projects and resources.
It also provides the technological base to make use of other methods
of service delivery, such as use of national-scale supercomputing
CI, academic grids, and clouds.

Staff (humans) supporting cyberinfrastructure do largely the
same work whether they are supporting locally-sited CI resources,
remote resources housed in a data center, or clouds. There are some

clear differences in that staff don’t have to actually do anything
with hardware in remote data centers or commercial clouds. But
systems administration, management of software, and support of
users - the majority of what humans do in support of cyberinfras-
tructure - is largely the same regardless of where the physical CI
systems are located. Indeed, the great success of national CI staff
training, facilitation, and information exchange programs such as
the XSEDE Campus Champions, and the Campus Research Comput-
ing Consortium (CaRCC) provide strong evidence of the similarity
of CI support needs and challenges throughout the spectrum of CI
activities.

4.2 Navigation, facilitation, and technology
adoption choices

Current understandings of technology adoption choices based on
social science research suggest that adoption is driven by perfor-
mance expectancy (perceived value), effort expectancy (perceived
ease of use), social influence, and facilitating conditions (including
knowledge of a technology and the belief end users will find it ac-
cessible) [42]. As regards technology adoption choices in research,
there is a tremendously important role for humans to play in all
four of these areas, starting with what Venkatesh referred to as
“facilitating conditions.” The majority of people who use cyberin-
frastructure for research purposes are researchers in some area of
science, engineering, or scholarship other than computer science.
Such people are generally intensely focused on the newest ideas,
innovations, and trends in their own and related disciplines. They
tend not to be focused on the newest trends in containers, com-
munications libraries, CPUs, GPUs, FPGA, etc. Cyberinfrastructure
support experts play a critical role in enabling researchers to stay
informed about technology options, and such advice plays impor-
tant roles in deciding what technologies are beneficial to begin with
in the context of running an effective research program, and then
making transitions. Technological changes happen at a pace that is
too fast for most researchers to want to keep up with, though they
would surely be intellectually capable of doing so. At the end of the
day, a researcher has to do research and produce research results
in their own field. One can’t constantly be revamping research
and data analysis processes to keep up with the latest trends and
newest tools. One has to make (hopefully) wise choices about what
technology to adopt, and how often it is appropriate to change and
re-tool research processes. This creates a general and ongoing need
for support, and groups such as Campus Champions and CaRCC
Research Facilitators are, for example, particularly focused on these
issues, and are adept at such support. Unfortunately, it’s difficult to
assess how and how much these activities affect research outcomes
and speed.

4.3 Qualitative assessment of humans in the
loop in supporting research generally

Qualitative analyses have been used to demonstrate the value of
advanced cyberinfrastructure and, in fact, qualitative approaches
may be the best way to measure the importance of humans in the
loop. Some such studies are published, though many are not. For
example, the University of Utah does annual surveys of satisfac-
tion with the research facilitators that support researchers in their
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use of local and national cyberinfrastructure facilities. While not
published, these surveys are used within the university to help
justify investments in CI support staff and facilities. Indiana Uni-
versity conducts a survey each year of its information technology
service users, which includes specific questions on satisfaction with
advanced CI facilities, and questions asking how important IU’s
CI facilities are in support of research and teaching. These survey
results going back to 1992 (including full text of all comments made
on the survey, with obscenities, vulgarities, and names of individual
staff) are available openly and online at [14]. This forms a basis for
“fact-based” discussions about the value of of what we once called
IT systems and now call cyberinfrastructure facilities [31]. “Facts”
in this case are largely carefully (and methodologically soundly)
collected assessments of humans’ opinions. Such assessments are
valuable, though, and they are one of the best current approaches
to assess the value of humans in the loop supporting use of cyber-
infrastructure in general and research in clouds in particular.

Other approaches include solicitation of qualitative feedback
from researchers through structured interviews done by assess-
ment experts. One example of this sort of approach is in questions
asked on surveys conducted by XSEDE, which have to do with the
value of XSEDE overall and XSEDE Extended Collaborative Sup-
port Services. XSEDE’s stated mission is to “substantially enhance
the productivity of a growing community of scholars, researchers,
and engineers through access to advanced digital services that sup-
port open research; and coordinate and add significant value to
the leading cyberinfrastructure resources funded by the NSF and
other agencies.” The project offers online training and consulting
services as part of that mission. Surveys have been used in two
ways to assess the importance of the XSEDE cyberinfrastructure
itself and of the humans that work as part of the project in support-
ing cyberinfrastructure, including three systems that are clouds
or have cloud-like features (Jetstream, Comet, and Bridges). One
particularly important part of XSEDE support services is termed
by XSEDE the “Extended Collaborative Support Services” (ECSS).

ECSS sercvices are a sort of “humanware” activity that is re-
quested and allocated via XSEDE just like use of an advanced su-
percomputer. ECSS services are offered by a group of experienced
professionals, very many of whom have terminal degrees in a field
of science and engineering; they are allocated to work with research
teams to solve particularly daunting cyberinfrastructure challenges.
This may involve actual coding of new programs, or implemen-
tation of programs with new libraries or in new environments.
It is common for a project to be allocated 3 months of an ECSS
consultant’s time, so the level of support is intensive.

One of the survey questions asked of all recipients of ECSS
services and a random subsample of XSEDE users overall is “how
much time would it have taken you to do your research without the
assistance provided by XSEDE?” Among the answers are statements
such as “I could not have done this research without the support
of XSEDE” and “I would not have tried this research without the
support of XSEDE.” While very much qualitative, such responses
are indications of how CI system support makes research possible
or practical when it might not otherwise have been undertaken.

Another approach to qualitative analyses involves structured
interviews done by assessment experts. Such an approachwas taken
by IU in contracting for an assessment of the value of its CI systems.

The resulting report is available online and extols the virtue of IU
investment in facilities and expert humans to facilitate research, but
it suffers from the fact that there is no basis for comparison. [24].
Another qualitative study looked at the factors that aided open
source software projects in being successful and sustained over
the long run [34]. Key characteristics such projects include good
support mechanisms and some sort of annual meeting or conference
that enabled direct human interaction between users of a software
tool and the leaders of the project creating and supporting that tool.

It might be informative to perform a controlled experiment in
which a randomly selected portion of the researchers at a given
research institution received access to CI facilities and support, and
another portion did not have access to these resources. This would
be a powerful way to determine the impact of cyberinfrastructure,
including people, on research productivity. It’s also completely
impractical and unethical. As a result, qualitative analyses remain
the primary mechanism available to us.

4.4 A cloud computing example: the
importance of humans in enabling use of
the Jetstream cloud system

Jetstream is a first-of-its-kind system in the sense that it is the first
cloud system funded by the NSF accessible to, and designed to be
a resource for, the national research community. Jetstream is also
in a real sense a pilot project because the NSF has never before
funded the creation of a production cloud system. Proposing and
implementing Jetstreamwas at times verymuch a process of putting
a square peg into a round hole. Jetstream was funded through
an NSF high performance computing (HPC) system acquisition
solicitation, but the actual acquisition of the hardware from the
vendor (Dell) was a small portion of the effort needed to put a cloud
system into production.

The system software for Jetstream is mostly open source — it
runs the widely used OpenStack cloud software system [11], as well
as many other open software components. It has been in production
operation since June 2016. More than 2,000 individuals currently
have accounts on the system, and more than 20,000 users have run
jobs on Jetstream via science gateways and workflow systems that
operate on the system.

Jetstream is the first US-based cloud system designed specifically
for production use by a national community of researchers from
many disciplines; it is thus a harbinger of things to come. Certainly
one can do scientific research on commercial cloud services, but
research activities are at best a minor component of the commercial
cloud industry’s activities and business. Jetstream is designed from
the hardware to the user interface for the purpose of supporting
academic research. A particularly important aspect of the interface
design is a library of “pre-built” VMs that can be instantiated by
any user, customized, and then stored in a way that is either private
or publicly available to the community.

The name Jetstream is rooted in the reason for the system’s exis-
tence - it responds to a need expressed by the US National Science
Foundation to expand the diversity and size of the community of
researchers and students that make use of NSF-funded cyberin-
frastructure. It was this call to which the IU Pervasive Technology
Institute responded when proposing Jetstream, and it is this sense
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that was the inspiration for the name Jetstream. In the upper atmo-
sphere, the Jetstream is a zone of rapid air movement that lies at
the boundary of two large masses of air. In the US cyberinfrastruc-
ture ecosystem, our goal was for Jetstream to function as a rapidly
available, responsive cyberinfrastructure facility at the boundary
of existing NSF-funded cyberinfrastructure.

What we discovered, however, was that even with an interactive
cloud system designed to be easily used and effective in supporting
many fields of research [25–27, 38], it took considerable outreach
and consulting assistance to develop a community of users. Jet-
stream staff have now given hundreds of talks to tens of thousands
of audience members about Jetstream’s value. The fall and spring
of 2016-2017 was particularly important in increasing community
awareness. We worked with researchers unfamiliar with both Jet-
stream and with NSF allocation processes to help them submit high
quality proposals for allocations on Jetstream, get those allocations,
and then make good use of those allocations. The XSEDE Campus
Champions were particularly important in promoting understand-
ing of Jetstream’s existence and capabilities. The importance of
humans in the loop was such that the NSF approved and funded a
supplemental request for additional staff to do outreach, training,
and consulting about Jetstream. Unlike in a famous baseball movie,
“build it and they will come” was not the path to the widespread
use that Jetstream now enjoys. Build it, tell people about it, tell
people about it more, and do intensive consulting to get some early
success stories was the path to the widespread positive impression
that the US research community now has of Jetstream. Were it
not for humans in the loop promoting the value of Jetstream and
facilitating its research, it would have served nowhere near the
number of researchers and students that it has served thus far.

Figure 3: States visited during Jetstream EOT events

4.5 Developing outreach efforts for Jetstream
Because Jetstream is very different in nature from the other re-
sources provided in the XSEDE infrastructure, efforts needed to
be made to educate potential users and communities as to what
Jetstream is, how it is different from traditional HPC, and how re-
searchers might best make use of the resource. In addition, one
charge from the NSF in the award solicitation was in reaching

new communities not served by traditional HPC or current infras-
tructure efforts [XXXXXX 14536-Citation]. This in itself required
looking beyond the communities already engaged with the XD pro-
gram and into under served and under represented communities
and institutions.

The goals for Jetstream outreach efforts were along two primary
lines. The first was to make large communities of researchers aware,
which meant speaking at larger venues. The second was engag-
ing under served groups more directly, which entailed doing more
hands on training events in smaller settings. The first step to both
paths was to identify potential audiences. While getting the word
out was important in general, finding the events where the most
potential Jetstream users would be found was crucial. The Jetstream
education, outreach, and training (EOT) team started identifying
conferences, both national and regional, where user communities
that required capabilities outside of normal HPC limits such as long
run times, root access, or on-demand computing might gather. In
addition, the team also began working with XSEDE Campus Cham-
pions, the National Center for Genome Analysis Support (NCGAS)
and contacts at various academic and research institutions across
the United States, looking especially at institutions in Established
Program to Stimulate Competitive Research (EPSCoR) jurisdictions.
[25]

Early engagements in 2015 and early 2016 were entirely theoreti-
cal in nature as the production system was not online and available
to users. These efforts were solely to start making researchers aware
that the resource was coming. Once the system was online and the
first allocations awarded, it was possible to show work actual users
were doing and to adequately demonstrate how researchers and
communities could utilize Jetstream for their own efforts. The Jet-
stream team then made efforts to engage well-known researchers
that conducted large scale workshops to train other researchers
and students. This exposure yielded excellent results as it gave
practical, first-hand experience in using Jetstream for their specific
domain science as led by respected researchers in those areas. In
addition, the EOT team felt it was important to encourage both
research and education efforts using Jetstream by helping alloca-
tion applicants with proofreading and review efforts to help ensure
successful allocation submissions.

Over time, the engagement efforts grew by adding additional
members to the EOT team and also via organizations like NCGAS
embracing Jetstream for their educational efforts. Also, the types of
outreach efforts have evolved from basic talks to hands on tutorials
using Jetstream’s Atmosphere interface to Jetstream command line
interface (CLI) hands on tutorials to various data science workshops
that utilize Jetstream as the interactive computational resource. The
quest for additional venues to discuss Jetstream is an on-going effort.
There seems to be no shortage of communities and researchers that
would benefit from a freely available research cloud resource. The
Jetstream EOT team will continue over the course of the grant to
make an effort to reach these communities and help enable science
for researchers from all over the US.
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4.6 Human support of remote systems: Cornell
Center for Advanced Computing

Cornell University Center for Advanced Computing (CAC) provides
human support for a number of HPC and Cloud-based compute
resources that are located at Cornell or at other research computing
centers. These activities are based around creating documentation
modules, called Cornell Virtual Workshops, that can be accessed
by system users, with topics from basic ”getting started materials”
to more advanced topics. The Cornell Virtual Workshop (CVW) is
a set of web-based, asynchronous learning modules on advanced
computing topics ranging from high-performance parallel comput-
ing to data analysis and visualization. Begun in 1994, the Cornell
Virtual Workshop has many advantages common to online train-
ing, including (a) they are always available as a 24x7 option for
users who want to study a topic on demand and at their own pace,
(b) google searches include CVW pages, (c) they are updated in-
place, i.e. there is no need to get a ”new copy”, (d) they can provide
an information-rich environment, e.g. the built-in HPC glossary,
and (e) they provide an experience-rich environment, with videos,
simulations, exercises, and quizzes. The Cornell CAC has received
numerous grants from the National Science Foundation (NSF), the
Department of Defense (DOD), and private industry to develop
and deploy Cornell Virtual Workshops. In order to provide CVW
modules, CAC works closely with the service provider or client
requesting a new module to identify requirements for what should
be described. To maintain consistency across CVW, CAC uses a
standard style for all types of text that conforms closely to technical
documentation from other sources. Finally, to ensure virtual work-
shop materials are solid for publication, new materials go through a
multi-part review process, including peer, supervisor, and external
reviews, in order to identify and fix any issues.

Today, CAC is developing and deploying online training for
Jetstream, Stampede2, and XSEDE resources. Over the past ten
years, there have been over a million content page visits. The most
recent XSEDE Annual Survey results showed that ”Consistent with
previous years, all training methods are rated highly (all but one is
above 3.5), but XSEDE users continue to express clear preferences
for self-serve, self-paced, just-in-time options”, with online training
averaging 4.19 out of 5. Unfortunately, understanding how online
training availability affects future success has been very difficult
to track, due to both the long-term nature of tracking training
through education through career, and to the anonymous use of
online materials; when materials are password-protected, fewer
people choose to cross that small barrier, and search tools often
cannot deliver the same pointers to the needed materials.

5 WELL-SKILLED HUMANS AS OUTPUT:
EFFECT OF TRAINING AND CAREER
DEVELOPMENT

In any discussion about humans and cyberinfrastructure there is
widespread agreement that there is more demand for people well-
trained and well-versed in the use of cyberinfrastructure than there
is a supply of such people. There is also widespread agreement that
knowledge of cyberinfrastructure can aid the career of a graduate
student, an early career academic, or any research professional.

However, we have yet to find any studies that are specific to en-
hancement of career opportunities or acceleration of career growth
based on the presence (or lack thereof) of cyberinfrastructure skills.

6 PRIZES AND PATENTS
“The Nobel Prize is considered the most prestigious award in the
world” [9]. Nobel prizes are awarded in scientific areas including
physics, chemistry, economics, and physiology or medicine. They
are very much a “trailing indicator” but when a CI facility has
contributed to such an event, it is indeed, a big deal. XSEDE has
supported research work that contributed to three Nobel Prizes (one
in Chemistry, two in Physics). The Open Science Grid contributed
to the same two Nobel Prizes in physics. And Indiana University,
which has been involved in XSEDE and the OSG, tallies all three as
accomplishments to which it contributed.

Contributions to patents seems like another indicator that could
be explored, just like contributions to work that results in a Nobel
Prize. However, we can find no published or online listings of Patent
awards associated with use of advanced CI facilities.

7 DISCUSSION
Looking at the state of tools and processes for quantitative analyses
of financial returns on investment in cyberinfrastructure [35], one
can see common themes emerging regarding how such analyses
are done. Additionally, there are a number of peer-reviewed and
other technical reports focusing on cost effectiveness and financial
ROI of investments in cyberinfrastructure. Going back to a logic
model of organizational processes, the available work on financial
ROI for investments in cyberinfrastructure tells us collectively a
great deal about how we use cyberinfrastructure, and in particu-
lar how financially effectively we make technology choices about
cyberinfrastructure hardware to support research activities.

There are, at present, far fewer published works that have to do
with assessing the impact of cyberinfrastructure in non-financial
terms, which is of course the more important aspect of the use of
cyberinfrastructure: the “what is done” question as opposed to the
“how is it done” question. Some of the lack of studies is simply the
result of common sense: recent accomplishments such as the Nobel
Prizes cited above, or the recent visualization of a black hole, simply
and clearly could not have been done without use of cyberinfras-
tructure. On the other hand, methods developed by developed by
von Laszewski, Apon, Boerner, Furlani, and their colleagues could
be used to assess quantitatively the value of cyberinfrastructure in
accelerating the speed of research accomplishments and supporting
research accomplishments that are more important (or at least more
widely cited) than research done without the benefit of advanced
cyberinfrastructure facilities.

Assessing the role of humans in the loop in supporting cyberin-
frastructure in general, and cloud computing in particular, remains
challenging. We have a number of narratives, a handful of qualita-
tive studies, and few quantitative studies that investigate this area,
and it is critically important that the cyberinfrastructure community
engage in more research in this area. The experiences cited here rel-
ative to the NSF-funded Jetstream cloud system, for example, make
two strong assertions: 1) because that system is developed from the
hardware up through all layers of the software stack specifically to
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support academic research, the system is significantly better suited
to supporting academic research than commercial cloud systems; 2)
even with a system designed to support academic research, humans
played and continue to play a critical role in the system’s use and
adoption. Current sales pitches for the use of commercial cloud
computing systems, from some sources at least, can be read as min-
imizing the need for humans facilitating research in the cloud. In
order for the cyberinfrastructure community to facilitate research
productivity as more and more computing is done in the cloud,
it is important that we be able to articulate the value of humans
enabling research in the cloud. Without being able to demonstrate
the value of humans in supporting research in the cloud, we run
the risk of watching experiments in which researchers are expected
to use cloud facilities without essential support.

8 CONCLUSIONS
This paper has discussed tools useful in understanding the impact
of cyberinfrastructure, particularly people, on research outcomes in
terms other than financial terms. The published literature - particu-
larly peer-reviewed literature - regarding assessment of value of
cyberinfrastructure in financial terms is well ahead of the literature
on non-financial aspects. That means that there is more careful
science about the how of how cyberinfrastructure aids research
processes than there is about the what of what cyberinfrastructure
helps produce. Furthermore, there are tools available that would
aid in such assessments that are not yet widely used in analysis
of the impact of cyberinfrastructure. Finally, there is considerable
and pressing need for more quantitative and qualitative studies
of the importance of humans in facilitating research in the cloud
in particular. Without such continued work, there is a risk that
research organization leaders may fail to appreciate the level of
investment in humans that is required to facilitate and accelerate
research based in use of cyberinfrastructure facilities, both physical
and virtual.
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