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ABSTRACT
As part of the NSF funded XMS project, we are actively research-
ing automatic detection of poorly performing HPC jobs. To aid
the analysis we have generated a taxonomy of the temporal I/O
patterns for HPC jobs. In this paper we describe the design of tem-
poral pattern characterization algorithms for HPC job I/O. We have
implemented these algorithms in the Open XDMoD job analysis
framework. These I/O classifications include periodic patterns and
a variety of characteristic non-periodic patterns. We present an
analysis of the I/O patterns observed on the /scratch filesystem on
an academic HPC cluster. This type of analysis can be extended to
other HPC usage data such as memory, CPU and interconnect usage.
Ultimately this analysis will be used to improve HPC throughput
and efficiency by, for example, automatically identifying anomalous
HPC jobs.
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1 INTRODUCTION
As part of the NSF funded XD Metrics Service (XMS) project, we
are developing techniques for the automatic detection of poorly
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performing HPC jobs. We have developed several complementary
detection mechanisms including simple analyses, such as compar-
ing the actual usage of an HPC job to the original requested re-
sources, to a more complex analysis that uses machine learning
algorithms to classify jobs [7]. The source data for these analyses
include the job accounting information, application information
and job performance data recorded from CPU hardware counter
values, I/O metrics and O/S counters. Another focus of the XMS
project is facilitating the characterization of HPC system workloads.
Workload analyses are an essential part of the machine lifecycle.
Hardware and software designers, end users and facility operators
all can benefit from details on HPC cluster usage.

One interesting avenue of research is the identification of poorly
performing HPC jobs based on anomaly detection. The overall idea
is that if we have a characterization of the properties of a typical
HPC job in a given category then we will be able to identify atypical
jobs. This categorization and anomaly detection procedure must be
an automatic process. The sheer volume of the data means that it is
not feasible for system support staff to manually check all HPC jobs.
For example, in 2016 there were over 4 million jobs using over 100
million CPU hours on the HPC cluster at our center. Additionally,
job I/O characterization is an important prerequisite for many areas
of study including the development of I/O aware job scheduling
algorithms and parallel filesystem design and tuning.

2 RELATED WORK
The study of HPC job I/O behavior has been an active area research
for three decades from Miller and Katz [17] in the early 1990’s to
recent work Luu et al. [14]. HPC job I/O behavior is bursty, but with
regular cycles and many compute-intensive HPC jobs use very little
I/O [17, 18, 20, 27]. HPC jobs have distinct phases of I/O operation,
which differs between and is characteristic of different application
software [21].

Buneci and Reed [2] generated signatures containing structural
and temporal features from time-series performance metrics and
used these to distinguish between well- and poor-performing ap-
plications. They used a heuristic algorithm that detected several
patterns in timeseries data including periodic patterns.

Data collection strategies for HPC job I/O can be broadly orga-
nized into three categories: Instrumentation and analysis of the
application software, analysis of data from filesystem I/O nodes
and instrumentation/analysis of data from the compute nodes.
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Application instrumentation provides detailed information about
filesystem I/O usage and accurate timing information. However, it
typically requires recompiling the code or relinking with dedicated
data collection tools (such as Score-P [16], MPIProf [10] or IOT [9]).
Tools that require recompilation are typically not enabled for all
jobs on an HPC resource so I/O characterization must be done on a
case by case basis. Chang et. al [5] chose 15 different cases across
13 different applications and instrumented them using the MPIProf
and IOT tools. Tools such are Darshan [3] are lightweight and can
be enabled by default for all jobs on an HPC resource. However,
there are some codes that are incompatible with Darshan so sites
that have it enabled provide a mechanism for users to disable it.
Unfortunately, this results in many jobs without instrumented data.
For example, Luu et al. [14] used Darshan data from a period of
four years on three large scale supercomputers with an average
Darshan coverage of 20% to 40%.

Log data collected from filesystem I/O nodes has the advantage
that it is available regardless of the HPC jobs that are running,
however it is challenging to identify the HPC job that caused a given
I/O request. Liu et. al [12] developed a system for automatically
identifying I/O intensive jobs from the logs of the filesystem I/O
nodes. They were able to mine the correlation between I/O traffic
and application executions to obtain information on application
I/O patterns. This data mining relies on the assumption that a given
application has a consistent I/O pattern that remains the same
between different HPC jobs.

The compute nodes on an HPC resource can be instrumented us-
ing one of themany available tools, such as PCP [24], tacc_stats [6],
Ganglia [15] or LDMS [1]. A benefit of this approach is that I/O
metrics can be collected for all jobs without requiring them to be
recompiled and it is straightforward to associate the I/O data col-
lected on a compute node with the job that ran on the node. The
disadvantage is that data is not as fine grained as the event data
obtained by instrumenting the job software directly.

3 CCR RESOURCE CHARACTERIZATION
This study looked at data collected on the Center for Computa-
tional Research’s (CCR) academic HPC resource, Rush, which is a
heterogeneous system containing approximately 700 x86_64 com-
pute nodes. All compute nodes have local hard disk storage and are
interconnected with Gigabit Ethernet and InfiniBand. Rush has two
global filesystems: a 3PB IBM GPFS [23] high-performance parallel
file system for the global shared parallel scratch space and Isilon
IQ36000x Storage Arrays for general network file system access.
The system uses Slurm as the resource manager.

Every compute node has the Performance Co-Pilot (PCP) [24]
software running and configured to collect a wide range of system
metrics every thirty seconds. The Slurm job prolog and job epilog
scripts run a command that triggers PCP data collection on the
compute nodes assigned to each HPC job. This ensures that metric
data is recorded immediately before and after every HPC job. The
metrics collected by PCP include the O/S counters such as the load
average, Linux kernel CPU statistics, information about processes
from the /proc filesystem and information from hardware drivers
reported to the O/S such as the amount of data transferred to/from
GPFS.

Data are analyzed using the SUPReMM Job Summarization soft-
ware [4] that processes the compute-node level PCP archives to
generate job-level summary information. The SUPReMM Job Sum-
marization software integrates with Open XDMoD [19], which
provides a rich set of analysis and charting tools for HPC job ac-
counting and performance metrics. The SUPReMM Job Summariza-
tion software is written in python and has a modular plugin-based
architecture, which makes it very easy to extend to add new data
analyses. The software includes plugins that generate simple statis-
tics, such as the overall CPU usage for the job, the total amount of
data transferred to/from any filesystems, and the maximum mem-
ory usage. There are also more complicated analysis plugins such
as job catastrophe detection that finds step-function timeseries be-
havior of the CPU core L1D cache load rate to detect a catastrophic
drop in job performance.

Compute node sharing is enabled on Rush. The memory and
CPU usage of individual HPC jobs is restricted using Linux cgroups.
The summarization software parses the cgroup information so that
the memory and CPU usage metrics can be computed correctly.
Unfortunately, filesystem I/O is not constrained by cgroups and
there are no metrics collected that allow the correct attribution
of I/O data for a given job on a shared node. Therefore, we have
excluded shared jobs from this analysis as there is no accurate I/O
data available.

4 JOB CHARACTERIZATION TECHNIQUES
We performed an ad-hoc analysis of jobs on our academic HPC
cluster using XDMoD. We selected a few hundred jobs that used the
GPFS filesystem and looked at the timeseries I/O data. We observed
that there were a small number of common I/O patterns: main I/O
usage near the start of the job, main I/O usage near the end of the
job, I/O activity at the start and end but not during the job, low
I/O at the start or end but high in the middle. We also observed
jobs with approximately regular activity throughout the job and
regular periodic I/O activity. We assume that these I/O patterns are
signatures of common use cases for HPC job I/O.

In this section we describe the two complementary I/O pat-
tern detection algorithms that we implemented as plugins for the
SUPReMM job summarization software.

4.1 Simple job classifier
Given the observed job I/O behavior we wrote a simple heuristic
classification algorithm that categorized jobs based on a very coarse
measure of when the majority of the I/O occurred. This simple
classifier was not intended to comprehensively categorize all job
types; we expected that there would be jobs not correctly identified
by a simple algorithm and there would be jobs that do not fit into
the simple categories. However, if the simple algorithm has good
accuracy then it has captured the principle characteristics. Since
we are interested in coarse grained temporal behavior of jobs, the
algorithm splits the job into four equal width time intervals and
compares measurements between these four sections. The heuristic
algorithm classified the read and write data separately. For jobs
that run on multiple compute nodes, the mean value per compute
node was used. The algorithm produces a single read and a single
write classification for each job.
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The algorithm is as follows: If the average amount of data trans-
ferred per node for the job was less than a threshold (1MB) then
the job is categorized as having no significant filesystem usage
(NO USAGE). The timeseries data for the job is then split into four
equally spaced sections and the amount of data transferred during
each section is calculated (s0 . . . s3). The coefficient of variation of
these four measurements is computed and if it is below a threshold
(0.25) then the job is categorized as having approximately uniform
data transfer (∼UNIFORM) otherwise the job is classified according
to Algorithm 1 below. The job categories are START meaning that
the majority of the I/O occurs at the beginning of the job, END for
jobs that perform most of the I/O at the end, HILL for jobs that
perform I/O predominately in the middle and CANYON for jobs
that have I/O at the start and end but not during the middle. Jobs
that have I/O that are not matched by the algorithm are marked as
OTHER.

Algorithm 1 Simple job classification

if s0 > s1 + s2 + s3 then
if s3 > 2(s1 + s2) then

a ← CANYON
else

a ← START
end if

else if s3 > s0 + s1 + s2 then
if s0 > 2(s1 + s2) then

a ← CANYON
else

a ← END
end if

else if s1 + s2 > 2(s0 + s3) then
a ← HILL

else if min(s0, s3) > 2max(s1, s2) then
a ← CANYON

else
a ← OTHER

end if

4.2 Periodicity Detection
In addition to the simple job classifier described in the previous
section, we also constructed a model that seeks periodic I/O behav-
ior. We implemented the AUTOPERIOD algorithm described in [26]
in python. This algorithm is designed to automatically detect peri-
odicity in time series data. We chose this algorithm because of the
relative ease of implementation in python using existing libraries
and because of the anticipated computational efficiency and accu-
racy. Here we give a brief overview of the method. Full details of
the algorithm are provided in [26].

The AUTOPERIOD algorithm uses a two-tier approach, by consid-
ering the information in both the periodogram and the autocorrela-
tion function (ACF ). The algorithm to determine whether a job is
periodic and to compute the period with the highest spectral power
has the following individual steps:
• Compute the periodogram of the data using the Lomb-Scargle
method.
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Figure 1: Illustration of the AUTOPERIOD algorithm steps. The
top plot shows the data read from /scratch for an HPC job.
The middle plot shows the periodogram computed from the
I/O data and the bottomplot shows the autocorrelation func-
tion for the data. Note the different x-axis scales. The red
line shows the detected hill using two segment linear ap-
proximation.

• Determine the statistically significant periods. If there are
none, the job is non-periodic.
• Compute the circular AutoCorrelation Function (ACF ).
• From the candidate periods with significant spectral power
in the periodogram, check to see if the period is on a hill or
valley of the ACF . The points are checked in order from
highest to lowest power.
• Choose the candidate period with the highest power that is
on a hill of the ACF . This is the period of the job. If there
are no peaks on a hill of the ACF the job is non-periodic.

The algorithm is illustrated in Figure 1, which shows the data
from an HPC job that had periodic reads from the filesystem. The
top plot shows the filesystem read rate over time. The periodogram
calculated from this data is shown in the second plot (note the
different x-axis scale). The dashed line in the periodogram shows
the computed significance threshold. The circular AutoCorrelation
Function (ACF ) is shown in the bottom plot. In this case, only one
of the candidate points in the periodogram corresponds to a hill on
the ACF . It is also the point with the highest power. The result of
the hill detection algorithm is shown as a bold red line.

To compute the periodogram we used an implementation of the
Lomb-Scargle algorithm [13] and [22] from the Astropy python
library [25]. The Lomb-Scargle algorithm was chosen because it
does not require evenly sampled measurements: the job data does
not have even spacing at the beginning and end of the jobs and has
approximately even spacing during the job (there is some jitter in
the measurement time).

Initially we used the Monte-Carlo method [26] to determine the
statistical significance of the candidate peaks in the periodogram.
Unfortunately, this was too computationally expensive slowing the
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model to an unacceptable extent so instead we used an estimate
of the statistically significant periods described in [8]. The Monte
Carlo computation increased the runtime of the overall process
by 30% on average. With few exceptions, the faster method pro-
vides an adequate replacement for the more rigorous Monte Carlo
calculation.

The hill detection on the ACF is performed by choosing a spe-
cific portion of the ACF around the candidate period and using
a two segment linear approximation. The location of the split be-
tween the two linear segments is chosen as the split location that
minimizes the total approximation error. The angle between the
two linear segments can then be trivially calculated to determine
whether the candidate period is on a hill or valley.

5 VALIDATION
We tested our implementation of the AUTOPERIOD algorithm against
reference periodic data that we created for the task. We also at-
tempted to reproduce the results from the original paper. We were
not able to obtain the MSN query log data used in the paper so we
used equivalent data from Google’s Trends service. We were able
to reproduce identical results from the paper using this data, which
gave us confidence that the algorithm implementation was correct.

During initial testing with job I/O data, we noticed some cases
where the algorithm identified periodic behavior but the I/O data
did not appear to be periodic or was periodic but appeared to have
a different period than the main period identified. Therefore, we
tried to quantify the accuracy of the period detection algorithm on
HPC job I/O data. We attempted to develop a strategy to automati-
cally verify the period detection result by comparing the predicted
signal to the job data. However, we were not able to develop a reli-
able automatic verification method. This was mainly because the
AUTOPERIOD algorithm does not provide any phase or amplitude
information and the simple phase detection approaches that we
tried were not successful.

Since we were not able to easily automatically verify the results,
we used a manual approach. We developed a simple web-based
application that allowed rapid manual verification. The web inter-
face displayed a plot of the data rate for a randomly selected job
alongside a visualization of the period detection result. If the job
was detected as periodic the period result was plotted as a sine wave
with the phase aligned with the maximum value of the job data rate.
The interface had three web form buttons “correct classification”,
“incorrect classification” and “not sure”. When the form button was
clicked the page refreshed with the plots for another job that was
selected at random. This simple interface was very easy to use and
we were able to manually verify thousands of jobs with minimal
effort.

The simple categorization algorithm was manually verified sim-
ilarly to the period detection. We created a separate web-based
application that displayed the data rate plot for a job selected at
random and had web form buttons for START, END, CANYON,
HILL OTHER and ∼UNIFORM, and PERIODIC1.

Overall themanual classification of jobswas in satisfactory agree-
ment with the automatic classifiers.

1We split the OTHER and ∼UNIFORM into distinct categories after the verification
software was written.
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Figure 2: XDMoD plot showing the number of jobs and core
hours for non-shared HPC jobs broken down by GPFS data
reads from December 2016 to October 2017. There were 1.2
M jobs (∼42 M core hours) with less than 1 MB GPFS reads.
and 150,000 jobs (∼6.6 M core hours) with no usage data (not
shown).

6 RESULTS
The results presented here are from GPFS filesystem data collected
on the academic HPC resource, Rush, at CCR. The data presented
here cover the period fromDecember 2016 to October 2017 inclusive.
During this time the filesystem was used as high speed scratch
space — the system policy was that files older than three weeks
were subject to removal by a scrubber and the filesystem was not
backed up.

The job analysis was performed on a subset of jobs that ran on
Rush during the studied time period: we excluded shared-node jobs
because we do not have reliable information about I/O usage for
each job. We also excluded jobs that were shorter than ten minutes
to ensure that there were sufficient measurements to be able to
resolve any time series patterns (the metric collection period was
30 seconds).

There were 1.7 million jobs longer than ten minutes out of a
total of 3.7 million jobs (95.6 million and 96.1 million core hours
respectively). Of these 1.7 million jobs there were ∼970,000 shared
jobs and ∼720,000 exclusive jobs (22 million and 74 million core
hours respectively). The data coverage for the studied jobs is good
— 92% of jobs by core hours had performance data (625,000 jobs
using 68 million core hours).

The breakdown of I/O usage for the non-shared jobs by total
amount of data read from /scratch is shown in Figure 2. The
amount of data read varies significantly between different jobs. The
most frequent read sizes are 0.5 – 1 GB by job count and 64 – 128
GB by CPU hours. The breakdown of application usage for jobs that
read more than 1 MB data is shown in Figure 3. The “uncategorized”
label corresponds to jobs that did not match a known community
application and are mostly composed of user written codes. The
usage breakdowns by amount of data written to /scratch are
qualitatively the same.

A large proportion of the studied jobs did not use scratch space at
all. There were 470,000 jobs (38 million core hours) with no scratch
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Figure 3: Application core hours for jobs that had GPFS us-
age data and > 1MB GPFS reads from December 2016 to Oc-
tober 2017.
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Figure 4: Histogram of write data period for jobs that were
detected as periodic and had approximately uniform writes
over time. The x-axis is truncated at 90 minutes. There are
1005 jobs with write period longer than 90 minutes.

usage. The top three application categories for these jobs were a
commercial HPC software package (195,000 jobs), the molecular dy-
namics package GROMACS (140,000 jobs) and the set of uncategorized
applications (96,000 jobs).

The results from the simple classifier algorithm are shown in Ta-
ble 1. Aside from the NO USAGE category, OTHER and ∼UNIFORM
are the most common categories. It is interesting to note that with a
few exceptions the diagonal entries, that is those in which the read
and write classifications are the same, are generally larger than the
non-diagonal entries.

There were ∼22,500 jobs that had ∼UNIFORM or OTHER write
classification from the simple classifier and were also detected as
periodic. The histogram of the detected periods is shown in Figure 4.
There are distinct peaks in the histogram around 3 minutes, 13
minutes and 62 minutes there is also a bulge around 45 minutes.
95% of jobs in the 60-64 minute period were scavenger queue jobs
associated with a single PI. Using Open XDMoD we checked the
job launch scripts and found that the jobs were all configured to use
checkpointing using the DMTCP softwarewith a one hour checkpoint
time.
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Figure 5: Histogram of read data period for jobs that were
detected as periodic and had approximately uniform reads
over time. The x-axis is truncated at 90 minutes. There are
788 jobs with read period longer than 90 minutes.

There were ∼8,300 jobs with read periodic classification and
∼UNIFORM or OTHER from the simple classifier. The longest read
period was ∼9 hours. The histogram of the read periods is shown in
Figure 5. The read histogram is qualitatively different to the write
histogram. There is a peak around 3 minutes, but there are no sharp
peaks in the region of 13 and 62 minutes.

We briefly examined the job category classifications as a func-
tion of application. As would be expected if the classifications were
independent of application, most applications had either OTHER
or ∼UNIFORM as the most common job classification. Several did
not, with either START or END being the most common classifi-
cation. However, the number of jobs falling into these application
categories was rather small and might simply represent local usage
rather than any inherent tendency in the application performance.
We examined the percentage of periodic jobs as a function of ap-
plication as well. A similar trend was noticed in that while some
applications such as WRF, LAMMPS and Quantum ESPRESSO had a
substantially higher percentage of periodic jobs it is difficult to
determine if this represents an inherent property of the application
performance or a variation in local usage. We also looked at the
percentage of periodic jobs as a function of wall duration. We found
that for longer jobs, those greater than 12 hours, that the fraction
of periodic jobs is approximately double the numbers shown in
Table 2. This could be due to a greater usage of check-pointing in
the longer jobs.

6.1 Classification failures
During the manual verification of the results, we observed some
cases where the periodic detection gave incorrect or unexpected
results. As expected, we also observed many complex I/O patterns
that were not well captured by the simple heuristic classifier. In
this section we list a few examples.

Figure 6 shows an example job that had periodic write behavior
with two main frequencies. The AUTOPERIOD algorithm detected
13 minutes as the main period, which corresponds to the distance
between each pair of peaks in the plot. The other period is approxi-
mately one hour, which was also a statistically significant period
in the periodogram, but the AUTOPERIOD algorithm selected the 13
minute period since it has a higher power in the periodogram.
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Table 1: Number of jobs broken down by classification type

read
write HILL START END ∼UNIFORM OTHER CANYON NO USAGE

HILL 1166 652 170 30 131 116 138
START 218 4829 2053 7694 2010 2642 2356
END 3366 4395 4263 518 8899 1840 397

∼UNIFORM 106 621 521 9554 1336 241 545
OTHER 240 837 713 2874 9731 833 112
CANYON 1389 730 2208 1130 2793 11397 847
NO USAGE 1468 775 32885 7077 2234 2824 492980

Table 2: Percentage of jobs broken down by classification type. The right-hand column is the overall percentage of jobs that
are periodic and had approximately uniform I/O over time.

Percent of all jobs by Category

Direction HILL START END ∼UNIFORM OTHER CANYON NO USAGE Periodic (% overall)

Read 0.38 3.42 3.72 2.03 2.41 3.22 84.8 1.31
Write 1.25 2.02 6.72 4.53 4.26 3.12 78.1 3.55
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Figure 6: Example job that had periodic writes with two pe-
riods. This job ran for 24 hours and the pattern repeated for
the whole job. Only the first few cycles are shown in the plot
for clarity.

Figure 7 shows an example job that was incorrectly marked as
periodic because the estimate of the significance threshold for the
periodogram was much less than the actual significance threshold
(as determined by the Monte Carlo method). In this case there
the ACF had enough noise that one of the (incorrect) candidate
periods on the periodogram looked enough like a hill to the hill
detection algorithm.

Figure 8 shows an example where the heuristic classifier gave the
correct result as per the design, but which shows the limitations of
the simple model. The job does have the majority of the I/O during
the first quarter, however there appears to be multiple distinct
phases of operation over the coarse of the job.

Figure 9 shows an example job where the AUTOPERIOD algorithm
identified a period that was not immediately obvious to the manual
classifiers. This job has a repeating pattern that stops after ∼8 hours
and then there is no write activity for the rest of the job (∼34 hours).
The periodogram identifies a short period around 13minutes as well
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Figure 7: The read data rate over time for a job that was
incorrectly identified as periodic and the associated peri-
odogram. The green dashed line indicates the significance
level p < 0.01 computed using a Monte Carlo method. The
red dotted line indicates the significance level estimated us-
ing the exponential assumption.

as a repeating pattern with period 196 minutes. The longer period
has the higher power and is the one that the algorithm selects. Note
that the fact that there was no activity for the majority of the job
does not affect the periodic detection.

7 CONCLUSIONS
We have implemented two complementary algorithms to classify
I/O data of HPC jobs: a simple heuristic classifier that is based on
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Figure 8: Example job that was classified as a START job by
the heuristic classifier.
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Figure 9: The write rate to /scratch for an example job and
the corresponding periodogram andACF . No datawaswrit-
ten by this job after the first ∼8 hours.

simple assumptions about typical I/O patterns in HPC software and
a classifier that detects periodic patterns and determines their pe-
riod. These were implemented in the SUPReMM job summarization
software that forms part of the Job performance data workflow for
Open XDMoD.

The categorization software was run on the I/O metrics for the
GPFS-based /scratch filesystem for all HPC jobs on an academic
HPC cluster. We were able to detect the signature of periodic writes
consistent with check-pointing. The simple heuristic model worked
well but there were a sizable number of jobs that did not fit into
the simple categories.

One of the original motivations for this work was to categorize
jobs to help aid in job anomaly detection. The categorization data
on its own is not expected to be sufficient to detect job anomalies.
However, an example of a direct application of this work is for job
checkpointing identification. Users of the “scavenger” partition on
Rush are expected to be using checkpointing because the jobs may
be preempted. Users whose jobs are categorized as no significant
usage or do not have periodic writes can easily be identified. Support

staff can then contact the users to see if they need help setting up
checkpointing for their jobs.

8 FUTUREWORK
Currently the periodicity detection summarization plugin stores all
I/O data in memory before computing the periodicity. The memory
usage requirements are still fairly modest: ∼100 MB data required to
process a job that had a one month wall time. However, the plugin
runs at the same time as the other analyses (there are currently
thirty plugins, most of which compute simple statistics about job
metrics). The current summarization software uses ∼1 GB on av-
erage when processing a typical HPC job. Ideally the individual
plugins would try to minimize their memory footprint. One way
to reduce the memory requirements of periodicity detection sum-
marization plugin would be to change to a streaming algorithm by
using an incremental calculation of the Fourier Transform.

The results presented here use the combined I/O data from all
compute nodes for each HPC job. However, different HPC appli-
cations have different I/O characteristics on different nodes and
combining the measurements from all nodes obscures these dif-
ferences. Luu et. al. [14] identified three common spacial modes:
local file I/O, where each compute node writes to independent files,
subset file I/O, where a subset of compute nodes are responsible for
the file I/O and serial I/O where only one compute node performs
file I/O. Our analysis works fine for serial I/O and will work fine
for the subset and local modes assuming the compute nodes are
lock-step synchronized. During testing we did observe the exis-
tence of HPC jobs that used the local I/O paradigm and where the
compute node had periodic I/O but there was a phase difference
between individual compute nodes. We have not done any analysis
to determine how common this case is, but we note that this class of
job would still be marked as periodic using our algorithm. In future,
we want to investigate including node analysis with the temporal
analysis so see how much this improves job characterization.

This study focused on the scratch filesystem I/O for a GPFS
filesystem. The main reason for initially looking at the data for the
scratch filesystem is that the scratch I/O is by design (by either
the developer of the application, or by the configuration setting of
the user). The periodic detection library and time segment analysis
codes are independent of the metric source data, so it is trivial to
run these algorithms on any available metrics. In addition to the
GPFS parallel filesystem, the HPC resources at CCR have local disks
on the compute nodes and use Isilon network attached storage for
the /projects and /home directories. We collect usage metrics for
all of these filesystems, so these data could easily be added to the
analysis. The two obvious ways to include the extra filesystems
would be to combine all of the filesystem I/O into a single metric and
run the categorization algorithm on that or treat them separately.
The disadvantage of combining all data is that it hides the difference
between read and write operations if the job copies a file from one
filesystem to another. The disadvantage of handling them separately
is the increased amount of data will make analysis more complex.

The I/O data for shared jobs were excluded from this analysis but
shared jobs comprise a reasonable fraction of the resource usage.
For example, in 2017 shared jobs on Rush comprised ∼19% of jobs
by core-hour (∼41% of jobs by job count). It may be possible to use
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a similar technique as [11] to extract the I/O signatures for a subset
of the shared jobs.

Splitting the job into four sections is equivalent to a very coarse
smoothing of the data. Increasing the number of split points (using
finer grained smoothing) should be able to distinguish between
different types of job within the broader categories. You could also
try using a hill detection algorithm to try to find where the steep
slope is. For example in the case of a START job you might want to
distinguish between a job that performs max rate I/O for a short
period of time verses a job that performs lower rate I/O for a longer
period of time.
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