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Quantifying the nature and density of lattice defects in high-quality crystals is often difficult or impossible with
commonly employed material characterization techniques. In many cases, even the density of intentionally
doped impurities present in a grown crystal must be inferred indirectly using methods such as mapping spatial
variations in crystal properties or, when the defects are optically active, interpreting optical absorption with
imprecisely known oscillator strengths. In this work we explore gravimetric techniques to obtain absolute defect
densities in crystals, a powerful approach often overlooked in modern materials science. A hydrostatic weighing
apparatus based on Archimedes’ principle was constructed, tested, and refined to enable high-precision density
measurements of small crystal samples. Application of this system is illustrated by determining the density of
Yttrium Aluminum Garnet (YAG) relative to a high-purity silicon crystal density reference, minimizing tradi-
tional difficulties in correcting for the variations in surface tension and the water and air density due to small
changes in ambient temperature, pressure, and solution composition. This method, using a relatively simple
apparatus and small samples, is effective in measuring the intrinsic concentration of Y-Al antisite lattice defects
in YAG, agreeing with results from far more elaborate high-resolution optical laser spectroscopy at cryogenic
temperatures. Furthermore, we quantitatively analyze the effects of several potential sources for error, including
natural variations in isotope distributions, residual surface contamination, and ambient temperature or pressure
variations. Subsequently, we find that the density analysis method is a promising technique for characterizing
new and modified materials being developed for applications ranging from solid-state lasers and scintillators to
quantum information.

1. Introduction consuming, often have limited sensitivity, can be difficult to calibrate,
and the number and size of samples required can also limit the breadth

In the past half century, the demand for advanced optical materials of studies.

has grown significantly due to their applications in lasers, energy-
efficient lighting, medical imaging, and opto-electronics. More
recently, quantum computing, quantum communications, and quantum
sensing have been established as key challenges in the exponentially
growing technological world. In all of these applications, performance
limitations include disorder and decoherence that can be caused by low
levels of defects in the lattice of the optical crystals. For example, crystal
defects in laser materials can lead to parasitic heating, optical damage,
photodarkening, radiation sensitivity, non-radiative relaxation, and a
plethora of other undesirable effects. Although they have a critical
impact on many key optical technologies, the concentration and nature
of these defects remains difficult to determine: many of the complex
methods for characterizing crystal defects can be expensive and time

The presence of crystal defects is especially significant for many
photonics and quantum information applications that rely on rare earth
(RE) or transition metal (TM) elements incorporated into optical crys-
tals. Large variations in quantum decoherence and spectral in-
homogeneity are often observed for nominally identical crystal samples
obtained from different sources, or even those grown from a single
source at different times, impeding the advancement of technologies
that use these materials. One example is the variation in inhomogeneous
broadening and optical decoherence observed between samples for the
quantum memory material Eu>":Y,SiOs, where evidence for glass-like
two-level systems (TLS) was observed in some crystal growth runs [1].
Similarly, the optical coherence time of Tm>":YGG was found to be
limited by TLS even in the highest quality crystals, requiring lower
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temperatures to reach the performance needed for quantum repeater
applications [2,3]. Defects and variations in material stoichiometry have
also been found to limit the coherence lifetimes of Er>*:LiNbO3 powders
and to dramatically affect inhomogeneous broadening and nuclear hy-
perfine lifetimes for Tm3":YAG [4,5].

High-precision density measurements are an often overlooked but
potentially powerful method for studying stoichiometry and defect
concentrations in solid-state materials science. At the simplest level,
direct measurement of changes in mass can often be used to evaluate
modification to the composition of individual samples caused by ion
indiffusion or outdiffusion. A prominent example is the work by Johnson
et al. [6] to determine the density of indiffused H" and D" in TiO5 and
thereby provide one of the very few absolute calibrations of the transi-
tion oscillator strength for the O-H and O-D fundamental vibrational
mode infrared transitions in crystals—a result that has been widely used
over the decades since that work was reported. Nevertheless, more
elaborate measurements of density rather than mass are generally
required to evaluate changes in composition between different samples
or materials. Density measurements may be performed with very high
precision by using hydrostatic weighing methods, and an extensive body
of literature exists on the techniques and refinements that enable
exceptional precision and accuracy to be achieved (for examples, see the
review by Fujii [7] and the work cited therein).

1.1. Rare-earth-doped yttrium aluminum garnet crystals

In this work, we apply the hydrostatic weighing method to address
the longstanding question of the absolute density of Y-Al antisite defects
in the optical material yttrium aluminum garnet (YAG). YAG was chosen
to demonstrate the power of the density measurement method due to its
relevance in modern photonics and quantum systems coupled with the
extensive range of past high-resolution optical studies that have been
carried out on the intrinsic lattice defects [8,9]. YAG is a well-known
host material for RE ions, which have electron configurations that are
optimal for obtaining sharp optical transitions with high quantum effi-
ciency [10,11]. YAG is also used in spectral hole burning applications
such as optical signal processing and laser frequency stabilization for
quantum information science [10]. The dominant point defect in many
rare-earth (RE) doped garnets is thought to be antisite occupation of Y>*
or the rare earth dopant on the AlL%* site in the host crystal structure [8,9,
12,13]. These antisite defects are believed to be the cause of the large
inhomogeneous broadening observed for the optical transitions of
RE-doped crystals used in photonic and quantum technologies [8-10,
14]. Our goal was to test a quick, easy, and inexpensive method for
measuring the absolute concentration of naturally occurring crystal
antisite defects in Czochralski grown yttrium aluminum garnet (YAG).
Furthermore, this study provides an example of how crystal density
analysis may be used to quantitatively study defects and material quality
more broadly for cases where it is applicable, such as oxygen vacancies,
interstitial hydrogen impurities, and rare-earth or transition metal
doping concentrations.

Rare-earth-doped garnets are key optical materials that are
employed in the widest range of traditional luminescence applications of
any RE-doped crystal, including white light LEDs [15,16], solid-state
lasers [17-19], ceramic lasers [19,20], single-crystal optical fibers
[21], cathode ray tubes, fluorescent lamps, dosimeters, afterglow ma-
terials, and scintillators [16,22]. Garnets are a complex oxide crystal
with a 160-atom body-centered-cubic unit cell composed of eight for-
mula units of AgB2C3015. A, B, and C are trivalent cations and O rep-
resents the divalent oxygen anion O%~. Three sites make up the garnet
structure: cations A, B, and C are located in the Wyckoff c-, a-, and d-sites
with dodecahedral, octahedral, and tetrahedral coordination of oxygen
anions (with Do, Cg;, and S4 symmetries, respectively) [9,23].
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1.2. Antisite defects in YAG

In perfect YAG (Y3Al5015), twenty-four Y>* ions occupy the larger
dodecahedral c-sites, sixteen AI** occupy octahedral a-sites, and twenty-
four AI3* occupy tetrahedral d-sites. However, during the growth stages
of real garnets, the formation of crystal defects is almost unavoidable.
Theoretical calculations performed on the atomic structure of YAG have
consistently found that, of all potential defects in the garnet structure,
antisite defects where Y>* replaces AP at an a-site in the lattice re-
quires the least energy to form and are therefore expected to have the
greatest concentration of any intrinsic defect [24-32]. In contrast,
antisites involving Y replacing AI*' at lattice d-sites and AI**
replacing Y>* at the c-site require greater energy to form and will thus
have significantly lower concentrations in the as-grown crystals.

Spectroscopic characterization of YAG attributes several spectral
lines from UV to near-IR to crystal impurities. Specifically, two lines at
260 and 320 nm are thought to be caused by Y-Al antisites and other
correlated defects, such as Fe> impurities and oxygen vacancies [12,23,
33-37]. It is widely recognized that crystals with higher defect con-
centrations have poorer optical quality [33,38]. Research has also
shown that YAG grown at temperatures below 1200 K has very low
concentrations of antisites [31,39], in contrast to the crystals grown
directly from stoichiometric melt at higher temperatures. Correlations
have also been drawn between crystal growth method and defect con-
centrations [35].

Despite the large number of studies, there are many discrepancies in
the estimated concentration of intrinsic defects in YAG. Previous work
on ion substitutions in double oxides as a function of ionic radius has
given models for RE>" defect concentrations in rare-earth-doped garnets
[40,41]. However, none of the sources obtain quantitative concentra-
tions of antisite defects in YAG with those approaches. Studies that go
beyond relative spectral line intensities generally report concentrations
to be somewhere between 0.1 and 15 atomic percent [8,23,42-44]. This
corresponds to a value of x ranging from 0.001 to 0.15 in the molecular
formula Y3(Al; xYx)2Al3015. Incongruity in these measurements is likely
due to the limited accuracy of the methods combined with the depen-
dence of antisite defect formation on growth temperature [28]. At the
typical growth temperature of 2273 K, the percent concentration of Y-Al
antisites is estimated to reach 0.23%; however, at 2000 K, this number
can drop to 0.1% [31]. Crystals grown from melt-solution (flux growth)
require much cooler temperatures than their bulk grown counterparts.
The intensity of the 260 nm transition in single-crystalline films (a
representative of the flux grown garnet) is significantly smaller than that
of bulk crystals, leading to the conclusion that thin-film samples can
contain much smaller percentages of Y-Al antisite defects [23]. Quan-
titatively characterizing these types of differences between crystals
grown by different methods or sources was a central motivation for
developing a cheap, simple, and relatively quick method for determining
defect concentrations.

Perhaps the most relevant results to our characterization of YAG
antisites are measurements done on Er>" substitutions for the Cs; sym-
metry A>T sites. Spectroscopic techniques were used to determine an
Erd* occupation of 0.6 atomic percent in Cs; symmetry sites [9]. The
ionic radius of erbium (0.890 ./7\) is a slightly better match of the alu-
minum’s small radius (0.535 10\) than that of the Y2 in octahedral sites
(0.900 10\) [45], which may affect the formation of antisite defects. In this
work we verify those optical results using a completely independent
technique, finding good agreement and also further improving the ac-
curacy of the estimated antisite density concentration.

2. Method

Typically, defect densities are determined by methods including x-
ray diffraction, photoluminescence, Rutherford backscattering, mass
spectroscopy, x-ray fluorescence, cathodoluminescence, positron anni-
hilation spectroscopy, extended x-ray absorption fine structure, Raman
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imaging, thermoluminescence, and other types of spectroscopy [12,39,
44,46,47]. While these methods can yield high-precision results in some
cases, they are often only applicable to specific types of defects or ma-
terials and typically suffer from matrix effects that make absolute cali-
bration of results difficult. In contrast, density methods can be applied to
any material and provide absolute measurement results but can be
limited by the need to interpret the observed density variations as a
specific type of dominant defect in the material. Even so, density mea-
surements are particularly powerful when studying systematic changes
in materials, such as the results of material processing or variation in
doping concentrations, providing an unambiguous approach for
assigning changes in density.

Density measurements using the hydrostatic approach have been
successfully applied previously in studies of crystal stoichiometry and
defect concentrations. A prominent example is the evaluation of Li™ and
Nb°* vacancy models, antisite densities, and crystal stoichiometry in
LiNbOg3 [48-51]. As another type of application, density measurements
have also been used to evaluate the change in molar volume of phos-
phate glasses as the composition is varied [52]. An example of a third
type of application is the use of density measurements to quantitatively
determine the concentration of H" and D" impurities diffused into TiO5
crystals [6]. Yet, very little research has been done within the past few
decades using the density method to characterize crystal defects.

2.1. The hydrostatic method for determining density

Many methods have been employed in the past for precision density
measurements. These approaches can largely be divided into two classes
of techniques: volumetric, or displacement, methods and hydrostatic
methods. The volumetric methods rely on precisely determining the
volume and mass of on object independently and then calculating the
density from those measurements. This can be carried out by precise
measurement of sample dimensions, sometimes employing interferom-
etry [53], or by using a volumetric measuring apparatus such as a gas
pycnometer and Boyle’s Law to determine volume [54]. While these
methods can approach absolute fractional accuracies of 10~% under
some conditions, the second group of measurement technique using
hydrostatic weighing can be applied more generally for solids with
greater precision, especially for smaller or irregularly shaped samples
[55]. The hydrostatic weighing approach is based on Archimedes’
principle where a change in apparent weight of a sample due to buoy-
ancy forces when submerged in a liquid can be directly used to deter-
mine the sample density relative to the known liquid density [54]. The
hydrostatic method can readily achieve relative precision in the few
parts-per-million range with a simple apparatus if corrections for sys-
tematic errors such as surface tension, temperature, and pressure vari-
ations are taken into account [56,57], and precision down to the 1077
range or better is possible with more sophisticated experimental designs
[58-60]. Consequently, hydrostatic weighing has been used to measure
the density of high-purity silicon National reference standards [56,58,
61] as well as in absolute determinations of Avogadro’s constant [60].
For extensive reviews of the hydrostatic weighing method and its re-
finements, see Refs. [7,54,55,57,62].

The hydrostatic weighing method involves measuring the change in
apparent weight when a sample is submersed in a fluid versus when
weighed in air. When placed in a fluid, the solid will experience a force
equal to the weight of the fluid that it displaces (Archimedes’ Principle).
If the density of the fluid is known, the change in apparent weight can be
used to determine the density of the solid using the simple relation

my
Py =Py (m) (€8]

where p; is the density of the sample, py is the density of the fluid, m; is
the weight (or mass) of the sample, and my is the weight (or apparent
mass) of the sample when submersed in the fluid.
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2.2. Absolute determination of crystal density

Very high accuracy and precision must be achieved in density mea-
surements to enable calculations of defect concentrations when they
exist at low densities in a crystal sample. Traditional hydrostatic
weighing work has usually relied on knowing the exact density of the
working fluid, which can be problematic due to several factors,
including the dependence of fluid density on ambient temperature and
pressure, adsorption of gases into the fluid, impurities that may be
present such as the surfactants that are often needed, buoyancy of the
weighing pan and wire that supports the test sample, among others. In
addition, the surface tension of the fluid leads to meniscus effects and
corresponding forces on the suspension wire that depend critically on
the conditions and that are hard to predict.

All of these sources of error can be eliminated by using a reference
sample of known density to measure the density of the solution at the
time of weighing a test sample. With this approach, the same corrections
due to variations in buoyancy and surface tension forces affect both the
reference and sample measurements so that the effects are eliminated
from the density calculation. With the use of a known density reference,
the calibrated sample density can be directly calculated from the
relation

My (mrz/ - mrf)

"Mya (Mg — M)

ps=p . 2)

where ps (p;) is the sample (reference) density, my, (my) is the sample
(reference) weight in air, and mys (m,¢) is the apparent sample (reference)
weight when submersed in the fluid.

For this work, high-purity single-crystal silicon was chosen for the
reference standard due to its very precisely known density of 2.329074
+ 1.6 x 107 g/cm?® [61]. The particular reference sample used for all
measurements was a 1-cm silicon cube cut from a 99.999% purity crystal
boule. All faces were polished to optical quality and the edges were
rounded to avoid chipping. The high purity of the reference sample
makes any uncertainty in the reference density negligible compared to
other sources of error.

For the YAG test crystal sample, a crystal grown by the Czochralski
method using starting materials with 99.999% (5 N) purity was used.
Published results on YAG suggest that 5 N Czochralski grown crystals
have less than 10 ppm of total impurities [34]. Using these results, a
rough estimate of the density uncertainty can be made. By averaging the
impurity mass over all estimated impurity ion densities, the maximum
uncertainty on antisite concentration due to purity would be less than
0.01%.

Ten independent variables are used to calculate the antisite defect
concentration. Six variables are constants pertaining to the test crystal
properties and four are the balance measurements of the reference and
sample crystals. The antisite defect concentration ¢ was found from the
equation

Mr Ps
_ P 3
¢ Nu(Mp — My) (Po )7 ®

where p; is the measured sample density, py is the ideal density calcu-
lated from the stoichiometric composition and lattice parameter, My is
the formula mass of a unit cell of the crystal (8 x Y3AlsO012), My is the
mass of the natural site occupant (Al), Mp is the mass of the antisite
defect (Y), and Ny is the number of potential defect substitution sites in a
unit cell (8 x 2).

The formula mass My of stoichiometric YAG is calculated using the
average host ion atomic masses for natural isotopic abundance taken
from the 2015 IUPAC technical report (88.90584 g for Y, 26.98154 g for
Al, and 15.99940 g for O) [63]. The ideal density is then found using a
unit cell parameter of 12.0085 + 0.0001 A that previously has been
measured for Czochralski-grown YAG [64]. Together, this gives an ideal
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crystal density for stoichiometric YAG of 4.5539 =+ 0.0011 g/cm®.
3. Experimental details

Fig. 1 displays the weighing apparatus and its components used for
the hydrostatic density measurements. The weighing frame was 3D
printed using fused deposition modeling as a single piece to be as light as
possible. Polylactic acid (PLA), acrylonitrile butadiene styrene (ABS),
and high-impact polystyrene (HIPS) were each investigated and tested
as construction materials, with the final system made from PLA. While
PLA has a slightly higher density of 1.24 g/cm? (as opposed to 1.04 and
1.03 g/cm® for ABS and HIPS), providing a larger baseline mass that
must be subtracted from the measurements, it has much greater “stiff-
ness” as quantified by a flexural modulus of 3.8 GPa (the flexural
modulus for ABS and HIPS is about 2 and 2.3 GPa, respectively) [65]. It
was found that the greater stiffness more than compensates for the
higher density, allowing smaller part cross-sections and overall lower
weight with greater stability. The frame was annealed above the PLA
glass transition temperature (~65 °C) at a temperature of 80 °C for
several hours to relax strain and increase crystallization of the plastic,
which significantly increased both the tensile and flexural strength of
the frame [66].

The apparatus consisted of a base plate with an arch and two
weighing pans. On top of the arch was the upper pan for measuring the
dry weight of a crystal sample. An arm extended down to the second pan,
which was used for measuring the submerged crystal weight. To reduce
surface tension and buoyancy effects on the frame, a thin piece of steel
wire was inserted into the arm where it entered the solution. A beaker
that was filled with the water and surfactant solution was supported on a
stand above the balance weighing pan so that only the plastic frame was

Fig. 1. The hydrostatic weighing apparatus: (a) Upper weighing pan for weight
in air; (b) Submerged weighing pan for weight in working fluid; (c) Steel sus-
pension wire; (d) Beaker stand to support the beaker above the balance pan; (e)
Beaker holding working fluid; (f) Balance chamber that prevents air currents
from disturbing measurements.
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in contact with the balance pan.

A common challenge with the hydrostatic weighing method is the
formation of air bubbles on the surface of both the submerged weighing
pan and test crystal. Air bubbles can change the scale reading by up to a
milligram, which corresponds to roughly a 0.2% difference in the
calculated defect concentration. To minimize the effects of bubbles and
meniscus effects around the suspension wire, deionized water was mixed
with 100:1 parts Triton X-100, 10:1 parts polyethylene glycol 400, and
10:1 parts Liquinox to simultaneously address different types of poten-
tial surface contaminants and used as the working fluid. The addition of
the mixture of surfactants to the water solution greatly reduced the
formation of air bubbles. The density of the solution varied slightly
between measurements due to small changes in composition as well as
variations in ambient temperature and pressure, with measured fluid
densities ranging between 1.0017 g/cm® and 1.0049 g/cm®.

The analytical balance used for the weight measurements was a
RADWAG AS 82/220.R2. In the 0.001-82 g range used for this work, the
balance has a specified repeatability of 1.5 x 107> g at 5% maximum
capacity. For the roughly 3.8 g Si reference mass used, the experimen-
tally observed error was 2.1 x 107> g, which is comparable to the bal-
ance specification.

To ensure crystals were free of any particulates, oils, or other surface
contaminants before measurement, they were placed in a surfactant
solution and sonicated for 60 s. They were then rinsed with ethanol to
remove any of the surfactant residue. Care was taken to keep the sample
and reference from being contaminated during the measurement
process.

As the first step in the weighing process, the silicon control crystal
was weighed in air. Before measuring the submerged weight, it was
submerged in a beaker with an identical mixture of surfactants as the
suspension fluid. This step coated the outside of the crystal with liquid to
prevent air bubbles from forming when it was placed in the suspension
fluid beaker. The test crystal was then weighed in the same manner. The
two crystals were weighed eight times each for each measurement run. It
was important to ensure the crystals were cleaned with ethanol between
each weighing; for a centimeter cube sized crystal, the residue of the
surfactant solution weighed 3.4 x 107> g, which is a large enough
change in mass to have a significant effect on the measurement if the
residue is not carefully removed.

4. Results

The crystal studied in this work was a 4.5295 g rectangular sample of
YAG that was optically polished flat on all sides and with care to avoid
chipping on the edges. The crystal was grown by the Czochralski method
using starting materials with 99.999% (5 N) purity (crystal sample
#12-667) by Scientific Materials Corporation (a division of Teledyne-
FLIR). The crystal was annealed in air to minimize any residual oxy-
gen vacancies and the YAG sample studied did not exhibit any observ-
able coloration, further indicating a very low oxygen vacancy
concentration [67]. The measured density of the sample was 4.5579 +
0.0005 g/cm®, whereas the ideal density of a stoichiometric YAG sample
is 4.5539 + 0.0011 g/cm®.

The increased density of the crystal relative to the ideal density
corresponds to a calculated antisite density of 0.42 + 0.13 at. % of Y>*
ions occupying the Cs; symmetry AI®" sites or, equivalently, x = 0.0042
for Y3(Al; x\Yy)2Al3012. Standard errors in dry and submerged weighing
of the sample averaged to 1.3 x 10~* and 3.9 x 10~ respectively.

Our procedure is further validated by a high level of repeatability in
measurement. Results from two trials of eight weighings of the sample at
different times had a mean of 0.42 at. % and standard deviation of 0.07
at. %. The sixteen measurements taken all fall within the 95% confi-
dence interval of + 0.13 at. %.

Many factors were considered when calculating the error bars on the
estimate of the antisite density, several of which had too small an effect
to be included in the final calculation. The total error is modeled based
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on the individual uncertainties in the values of the ten input variables,
which were assumed to be independent and Gaussian. With the
assumption of independent random variables, the total variance is
calculated by summing the individual contributions determined by the
partial derivatives with respect to each variable and the estimated un-
certainty in that variable. Consequently, the total uncertainty Ac in the
estimated atomic percent antisite defect concentration is given by

Ac= Z (g; (Ax,))z “

Where the x; variables are general labels representing the ten parameters
enumerated in Table 1. The values of all parameters that contribute to
the antisite defect model and their fractional uncertainties are given in
Table I In addition, the fractional contributions to the total variance of
the estimate are given in the table, revealing that the value of the ideal
crystal density is the largest source of uncertainty in our estimate, with
the weight of the sample when submersed in the fluid the second largest
contribution to the total error. This analysis shows that our measure-
ment procedure is sufficient to estimate the antisite defect density to a
precision better than what is possible due to the uncertainty in the
known lattice parameter of YAG.

5. Discussion

The measured antisite defect concentration of 0.42 + 0.13 at. %
found with our approach is slightly lower than the value estimated in
previous research. Our result definitively rules out some of the very high
estimates for the defect concentration that are greater than 1% [44], and
more closely agrees with estimates suggesting concentrations between
0.1 and 1% [9,31]. In particular, the previous study using optical
spectroscopy on erbium-doped YAG found that the density of Er>* ions
occupying the Cs; AI>* site was near 0.6 at. % [9]. The approach used in
that work was to identify the absorption lines in the spectrum due to
Er’" at sites with the Cg; symmetry and then use optical nutation mea-
surements to calculate the transition dipole moment from the Rabi os-
cillations and use that result with the integrated absorption coefficient
to calculate the number density of Er®" ions at the Cg; sites. While the
uncertainty in the previous result is unknown, given that the atomic
radius of Y3 in octahedral sites is slightly larger than that of Er®* [45],
it is possible that Y3* could have a lower occupation of the much smaller
AP lattice sites than Er°™. Thus, the small difference between our result
and the previous measurement using Er>* as a probe ion could be due to
a dependence of antisite formation probability on the cation ionic
radius. Research into the effect of different growth methods on the
concentration of antisites is limited; although it is widely presumed that
flux grown YAG contains a lower quantity of defects than crystals grown
by the Czochralski method since lower temperatures are required, for
example. It is possible that the samples of YAG used for our measure-
ments had a lower concentration of antisites than those used in previous
research; this possibility could be explored by carrying out a series of
density measurements on Czochralski-grown YAG samples from

Table 1
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different sources.

In the following sections, we quantitatively analyze potential sources
of error in the hydrostatic weighing approach and show that none of
them significantly affect our estimate for the antisite defect density.

5.1. Effect of ambient temperature and pressure variations on
measurement uncertainty

The first potential source of error that we consider is the effect of
temperature changes on the balance as well as the densities of the
sample, the reference, the working fluid, and the surrounding atmo-
sphere. The balance used in this work has a specified temperature
sensitivity of 1 x 10~6/°C. To determine if thermal drift could contribute
errors to the measurements, the ambient temperature of the room was
monitored and found to vary by much less than 0.1 °C over the ~10 min
timescale of a measurement run, and hence this is expected to be a
negligible source of error as compared to our observed experimental
fractional uncertainty of 2.4 x 10~%.

The thermal expansion coefficient of YAG at 24 °C is 6.8 x 107°/°C
[68], and the thermal expansion Al is related to the change in crystal
volume AV, and hence density Ap, according to

‘ ’,ﬂ Al (52)

0

As a result, the uncertainty in the density of YAG due to temperature
variations is 2.0 x 107°/°C, which is significantly below the uncertainty
in our measurements. We should note that since we do not know the
exact temperature at which the lattice constant was measured [64],
there is an estimated contribution of ~1 x 10~° to the absolute uncer-
tainty in the ideal density of the crystal due to thermal expansion, which
is still less than our experimental uncertainty. For the silicon reference
crystal, the thermal expansion is 2.6 x 107%/°C at 24 °C [69], corre-
sponding to an uncertainty of 7.8 x 107°/°C, which contributes a
negligible uncertainty to our measurement.

Also, we should note that there is an uncertainty in the density of the
samples due to the variation in air pressure; however the bulk modulus is
180 GPa for YAG [70] and 98 GPa for silicon [71], contributing negli-
gible fractional uncertainties that are in the range of 10~ for any
practical conditions.

For the water solution used in the hydrostatic weighing, the tem-
perature dependence of the density is 2.5 x 107%/°C at 24 °C [72],
which is well below our experimental uncertainty for the <0.1 °C tem-
perature variations. When weighing the dry samples, we must also
consider the contribution of buoyancy due to the air. For our experi-
mental conditions of 24 °C and an ambient air pressure of 86 kPa, the
density of air is 1.01 x 10~ g/cm® [57], contributing an absolute
fractional change of 2 x 10* to the observed density of the sample.
However, by using the silicon crystal as a density calibration reference,
this contribution to the density measurements is eliminated in a similar
fashion as for the working solution density. As a result, the measurement
is only affected by the much smaller change in density with temperature
and pressure, contributing a negligible uncertainty of less than 1 x 10~®

Input parameters and their uncertainties (see text). The rightmost column is the percent contribution of the individual parameter uncertainties to the total variance. (*

per unit cell).

Parameter Label Value Fractional Uncertainty Contribution to Total Variance
crystal stoichiometric formula mass* Mpr 593.61 g/mol 0.01 < 0.1%
defect mass Mp 88.90584 g/mol 2x 1077 < 0.1%
host atom mass My 26.98154 g/mol 1x107 <0.1%
number of host substitution sites* Ny 16 0 0

ideal stoichiometric test crystal density Po 4.5539 g/cm® 1.1 x107° 67.8%
reference mass when measured in air My 3.81069 g 2.1 x107° < 0.1%
apparent reference mass when submerged in fluid my 2.1668 g 1.2x107* 7.6%
reference density or 2.329074 g/cm® 1.6 x 107 <0.1%
sample mass when measured in air Mg 4.52963 g 42 x10°° 1.5%
apparent sample mass when submerged in fluid m 3.5310 g 1.3x107* 23.0%
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to our measurements.

5.2. Contributions from residual surface contamination

Among the factors considered in our analysis is the uncertainty in
measured density due to potential contamination on the surface of the
sample. For a cubic sample with a uniform, thin layer of contamination,
the uncertainty in the density is described by

A 6 )
bp bet (1 _P_<> (5b)
Po l Po

where t is the thickness of the contamination layer, [ is the side length of
the cube, p, is the density of the contaminant, and py is the true density
of the sample. Contamination of the ultrasonic cleaned YAG samples was
measured to be less than 1 nm thick using both x-ray photoelectron
spectroscopy (XPS) and secondary ion mass spectroscopy (SIMS) depth
profiling, indicating that residual surface contamination is a negligible
factor for our samples. For example, if we assume that a 1 nm residual
layer of the suspension fluid remains on the sample when weighing in
air, causing a contamination with a density of p. ~ 1 g/cm® on the
surface of the crystal with =1 cm and py = 4.5 g/cm® (typical values for
our samples), the uncertainty in measured density is approximately 4.6
x 1077 g/cm®. While this is too little to change the measured density in
our studies, this highlights the need to carefully clean the samples since
a layer of a few hundred nanometer thickness would be enough to begin
to affect the measurement accuracy.

5.3. Uncertainty due to natural isotope distribution variations

Random variations in isotope composition are common in naturally
occurring minerals obtained from different parts of the world, and
therefore also the growth starting materials that are synthesized from
them, potentially providing a source of uncertainty in the measurements
that has been overlooked in past work using density to probe defect
concentrations. For the case of YAG studied here, oxygen is the only
element with more than one stable isotope. The minority oxygen iso-
topes are 0 with 0.205% natural abundance and 170 with 0.038%
natural abundance, and the fractional variation in the isotope ratios
relative to the majority °0 isotope are commonly denoted as 580 and
570 [73]. Since the abundance of 70 is much lower than ‘%0, we
ignore its contribution to the uncertainty in the density. The actual
isotope ratio Ryg/1¢ is related to the delta parameters and a nominal
average ratio Rg of 0.00205 according to the following definition.

5o
Rig/16 = (m-i-l)Ro (6)

In the limit that of Ryg/16 < 1, we can simply derive the fractional
uncertainty in density due to an uncertainty in the isotope ratio as

N _ 18
o(Mig — M) [AS 0_’_1 R,
My 1000

Ap _ No(Mis — M)

Po Mg @

ARg/16 =

where Ny is the number of oxygen per formula unit, M1g and Mg are the
isotope masses. The maximum range of §!°0 values observed is roughly
30 for natural minerals (i.e. A5'%0 ~ 30), corresponding to a ~3%
fractional uncertainty in the isotope ratio [74]. The corresponding un-
certainty in the antisite defect density is given by,

_ 18
~ No(Mlg M15) A6 0+1 R()
Nu(Mp — My) \ 1000

Ac 8)

Assuming the maximum observed uncertainty for A5'%0, the un-
certainty in relative density of YAG due to potential variations in iso-
topic composition is ~2 x 1076, which corresponds to an uncertainty in
the antisite defect density of ~0.002 at. %. This is significantly smaller
than our experimental uncertainty, showing that natural oxygen isotope
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variations produce a negligible effect on our results. However, this error
is comparable to the uncertainty due to the repeatability specification of
the balance, indicating that this would need to be accounted for if a
higher precision balance were to be used. Furthermore, this analysis
demonstrates that the isotope variations must be considered when
analyzing the density of materials that contain multiple isotopes, espe-
cially if any minority isotopes have a similar concentration as the ma-
jority isotopes.

6. Conclusions

The hydrostatic weighing method was used to measure the density of
YAG to probe the intrinsic deviations in stoichiometry present in crystals
grown at high temperature by the Czochralski technique. The level of
precision afforded by using an absolute density reference along with a
refined mechanical design of the measurement apparatus proved to
enable reliable calculation of the Y-Al antisites concentration to within
~0.1 atomic percent. It was found that 0.42 + 0.13 at. % of the Cs;
symmetry a-sites, typically occupied by AI®T, are instead occupied by
Y3+ ions. We found the method to be relatively inexpensive, quick, and
straightforward to apply and capable of high precision compared to
other more widely used material characterization techniques. The hy-
drostatic weighing method can be implemented for material systems
where there are no optical transitions and when the matrix calibration
factors required by other methods are unknown. The simplicity of the
hydrostatic technique is well suited for evaluating large numbers of
samples and potentially providing systematic studies that could be used
to optimize the crystal growth process.

Continuing apparatus refinement enables future measurements
broadly on other types of defects more broadly, including the density of
oxygen vacancies or interstitial oxygen in crystals. For example, we
found that the dominant source of error in the measurements arose from
the disturbance of the working fluid when placing the sample in the
solution. Adopting a simple automated process for placing the samples
would significantly increase repeatability, as has been shown in previ-
ous work [57,58,61], and we expect that the absolute accuracy of our
estimates could be improved by more than a factor of two with that
single improvement. Larger samples can decrease error even further, but
the increased mass requires a stiffer weighing frame and greater stability
to reduce disturbances caused while moving crystals into the fluid.
Further improvements to reduce environmental effects can be made by
using more elaborate two-body measurement methods [75], or by
developing methods employing submerged balances [7,61].

Overall, our approach to hydrostatic weighing is a promising method
for efficient, simple, and nondestructive measurements of defect con-
centrations. With the current precision, the method also works well for
quantifying absolute crystal dopant levels of 0.1% or better when there
is a significant difference in mass between the dopant and the ion that is
replaced in the host lattice.

The method does suffer from the significant requirement to interpret
the change in density in terms of specific changes in stoichiometry or
unit cell volume, restricting the application to systems where the defect
structure is well understood or where specific defect concentrations can
be manipulated, such as annealing to change oxygen vacancy densities.
As such, this method can provide a novel way to calibrate distribution
coefficients for crystal growth of doped materials, for example.
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