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ABSTRACT
Understanding the �nancial and intellectual value of campus-based
cyberinfrastructure (CI) to the institutions that invest in such CI
is intrinsically di�cult. Given today’s �nancial pressures, there
is o�en administrative pressure questioning the value of campus-
based and campus-funded CI resources. In this paper we describe
new �nancial analytics capabilities being added to the widely used
system analysis tool Open XDMoD (XSEDE Metrics on Demand) to
create a new realm of metrics that will allow us to correlate usage
of high performance computing with funding and publications. �e
capabilities to be added will eventually allow CI centers to view
metrics relevant to both scienti�c output in terms of publications,
and �nancial data in terms of awarded grants.

�e creation of Open XDMoD Value Analytics was funded by
the National Science Foundation as a two year project. We are
now nearing the end of the �rst year of this award, during which
we focused on �nancial analytics. During the second year of this
project wewill focus on analytics of intellectual output. �ismodule
will allow the same sorts of analyses about systems and users as
the �nancial analytics module, but in terms of intellectual outputs
such as number of publications, citations to publications, and H
indices. �is module will also have capabilities to visualize such
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data, integrated with �nancial data. We plan to present these tools
at PEARC ’18.

CCS CONCEPTS
•General and reference→Metrics; Evaluation; •Human-centered
computing→ Visualization; •Social and professional topics
→Management of computing and information systems; Fund-
ing; •Applied computing → Business intelligence; Decision
analysis; •Information systems→ Data mining;

KEYWORDS
XDMoD, HPC, HPC monitoring, ROI, funding

ACM Reference format:
Ben Fulton, Steven Gallo, Robert Henschel, Tom Yearke, Katy Börner, Robert
L. DeLeon, �omas Furlani, Craig A. Stewart, and Ma� Link. 2017. XDMoD
Value Analytics: A Tool for Measuring the Financial and Intellectual ROI
of Your Campus Cyberinfrastructure Facilities. In Proceedings of PEARC17,
New Orleans, LA, USA, July 09-13, 2017, 7 pages.
DOI: 10.1145/3093338.3093358

1 INTRODUCTION
Universities and colleges throughout the US are under increasing
�nancial pressures, which in many cases, leads to a comprehensive
questioning of how a given institution allocates its funds. At in-
stitutions of higher education that invest heavily in local research
cyberinfrastructure, there is very typically an ongoing discussion
of ”should we pay this much for local research computing systems?”
�is discussion is o�en instigated by campus �nancial leaders and
decision makers. At institutions that invest less heavily there is
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o�en an ongoing discussion of ”shouldn’t we invest more in local
research cyberinfrastructure facilities?” �is discussion is o�en led
by faculty members and other researchers. Both questions are fair:
local investment in research cyberinfrastructure (CI), particularly
high performance computing (HPC) systems, involves signi�cant
and ongoing investment in equipment and sta�. And these ques-
tions may also focus on di�erent metrics: a budget discussion may
focus on the �nancial return on investment in such local facilities,
while academic researchers may be more concerned with the intel-
lectual return on investment - particularly their ability to perform
innovative research and publish their results. How does a research
institution understand the value it receives from investment in
research cyberinfrastructure in general and local high performance
computing systems in particular? (NB: in this paper we will simply
use ”cyberinfrastructure systems” which might locally mean com-
puting clusters, supercomputers, supercomputers, special purpose
computational systems, storage systems, visualization systems, or
all local research cyberinfrastructure facilities combined.)

Existing studies of return on investment (ROI) in campus cyberin-
frastructure show that signi�cant investment in high performance
computing - particularly sustained investment - leads to increases in
publications and grant income [8]. However, the work of Apon et al.
[7] is correlative: increases in investment lead to increases in grant
success and increased rates of peer-reviewed technical publications;
the question of whether the investment was worth it to begin with
is le� open. �e work of IDC Research, Inc. (a market intelligence
provider for the information technology industry) presents a very
rosy picture of the �nancial ROI in high performance computing
[4]. However, having participated in the surveys that led to IDC’s
conclusions our impression is that this analysis focuses on success
stories, and does not measure fully the total cost of investments
in operating high performance computing facilities. �ere are two
analyses of the return on investment in federal high performance
computing facilities. One measured the �nancial ROI on the federal
government’s investment in XSEDE (the eXtreme Science and Engi-
neering Discovery Environment), and found that the �nancial ROI
for the federal government was greater than 1 (that is, more than
$1 in return for every dollar invested) [14]. However, this was for a
unique national facility. Another study looked at intellectual impact
of investment in advanced cyberinfrastructure facilities. Laszewski
and collaborators [12] found that publications that utilized XSEDE
and NCAR (National Center for Atmospheric Research) resources
were cited more o�en than papers in peer journals that did not use
these resources. Hence, they concluded that utilization of XSEDE
and NCAR resources exerted a strong positive impact on scienti�c
research.

Only one paper that we are aware of looks speci�cally at the
�nancial ROI of investment of high performance computing: a study
that looked at the �nancial ROI on Indiana University’s investment
in its one PetaFLOPS Big Red II supercomputer [15]. �is paper
examined grant income to Indiana University going to members of
teams (primary investigators/PIs or co-investigators/Co-PIs) that
had at least one person who had an account on Big Red II. �e
amortized total dollars were $11.7M, $24.5M, and $39.8M from FY14
through FY16 respectively (see also Figure 2), and Facilities and
Administration funds (“indirect costs”) from these grants would, on
average, be slightly more than $8M per year, while the amortized

cost of purchasing and operating Big Red II is in the neighborhood
of $3M per year. So, there is evidence that the �nancial ROI for IU’s
investment in Big Red II is positive (> 1).

1.1 Open XDMoD
�e most widely used so�ware package in the US for understand-
ing how computer clusters and supercomputers are used is Open
XDMoD. More than 200 institutions are already using Open XD-
MoD to analyze the usage of their cyberinfrastructure resources.
�e Center for Computational Research (CCR) of the University
at Bu�alo began developing an open source tool to provide met-
rics, basic accounting and visualization of CPU (central processing
units) and storage usage at that institution [13]. Initially called
“UBMoD”, this tool was developed to answer questions about the
value of the CCR by documenting the use of CCR high perfor-
mance computing systems by researchers - particularly leading
researchers - of the University of Bu�alo. Project leader �omas
Furlani and his colleagues were awarded a grant from the National
Science Foundation (NSF) to extend the functionality of this tool
for all XSEDE-supported high performance computing systems [6].
XSEDE is the largest single cyberinfrastructure project funded by
the NSF, and it integrates and supports several high performance
computing (HPC) systems [16]. With NSF funding, CCR sta� ex-
panded the application to include job-level performance data and
quality of service metrics, along with a high quality graphical user
interface. Importantly, the NSF recommended that all major CI
facilities supported by XSEDE operate XDMoD as a way to assess
system utilization and performance; this will expand usage quickly.
XDMoD proved so valuable that the CCR created an open source
version of that tool, called Open XDMoD [3], which can be installed
on any computing cluster or HPC system to provide usage, perfor-
mance, and quality of service metrics. Figure 1 shows an example:
a line chart displaying the CPU hours utilized per job for a variety
of �elds of science in 2016. Open XDMoD includes a variety of
methods and drill-down mechanisms to measure resource utiliza-
tion and performance and facilitate monitoring of the jobs that are
running on the system to determine their e�ciency and resource
consumption. �is knowledge is bene�cial in planning for future
upgrades and acquisitions.

1.2 Goals of this Report
Indiana University (IU) and the University at Bu�alo aimed to add
two categories of functionality to Open XDMoD, creating a variant
of this program that will be called Open XDMoD VA (Value Ana-
lytics). Open XDMoD VA will, when completed, expand existing
capabilities so that the so�ware can be used for:

• Financial analytics: Analyze grant income to researchers
that use local cyberinfrastructure (CI) and relate that in-
come to use of local CI systems.

• Intellectual output analytics: Analyze publications by re-
searchers that use local CI systems and citations to those
publications

�e creation of Open XDMoD VA is planned to be a two year
project, with the �rst year focusing on adaptation and release of the
�nancial analytics tools, and the second year focusing on release
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Figure 1: XSEDE CPU hours per job by �eld of science for
calendar year 2016. �is is an example of a chart that is al-
ready made available by XDMoD.

of the intellectual output analytics tools. In this paper, we describe
the current status of the �nancial analytics tools.

2 FINANCIAL ANALYTICS
Financial leaders in any organization want to talk in terms of �-
nances, in addition to other topics that might be relevant to an
organization. Universities aim to persist over time, and any orga-
nization that so aims has to make sure that its �nances balance
in the long run. Indiana University has in the past 20 years made
signi�cant investments of its own funds in local cyberinfrastruc-
ture. To address local questions about the �nancial value of these
investments, Indiana University’s Pervasive Technology Institute
(IU PTI) [5] began development of a tool to be�er understand usage
of IU’s local cyberinfrastructure and explain the value of that cyber-
infrastructure to researchers and institutional leaders in �nancial
terms.

�e tool developed by IU PTI included some of the function-
ality included in Open XDMoD, but were distinguished from the
functionality previously o�ered by Open XDMoD in that IU PTI’s
tool included a great deal of �nancial information. Indiana Univer-
sity uses the Kuali Financial Services package [1] to track grants
awarded to university researchers from the NSF, the National In-
stitutes of Health (NIH) and other sources. IU PTI was able to get
permission to draw data from this �nancial data system to analyze
the relationship between use of IU HPC systems and grant income
to the institution. Figure 2 shows an example of the �nancial anal-
ysis that this tool enables.

With the NSF having established the University at Bu�alo’s
Center for Computational Research XDMoD tool as the de facto
standard for assessment of advanced cyberinfrastructure use, IU
PTI contacted CCR about integrating some of the unique capabili-
ties of the �nancial and Return on Investment (ROI) analysis tools
IU PTI had been developing into Open XDMoD. �ese modules
are intended to provide a starting point for assessing the value of
investment in campus-based CI in �nancial terms (grant income
from researchers who use campus CI). By presenting a view of the
institutional �nancial, collaboration, and publication data alongside
the current HPC usage analysis in XDMoD, the module provides

Figure 2: Example of the sort of data analyses that will
be available via OpenXDMoD Value Analytics. �is �gure
shows grant income to Principal Investigatorswith accounts
on IndianaUniversity’s Big Red II cluster. A particular point
of local concern has been value to users in the College of
Arts and Sciences, hence the breakdown in this graphic.

users with invaluable insight into the value of investing in cyberin-
frastructure. �e �nancial analysis module added to Open XDMoD
allows users to analyze grant income to a university and relate it
to use of local cyberinfrastructure systems. �e module currently
has early support for generating datasets and charts linking PIs’
grant income to their usage of HPC resources, but further data
and usability testing is necessary before release of this feature. In
the future, we would like to extend the linking capabilities of the
system to involve Co-PIs, key personnel, and departments or other
academic units. We currently provide data export tools for Kuali
Coeus, but we plan to extend our support to include Peopleso�,
Ellucian, and the NSF and NIH web sites. Taken in sum, the antici-
pated and existing key capabilities provided by the module are as
follows:

• Analyze grant income to a university and relate it to use
of local cyberinfrastructure systems, relating grants (and
grant income) to use of local CI systems by Principal In-
vestigators or Co-PIs;

• Correlate amount of usage of local CI systems with funding
by PIs and / or Co-PIs;

• Analyze grant income to a university by department or
other academic unit and correlate that with use of local CI
systems;

• Analyze grant income using just current awards, or current
and past (expired) awards;

• Ingest �nancial data from the following sources:
– Kuali Coeus
– Peopleso�
– Ellucian
– NSF web site
– NIH web site

To facilitate the loading of data into Open XDMoD, we have de-
�ned schemas for JSON (JavaScript Object Notation) [2] documents
that specify the structure of the data that XDMoD is designed to
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Figure 3: Scatter plot of the Indiana University award funding in millions of dollars vs HPC usage in millions of CPU-hours
covering the time period from January 2015 to May 2017. �e red line is a linear �t. �e �t p-value indicates that the �t is
statistically signi�cant.

handle: one schema for grant information and one schema for in-
formation about people associated with a grant. Information from
supported �nancial systems will be transformed into these stan-
dardized �le formats, and from there loaded into the Open XDMoD
database. �e point in the case of both documents is to get as much
local �nancial information as possible regarding grant awards and
people set in a format that Open XDMoD can read. For each grant
award, the schema includes �elds for PIs, Co-PIs, and Key Person-
nel, starting and ending dates, dollar amounts, the funding agency,
and grant identi�ers both for the organization and the agency. For
lists of people, the schema includes basic information including
some local identi�er, so that the people list and grant award list can
be properly linked and analyzed and to assist in cross-referencing
with HPC usage data. Providing as full a listing of grant awards
including award Principal Investigators and Co-PIs as possible en-
ables an analysis of the role of cyberinfrastructure systems in grant
successes. People are the key link between systems usage and grant
award success. Because XDMoD VA is open source, users of course
have the option of making modi�cations to the ingestion process
if a local �nancial system is not currently supported. �e use of
JSON documents means that direct interfaces to �nancial systems
are not needed; all that is required is a way to extract data from a
�nancial system and transform it into a properly forma�ed JSON

document. We remain open to expanding the list of supported
�nancial systems based on community input.

XDMoD VA is being developed so that it does not require a di-
rect connection to a university or college’s local �nancial systems,
providing �exibility for data acquisition. Where permi�ed, XDMoD
VA will ingest data directly from the list of �nancial management
systems listed above. �ese �nancial systems are in use by 56% of
United States higher education institutions [11]. If it is not possible
for a college or university’s IT organization to have direct read
access from the institution’s �nancial systems, XDMoD VA will
provide the capability to download award data directly from NSF
and NIH web services. �is is a tremendously important point. �e
fullest source of �nancial award data will always be the o�ce of
the chief �nancial o�cer of any institution - such data sets will
include for example grant awards from private foundations, which
are generally not well publicized. So if a cyberinfrastructure facility
can work with its local institutional �nancial organization, great.
If not, a cyberinfrastructure organization sta� can go directly to
the NSF and NIH web sites to obtain complete information about
grant awards to their own institution. �is provides a good look
at the most important sources of grant funding to users of very
many (probably most) campus computing centers. While this is
simply not as complete as the data one might get with full access
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to campus �nancial systems, ingestion from NIH and NSF web
sites provides a way for computing centers to have access to �nan-
cial data independent of cooperation from local campus �nancial
organizations.

Using this grant data, administrators of cyberinfrastructure sys-
tems may analyze cross-referenced data about system usage with
funding data. For example, the Indiana University award funding
correlates linearly with the HPC usage over the 2.5 year time frame
for which both are available, as shown in Figure 3. �e linear �t
(as shown by the red line) is highly statistically signi�cant with a
p-value < 0.01. Note that the usual caution should be stated: cor-
relation does not necessarily imply causality. However, we know
from interviews with well-funded researchers who make exten-
sive use of IU cyberinfrastructure facilities that they could not do
their current research projects in the absence of these resources
[9]. Indeed we hear from many such researchers that local avail-
ability of supercomputers, on demand, is critical to their research
activities and competitiveness for grant awards. So, while correla-
tion does not necessarily prove causation, we have a correlation
with independent sources of data that suggest competitiveness for
grant awards is aided by IU cyberinfrastructure resources. Figure
3 also re�ects one element of IU strategy: we intentionally invest
signi�cant cyberinfrastructure resources in disciplines that typi-
cally do not generate much grant funding, because IU views these
areas (including digital humanities, interior design, and apparel
merchandising) as important to the overall mission of IU.

As another example, a computing center may want to view all
grants brought in by users of a particular cluster for the previous
�nancial year. In Figure 4 below, we show many of the data already
assembled and summarized by Open XDMoD (from the start of the
list at ”Jobs Summary” to ”Jobs by User”) and several of the new
�nancial reports that are available in Open XDMoD VA.

2.0.1 Availability. As of this writing, the XDMoD Value An-
alytics �nancial modules were expected to be available in beta
form on July 1st, 2017 from the XDMoD-VA Github repository
(h�ps://github.com/ubccr/xdmod-value-analytics). Our current
work plan is to have these modules available in �nal production
form on November 1st, 2017.

2.0.2 Return on Investment. Finances are important to any or-
ganization that hopes to persist over many years. But institutions
of higher education - research institutions in particular - exist to
create and transmit knowledge. A critical aspect of ROI is the return
in terms of intellectual accomplishment on �nancial investment in
HPC systems. With the capabilities now available in the closed beta
version of Open XDMoD VA one can ask and answer questions
such as:

• What is the total amount of grant money brought into the
university by users of a particular cyberinfrastructure sys-
tem, or by groups of cyberinfrastructure systems? (�e tool
is thus useful for both departmentally managed CI systems
and CI systems managed by the central IT department)

• What is the total amount of facilities and administration
funds brought into the university by users of a particular
cyberinfrastructure system, or by groups of cyberinfras-
tructure systems?

Figure 4: Examples of metrics available via Open XDMoD
with the Value Analytics module enabled.

• What is the correlation between the amount of use of an in-
stitution’s CI systems and the total amount of grant funding
brought in by a particular researcher, group of researchers,
department, or school?

�ese analyses are still imperfect. For example, we have yet to
create a tool that will assess how important use of a particular CI
system is to the success of any particular grant proposal that is
funded by some funding agency. �at is a future step and requires
among other things the surveying of researchers to obtain their
opinions on this ma�er, and precisely calculating a �nancial return
on investment in cyberinfrastructure facilities will be possible only
with this information. While Open XDMoD is by itself not quite
su�cient to calculate ROI (Return on Investment) in cyberinfras-
tructure facilities, in some circumstances it can be used to make
qualitative yet convincing arguments that ROI for a given insti-
tution is greater than 1 (that is, more than one dollar of �nancial
bene�t to the institution for every dollar invested). For example,
�ota et al. [15] looked at the grants received by researchers at
Indiana University who used IU’s Big Red II supercomputer, and
compared the annual cost of operating that system (amortized
system cost, maintenance, and sta� support) to the facilities and
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administration funds brought into the university by the researchers
that used Big Red II. �ota and his colleagues found that

�e facilities and administration funds income to
[Indiana University] that comes along with grant
awards to people who use Big Red II is twice what
Big Red II costs to operate. [15]

In a case like this, it is fair to make the assessment that the CI
system is a good investment. (And it’s hard to make the counter
arguments such as 76% percent of the university’s grant income
goes to users of Big Red II and other CI systems, the facilities and
administration income to the university is two times the cost of
operating Big Red II, and somehow having this supercomputer is
a bad deal?). �is line of argument isn’t perfect, but it is credible
and be�er than can be done in the absence of the tools we are
implementing as part of XDMoD VA.

3 INTELLECTUAL OUTPUT ANALYTICS
Measuring intellectual outcomes is di�cult, particularly since the
results of intellectual accomplishments may take years or decades
to be fully realized. Measures of intellectual output commonly
include:

• Total publications by a researcher (or group of researchers)
• Citations to a researcher (or group of researchers)
• H index [10]
• �e ability to compare total publications, citations, and

H-indices between researchers (or groups of researchers)
who do and who do not use a particular CI resource
• �e ability to create maps of ”in�uence” and ”collaboration”

among researchers, research groups, and academic units
• Multivariate diagrams that relate use of CI systems, fund-

ing, and publication metrics

4 CONCLUSIONS
�e Open XDMoD- Value Analytics module (Open XDMoD VA)
will allow users to analyze �nancial metrics related to use of local
cyberinfrastructure facilities by researchers, groups of researchers,
and academic units. �e capabilities of Open XDMoD VA will allow
ingestion of data from an institution’s �nancial system if local policy
permits this. If not, then the sta� of a local cyberinfrastructure
facility can download grant award data directly from NIH and NSF
web pages. With this information, it will be possible to answer
questions such as

• What is the total amount of grant award funding brought
into an institution by all users of a particular cyberinfras-
tructure facility (or set of facilities)?

• How do researchers (or groups of researchers) who use
local cyberinfrastructure facilities compare to researchers
who do not, in terms of grant award success?

�e �nancial analytics module does not quite yet allow one to
calculate Return on Investment in a �nancial sense. for example,
there is no mechanism yet to assess how important a particular
cyberinfrastructure facility (or groups of facilities) are in terms of
obtaining a particular grant. But used carefully, it can allow in
certain circumstances the drawing of conclusions regarding ROI.
Open XDMoD VA in general should be used carefully and with

discretion. On the one hand, it could be easily possible to double (or
more) count the value of cyberinfrastructure systems by analyzing
them each individually and summing the results to arrive at a
misleading value, when in fact there is o�en much overlap of users
of cyberinfrastructure systems. �ose who use CI resources tend
to use many of those available to them. On the other hand one
must be careful in discussing �nances. While it is essential when
having discussions with institutional �nancial leaders to have those
discussions in �nancial terms, it is all too easy to cause o�ense
when talking dollars and ROI with faculty members.

In this report we have focused on the �nancial analytics capabil-
ities being developed as capabilities to be added to the already well
known and widely used XDMoD, creating a tool called XDMoD
VA. the �nancial analytics capabilities will be available in a closed
beta on July 1st, 2017 and will be production-ready on November
1st, 2017. During the second year of this project we will focus on
analytics of intellectual output and visualization of results; we plan
to report on this at PEARC ’18.
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