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Abstract— The dynamic response of the legged robot locomo-
tion is non-Lipschitz and can be stochastic due to environmental
uncertainties. To test, validate, and characterize the safety per-
formance of legged robots, existing solutions on observed and
inferred risk can be incomplete and sampling inefficient. Some
formal verification methods suffer from the model precision
and other surrogate assumptions. In this paper, we propose a
scenario sampling based testing framework that characterizes
the overall safety performance of a legged robot by specifying
(i) where (in terms of a set of states) the robot is potentially
safe, and (ii) how safe the robot is within the specified set. The
framework can also help certify the commercial deployment
of the legged robot in real-world environment along with
human and compare safety performance among legged robots
with different mechanical structures and dynamic properties.
The proposed framework is further deployed to evaluate a
group of state-of-the-art legged robot locomotion controllers
from various model-based, deep neural network involved, and
reinforcement learning based methods in the literature. Among
a series of intended work domains of the studied legged robots
(e.g. tracking speed on sloped surface, with abrupt changes
on demanded velocity, and against adversarial push-over dis-
turbances), we show that the method can adequately capture
the overall safety characterization and the subtle performance
insights. Many of the observed safety outcomes, to the best of
our knowledge, have never been reported by the existing work
in the legged robot literature.

I. INTRODUCTION

Legged robots are expected to operate in real-world,
shared with human, in a dense, dynamically changing, un-
predictable, and somewhat adversarial environment. Existing
legged robots are mostly made of metal material with up to
90-kg in weight, run as fast as 20 mph (about 8.9 m/s) [1],
and operate at semi-autonomous or even fully autonomous
mode. Such robots could become severe safety hazards that
endanger human lives if they are not designed carefully,
and more importantly, not tested or validated properly. At
the current stage, state-of-the-art research on legged robots
still primarily focuses on locomotion controllers with falling
over being the primarily concerned unsafe incident. Testing,
validating, and characterizing the safety performance of such
a robot is also the primary focus of this paper. Note that the
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Fig. 1: The three legged robots tested for safety performance characteri-
zation in this paper: (a) Rabbit: a planar 5-DoF bipedal, (b) Cassie: a 3-D
22-DoF bipedal, and (c) Digit: a 3-D 30-DoF humanoid.

discussed methodology can also generalize to other work
domains of the legged robot involving other components such
as the navigation and collision avoidance modules, yet details
are beyond the scope of this paper.

For start, consider some robots we will analyze in Sec-
tion IV for example. A robot falls 3 times out of 10 trials if
demanded to transition from the steady walking velocity of
0.2 m/s to a desired velocity of 0.8 m/s. If faced against a
push-over force of fixed magnitude and direction applied to
the torso at 0.5 Hz, one robot maintains safety for at least 100
trials at the stepping speed of −0.2 m/s (walking backwards),
0 m/s (stepping in-place), and 0.4 m/s, but falls over at 0.2
m/s 2 times out of 5 trails. The same robot can survive a
sagittal push-over force of 40 N coupled with a transverse
push-over force of 25 N from its left side (for 100 trials),
but falls over 5 times out of 10 trials when the same 25 N
transverse force is applied from the right side.

That is, the dynamic response of the legged robot lo-
comotion is non-continuous and stochastic. Such behaviors
get amplified with the evolved interest of learning-based
methods in the field [2], [3], [4], [5], [6]. As a result, the
intuitive notion of “a safe legged robot” is ambiguous. The
adopted methods to imply, prove, and characterize such a
notion also exhibit significant diversities without any consent.
Moreover, the safe set of states for a robot may also exhibit
complex structures (e.g. non-convex and non-symmetry).
This presents extra challenges to the safety property analysis.

The most intuitive approach to justify the safety of the de-
signed robot is to demonstrate the robot falls over with very
low probability or it has been safe within a sufficiently long
time period when deployed in a certain testing environment.
Such an approach is essentially about observing or estimating
the risk via the Monte-Carlo sampling approach. For the risk
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observation, low risk implies safe performance, yet such an
implication is mostly intuitive without provable guarantees.
For the risk inference in the automated vehicle (AV) field,
Farrade et al. [7] has claimed at least hundreds of millions
of safe driving miles are required to demonstrate an AV’s
reliability in terms of fatalities and injuries. The similar scale
of data should generalize to the legged robot case, which is
difficult to achieve in both simulators and real-world field
tests. Some have considered the importance sampling based
technique [8] as a sampling efficient alternative, yet one
relies on an importance function that characterizes the expo-
sure rate of each possible event in the nominal environment.
Such an important function’s accuracy is difficult to justify.
Moreover, simply a risk estimate is not sufficient to capture
the complete safety performance of the legged robot or the
subtle performance discrepancies among different robots.
The risk is also propagated from an implicitly defined testing
domain, hence it is not clear under what conditions the robot
is safe/unsafe.

Another important direction for safety performance anal-
ysis comes from the formal verification methods [9], [10],
which rely on a certain identified system model, parametric
or non-parametric, along with extended model-based analy-
ses such as model check, reachability analysis [11], back-
tracking process algorithm [12], Bayesian optimization [13],
to name a few. The method has also been extended to work
in the legged robot regime [14]. The general methods of
formal verification take the model of a system as its core
and “the proofs and counterexamples that come out can be
only as good as the models that go in” [9]. As a result,
if a given model is sufficiently accurate to characterize
the desired system, one can directly design provably safe
robots through formal methods. Hence the verifiable safety
or testing is no longer needed (as the safety property is self-
guaranteed). On the other hand, if the model used to devise
the robot is not sufficiently accurate, one technically cannot
rely on another model for safety verification. As if the other
model is sufficiently accurate, we are back to the starting
point. Otherwise, one gets stuck in the infinite universe of
inaccurate models. Either way, this presents us with the
chicken-or-the-egg dilemma. The commonly observed model
discrepancies may not necessarily be a problem for robot
and algorithm designers in practice, but has restricted safety
applications towards rigorous certification, unbiased assess-
ment, benchmark comparisons, and regulatory standards.

The prevailing safety testing approach favoured by regula-
tory and standardization organizations takes the data-driven,
scenario-based test framework with extensive applications
in the software [15], nuclear, and automotive industry [16].
This is typically a two-step procedure, namely, the scenario-
based test and the safety metric. Each scenario is a set of
testing cases that characterizes the desired safety property
for a certain intended functionality of the subject robot (SR).
The collected data gets fed to a certain safety metric which
then maps the scenario-based testing outcomes to a certain
safety performance measure. Traditionally, the set of testing
cases is finite and deterministic. Hence the procedure is

also known as the regression test as every product iteration
should regret to pass the same set of testing cases. As the
test subject becomes stochastic, intelligent, and dynamically
responsive, such as AV and legged robots, the regression
test with surrogate and biased performance measures are no
longer sufficient [17]. The scenario-sampling based testing
approach is thus considered, which also brings up new
questions such as “how many samples are sufficient?” and
“what performance measure should we use?” [18].

To formally characterize a robot’s operational safety prop-
erty, to rigorously compare the safety performance among
multiple legged robots with different mechanical designs and
dynamic properties, to establish a benchmark performance
or a testing standard for the commercial deployment of the
robot, one should not rely on exhausting field tests, a finite
set of concrete scenarios, a simple scalar value of statistically
inferred or observed risk, a model or a certain distribution
with unjustifiable precision and impractical assumptions.
This paper seeks to present a theoretically sound and sam-
pling efficient data-driven scenario-based testing framework
to characterize the safety performance of a legged robot. In
particular, we generalize the notion of εδ -almost safe set
in [18], [19] and adapt it to the legged robot regime as a
provably unbiased safety performance measure. It rigorously
specifies where (in terms of a set of states) the robot is
potentially safe and how safe the robot is in the characterized
set. Moreover, we propose a safety quantification algorithm
inspired by the Synchronous Pruning and Exploration (SPE)
algorithm in [18] that efficiently converges to the εδ -almost
safe set of the SR. Finally, we demonstrate the performance
of the proposed method with a series of state-of-the-art
legged robot locomotion controllers discussed in the liter-
ature. Many of the captured safety properties, to the best
of our knowledge, have never been discussed in the legged
robot literature before.

Notation: The set of real and positive real numbers are
denoted by R and R>0, respectively. Z denotes the set of
all positive integers and ZN = {1, . . . ,N}. The ℓ∞-norm is
denoted by ∥·∥. |X | is the cardinality of the set X , e.g., for
a finite set D, |D| denotes the total number of points in D.
|x| can also denote the absolute value for some x ∈ X . Some
commonly adopted acronyms are also adopted including i.i.d.
(independent and identically distributed), w.r.t. (with respect
to), and w.l.o.g. (without loss of generality).

II. PRELIMINARIES AND PROBLEM FORMULATION

In general, the manufacturer or the designer of the legged
robot is expected to specify under what situations the robot
should function properly without a failure for each of the
robot’s intended functional domain (e.g., a legged robot
should not fall over on flat surface when walking at steady
speed between 0 and 1 m/s). The set of such situations
([0,1] m/s) is referred to as the Operational Design Domain
(ODD) of a robot. Two types of safety related problems thus
arises as (i) to quantify such an ODD, or (ii) to validate if a
claimed ODD is correct. This paper seeks to solve the two
problems through the scenario sampling approach. For start,
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we establish the scenario-based testing from the dynamic
system perspective as follows.

A. The Scenario-based Test

A testing system H involves a SR (subject robot) along
with other dynamic participants and environmental factors.
It fundamentally admits a complex structure that is mostly
hybrid. A testing operator controls the controllable inputs of
H, and collects the directly observable and extracted states
through a certain discrete-time data acquisition system. This
leads to the motion dynamics of the following form.

s(t +1) = fs(s(t),u(t);ωs(t)). (1)

The state s ∈ S = X ×Q and X ⊂ Rn is a set of continuous
states, Q = {q1,q2, . . .} is a set of discrete states. Q can also
be constructed as finite set of integers (e.g. Q = {1,2, . . .})
for numerical calculation compatibility as we will discuss
later. The action u ∈ U represents the controllable input
of the testing system. ωs ∈ Ws and Ws denotes the set
of disturbances and uncertainties. Given the unknown but
complex nature of H, fs : S×U ×Ws → S is in general non-
Lipschitz and discontinuous. Note that the action is typically
derived from a prescribed feedback control testing policy as
u= π(s;ωu) with disturbances and uncertainties ωu ∈Wu and
π : S×Wu → U . The testing policy can emulate the exact
situation that the SR encounters in its intended functional
domain (e.g. the naturalistic human driving behavior in
justifying the autonomous vehicle’s safety performance in
the high-way driving environment). It can also represent
various adversarial testing strategies [20] and other desired
behaviors. By replacing u in (1) with π(s;ωu), we have the
composed testing system dynamics as

s(t +1) = f (s(t);ω(t)). (2)

with the composed disturbances and uncertainties ω ∈W ∈
Rw. Let O ⊆ S be a set of states that are of primary concern
for a certain functionality or work domain of the robot,
referred to as its operational state space (OSS). Let C be
a set of failure states. Note that OSS and C are non-unique
in general.

A scenario-based test thus collects and analyzes a group
of sampled trajectories that characterizes the evolution of
the system (2)’s state variables within the OSS of concern.
Formally speaking, a scenario is a function of the form
σ(K) : ZK → O.

Remark 1. Note that the state evolution within a scenario
starts and remains within the studied OSS unless a failure
event occurs. That is, if a test scenario reaches states outside
the studied OSS at a certain time t ∈Z≥1, we consider σ(t+
t ′) = σ(t −1) for all t ′ ∈ Z until the trajectory gets back to
O. If a test scenario encounters a failure state at a certain
time t (i.e. σ(t) ∈ C ), we then have σ(t + t ′) ∈ C for all
t ′ ∈ ZK−t .

The above configurations may not necessarily align with
the ground truth state evolution. However, the detailed
state trajectory is unrelated to the safety property, and the

presented scenario configuration has included all necessary
information for the purpose of safety study within the given
OSS. A run of a scenario, Rσ (s0,K), is then defined as a
sequence of acquired states {σ(i)}i=1,...,K and σ(0) = s0.
Note that given fixed s0 and K, the run of a scenario is
not necessarily unique with the presence of disturbances
and uncertainties in (2). W.l.o.g, let all scenarios be defined
over the same time domain, hence Rσ (s0,K) is occasionally
simplified as Rσ (s0) for the remainder of this paper.

B. The Safe Set Validation and Quantification Problems

Through consecutive runs of scenarios, this paper is pri-
marily focused on a safety property related to characterizing
and validating a certain set of states, i.e. the ODD, within
which the SR is able to operate safely. The formal definition
is given as follows.

Definition 1. The set Φ ⊂ O is the safe set of the SR
for (2), also referred to as the Operational Design Domain,
if

⋃
s∈Φ Rσ (s,K) = Φ∩C = /0 for some given K ∈ Z.

Note that the above definition fundamentally implies Φ

being a robustly forward invariant set [21] for (2) with
Remark 1.

The validation problem seeks to validate whether a given
set is indeed the ODD by Definition 1. If the given set is
fundamentally not the safe set, one only requires observing
a test failure for falsification. On the other hand, if the given
set is the OOD, the validation becomes a bigger challenge
given the high dimension and the large coverage of OSS
along with the fundamental system randomness coming from
the disturbances and uncertainties. As a result, the given set
is difficult to validate and the absolute safe set may not even
exist. Moreover, in practice, the safe set is not always explic-
itly known within a given OSS. The quantification problem
is thus inspired as one seeks to quantify such a potential
ODD. Previous work has considered model-based solutions,
such as the reachability analysis, to characterize the desired
set. However, like most of the formal methods discussed
in Section I, the model accuracy remains a challenge for
unbiased justification of the safety quantification outcome.

In the following sections, we will detail the scenario sam-
pling based solution to tackle the above problems and adapt
the solution to the application of legged robot locomotion
controllers.

III. SAFE SET VALIDATION AND QUANTIFICATION

A. Safe Set Validation

As discussed above, it is impractical to claim a given set
is absolutely safe. To cope with the stochastic nature of the
problem, the following notion of an “almost” safe set is
adapted from [18], [19].

Definition 2. (εδ -Almost Safe Set) Given the system dy-
namics (2), K ∈ Z,ε ∈ (0,1], δ ∈ Rn+1

≥0 , Φ ⊆ O. Let Nδ (s)
be the δ -neighbourhood of s, i.e., ∀s′ ∈ Nδ (s), |s− s′| ≤ δ .
The set Φ is εδ -almost safe for the system (2) if
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• For some k ∈ Z and Φc = {si}i=1,...,k, Φδ =⋃
i∈{1,...,k}Nδ (si)⊇ Φ ⊇ Φc, and

• P
({

∀s ∈ Φc : Rσ (s;K)∩C ̸= /0
})

≤ ε.

That is, a set is almost safe if it is safe by Definition 1
except for an arbitrarily small subset controlled by the two
coefficients, ε and δ , which are also referred to as the
probability coefficient and the resolution coefficient, respec-
tively. Note that |s−s′| represents the absolute value and the
inequality after is element-wise. Given the above definition,
Φδ is a δ -covering set and Φc is the set of centroids. For any
Φ and non-zero δ , the δ -covering set is non-unique. Hence
a system with a given OSS may have multiple almost safe
sets. As δ and ε tend to zero, the almost safe set becomes
the safe set by Definition 1. For the set of discrete states Q
in particular, the corresponding value in δ as one ensures
full coverage of all discrete states.

Intuitively, if one consecutively observes a sufficient num-
ber of safe runs of scenarios that start from and remain inside
a given set, the set is more probably to be a safe set. Such a
desired sufficiency is formally characterized by the following
theorem taking advantage of Definition 2.

Theorem 1. (εδ -Almost Safe Set Validation) Given the
system dynamics (2), ε ∈ (0,1], β ∈ (0,1], δ ∈Rn+1

≥0 , Φ ⊆ O,
and the corresponding δ -covering set Φδ with centroids
Φc defined by Definition 2. Consider N runs of scenarios,
{Rσ (si

0)}i=1,...,N , with the state initialization of each run
being i.i.d. w.r.t. the underlying distribution on Φ and the
set of all initialization states {si

0}i=1,...,N ⊆ Φc. The set Φ is
the εδ -almost safe set for (2) with confidence level at least
1−β if

⋃N
i=1 Rσ (si

0)⊆ Φδ ∩C = /0 and N ≥ lnβ

ln(1−ε) .

One can refer to [18] for the proof of the above theorem.
This solves the validation problem and has also established
the basics towards the safe set quantification solution.

B. The Safe Set Quantification

The intuitive idea of a safe set quantification algorithm is
to keep sampling runs of scenarios from an instantaneous
candidate set. If a scenario run reaches the failure event,
a part of the set should be removed. If the exploration
encounters new states inside the OSS but are outside the
current candidate set. The candidate set should also be
modified. Eventually, if a sufficient number of consecutive
runs of scenarios start from and remain inside a candidate set,
then the algorithm terminates by Theorem 1. That is, every
quantification algorithm ends up with a validation algorithm.
The computational performance of a quantification algorithm
is then mainly determined by how fast it converges to a
candidate set that triggers the validation process.

In this paper, we consider Algorithm 1 as the quantification
solution. Note that pop, reachable, norm-nearest,
remove, and append are all notional functions. X .pop()
returns a point x ∈ X and removes it from the set.
reachable (s,G) returns all vertices on the graph G that
connects, directly and indirectly, to the point s through
a depth-first-search routine. The commands remove and

append simply remove a point from or add a point to the
given set, respectively. X .norm-nearest(x) returns the
nearest point to x in X in terms of the normalized ℓ2-norm
distance. That is, x and all points in X are first normalized
w.r.t. the admissible value range of each individual dimension
and one then propagates the ℓ2-norm distance between the
normalized x and X .

Algorithm 1 Almost Safe Set Quantification
1: Input: Initial δ -covering set Φδ ⊆ O with centroids Φc, failure

set C , ε ∈ (0,1], β ∈ (0,1], K ∈ Z.
2: Initialize: Graph Gs = (Φc,Es),Es = /0 ⊂ O2 and Gu =

(Du,Eu),Du = /0 ⊂ S,Eu = /0 ⊂ S2, prioritized replay buffer
B = /0, N=0.

3: While N < lnβ

ln(1−ε)
:

4: If B = /0
5: s0 ∼U(Φc)
6: Else
7: sb = B.pop(), s0 = Φc.norm-nearest(sb)
8: End If
9: Get τ = R(s0,K)

10: If τ ∩C ̸= /0
11: For i in Z|τ|−1 do
12: B.append(τ [i])
13: For s in Reachable(τ [i],Gs) do
14: Φc.remove(s)
15: Eu.append((τ [i], τ[i+1]))
16: End For
17: B.append(τ [i+1])
18: End For
19: N = 0
20: Else
21: s̄ = s0,Ns = |Φc|
22: For i in {2, . . . , |τ|} do
23: If τ[i] /∈ Φδ

24: Es.append((s̄, τ[i]))
25: s̄ = τ[i]
26: End If
27: End For
28: If Ns = |Φc| and B = /0
29: N+= 1
30: Else
31: N = 0
32: End If
33: End If
34: Output: Φδ

The overall flow of Algorithm 1 has four steps as follows.
(i) The initialization step (line 2) configures two graphs, Gs
and Gu, with vertices (Φc and Du) and edges (Es and Eu) to
hold observed states and transitions from runs of scenarios
that are safe and unsafe, respectively. One also initializes an
empty set B for the prioritized sampling as we will see later.
(ii) The sampling step (line 4-9) gets an i.i.d. sample from
the current Φc if the replay buffer B is empty. Otherwise (a
failed run of a scenario has been observed beforehand), one
gets a closed point in Φc to a popped out point from B. The
run of a scenario from the given sample is then executed.
(iii) If that run ends up with a failure event (line 10-19),
one moves the observed failure states and all other states
connected to the observed failure ones, directly or indirectly,
from Gs to Gu. The unsafe states are also added to B to help
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future sampling near the potentially unsafe regions (see the
previous step). (iv) Otherwise, the scenario run is observed
safe (line 21-32). One should extend the covering set if an
observed safe point is not in Φδ . If for consecutively N runs
of scenarios by Theorem 1, B remains empty, all sampled
runs of scenarios are safe and remain covered by Φδ , the
algorithm terminates with the desired εδ -almost safe set.

The uniform sampling in line 5 can be replaced with
any distribution per the testing configuration. The prioritized
sampling is an important heuristic add-on that accelerates the
convergence to the almost safe set as potentially unsafe states
get tested and removed more frequently. The theoretical
property by Theorem 1 is not jeopardized as the replay
buffer B should essentially be empty. The norm-nearest
configuration also resolves the problem of a particular dimen-
sion dominating the ℓ2-norm distance especially for high-
dimensional data with unbalanced ranges among different
dimensions. One can find a Python implementation similar
to Algorithm 1 at [22] without the norm-nearest config-
uration.

IV. SAFE SET QUANTIFICATION OF THE LEGGED ROBOT
LOCOMOTION CONTROLLERS

This section adapts the presented framework to work
with legged robots. In the previous work by Castillo et
al. [2], [3], [4], [5], the authors have presented a series
of legged robot locomotion methods, including a hybrid
zero dynamics (HZD) [23], [24] inspired reinforcement
learning (RL) based controller, referred to as HZDRL, for
Rabbit (a 5-DoF planar bipedal robot), Cassie (a 22-DoF 3D
bipedal robot), and Digit (a 30-DoF 3D humanoid) shown
in Fig. 1. For the two 3D robots, Cassie and Digit, they
also have a HZD based controller with feedback regulators
for performance comparison, referred to as HZD in the
remainder of this paper. Moreover, Siekmann et al. [6] have
also presented a locomotion controller for Cassie based
on recurrent neural network trained with Proximal Policy
Optimization (PPO), referred to as Cassie-RPPO. The robots
all have demonstrated competitive performance in handling
complex tasks, such as tracking various speeds on different
terrains and maintaining stable walking gaits against push-
over disturbances in both simulated and real-world tests with
the same policy. However, the examples in the publications
and the videos are not rigorous evidence of the robots’ safety
performance. Our proposed framework is thus adopted to
evaluate the selected state-of-the-art legged robot locomotion
controllers.

To the best of our knowledge, there does not exist any
commonly agreed OSS design for legged robot locomo-
tion. This paper then presents four cases for performance
demonstration. Note that Cassie-RPPO is a retrained model
based on the open-source code and the presented methods
in the original publication [6]. Throughout this section, all
tests are conducted in the MuJoCo simulator [25] which is
the primary environment where the controllers are originally
developed. Note that Digit-HZDRL and Digit-HZD have also
been tested in real-world (e.g. in [4], [5]). Theoretically and

empirically, as we will see in the following case studies, the
proposed scenario-sampling approach is feasible to execute
in real-world with appropriate testing equipment, yet details
are beyond the scope of this paper. Moreover, due to the
mechanical nature of the legged robot, it is in general difficult
for a robot to track a certain walking velocity accurately.
Throughout this paper, the robot velocity typically represents
the filtered average step velocity, which is a common setup
in the field.

A. Case I: tracking speed transition

The capability to transition form the steady-state velocity
tracking status to another commanded walking speed without
falling over on a flat surface is one of the basic safety
properties of the legged robot. The OSS for this case admits
a two-dimensional configuration as O1 = Vc ×Vd with the
current tracking velocity set Vc ⊂R and the desired velocity
set Vd ⊂ R, both are defined over the sagittal domain.
A robot is considered at the velocity tracking status of
vc ∈ Vc if its average step velocity at time t, v(t), satisfies
|vc − v(t)| ≤ v̄ for a given tolerance v̄ ∈ R≥0. v̄ is set as
0.1 for all experiments in this section. Note that the safety
quantification for this OSS is only concerned with falling-
over as the unsafe incident. Utility properties such as whether
the robot reaches the commanded speed is not of interest. A
robot will reject any desired velocity change if it is not at
the velocity tracking status. We will relax this condition later
in a more complex OSS example.

With δ = [0.2,0.2],ε = 0.05,β = 0.001, Algorithm 1 is
executed using five different random seeds for each SR
with all SRs sharing the same set of seeds. For each set
of five tests against the same SR, let the Intersection-over-
Union (IoU) ratio be calculated based on the cardinality
of the five obtained sets (IoU being one indicates that the
almost safe sets are identical). Among the 6 investigated
SRs, the IoU ratio remains as one for the given hyper-
parameters, and decreases to a minimum ratio of 0.9 for
a lower confidence level (β = 0.01). Note that the non-one
IoU ratio does not indicate an incorrect set as the almost safe
set is fundamentally non-unique given the stochastic nature
of the system.

Examples of the obtained εδ -almost safe sets for all 6 SRs
sharing the same seed are shown in Fig. 2. Overall, Rabbit-
HZDRL can maintain safe status with high probability if
demanded to accelerate to up to 1.5 m/s walking speed,
but would fall over easily if asked to stop abruptly at
high speeds (e.g. vc = 1.5 m/s and vd =0.2 m/s). Cassie-
HZDRL exhibits a close-to-symmetry pattern around the
steady-state velocity tracking mode with vc = vd . That is,
it is not safe for the robot to stop or to accelerate abruptly.
Moreover, one shall note that the general notion of “one robot
is safer than the other” can be problematic. For example,
Cassie-HZD and Digit-HZD have the almost safe sets with a
similar size (the Cassie-HZD one is slightly bigger), yet their
capabilities to handle abrupt acceleration and deceleration
are completely opposite. As a result, the safety performance
comparison is a multi-dimensional analysis, and the proposed
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Fig. 2: The εδ -almost safe sets for the six selected subject robots in O1 (δ = [0.2,0.2],ε = 0.02,β = 0.001).

method is able to supply with subtle insights that facilitate
the multi-dimensional analysis. Finally, Digit-HZDRL and
Cassie-RPPO are the only two controllers that can accelerate
and decelerate safely within their respective ODD. We then
devise a modified OSS for further comparisons.

B. Case II: speed transition with periodically commanded
desired velocity

The second OSS extends the design of O1 by
considering not only the speed tracking stage, but
also the transitioning stages involving acceleration and
deceleration. The robot is placed in a testing environment
with the desired speed command following a periodic
squared wave switching between the upper and lower
bounds of each robot’s trackable velocity (obtained
from Fig. 2) at various configurable frequencies. This
leads to a three-dimensional OSS O2 = Vs × Fc × Qc
with the set of current step velocity Vs ∈ R, the set
of frequencies Fc ⊂ R>0, and the set of modes Qc =
{deceleration,steady-state,acceleration}.
steady-state denotes the velocity tracking status
mentioned above, deceleration and acceleration
are deemed by the signs of the average step acceleration.
The run of such a scenario requires to initialize the test at
an arbitrarily given velocity at a certain mode in Qc. This
can be achieved through added heuristics (having the robot
tracking a series of speeds with the desired initialization in
between) with very few exceptions such as the combination
of the maximum velocity with a non-steady-state mode,
which should not be part of the OSS anyway.

Note that the above OSS design is very similar to the
standard testing of automobile’s Electronic Stability Control
(ECS) system [26] released by the the U.S. Federal Motor
Vehicle Safety Standards (FMVSS). The test controls the
vehicle’s steering angle following a prescribed sinusoidal
pattern at various steady-state longitudinal speeds to evaluate
the roll-over risk of the vehicle. Intuitively, the vehicle
should be unstable within a certain frequency interval as an
extremely low frequency leads to sinusoidal curve following
and a significantly high frequency leads to the straight
driving trajectory. A similar observation generalizes to the
OSS design of O2 for the legged robot as well.

As illustrated in Fig. 3, Digit-HZDRL and Cassie-RPPO
are tested in the given OSS. With δ = [0.2,0.5,1],ε =
0.05,β = 0.001, and the same set of 5 random seeds. The

Fig. 3: The εδ -almost safe sets for Digit-HZDRL and Cassie-RPPO in
O2 (δ = [0.2,0.5,1],ε = 0.02,β = 0.001).

Fig. 4: Examples of runs of scenarios at different desired velocity changing
frequencies in Fc with Cassie-RPPO operating in O2, the robot falls over in
(b), but remains safe in (a) and (c).

IoU ratio for each SR remains as one. For Cassie-RPPO, the
robot exhibits an intermediate unsafe frequency region for
all modes at all velocities. The cause of such a phenomenon
is empirically investigated with added runs of scenarios
shown in Fig. 4, where the robot tracks the desired velocity
change safely at a low-frequency (Fig. 4(a)), remains at the
current velocity at a high-frequency (Fig. 4(c)), but falls
over in between (Fig. 4(b)). There are also other safety
properties revealed through Fig. 4 such as the triangular
unsafe region for Cassie-RPPO in the acceleration
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Fig. 5: The εδ -almost safe sets for Digit-HZDRL and Digit-HZD in O3
(δ = [0.2,0.2,1],ε = 0.02,β = 0.001).

mode, and the observation that Digit-HZDRL is only unsafe
within a subset of the deceleration mode. However, the
primary purpose of the proposed safety evaluation framework
is to characterize the safety property of the legged robot for
regulatory, comparison, and benchmark purposes. One shall
rely on fault analysis and diagnostic techniques [12] for fur-
ther investigation towards detailed causes of the discovered
safety properties. Finally, to the author’s knowledge, Digit’s
on-board locomotion controller provided by Agility Robotics
Inc. also suffered from the revealed problem (i.e. frequently
moving the speed control joystick back-and-forth may cause
the robot to fall over) with the physical robot in real-world
environment. The problem has been seemingly fixed with the
recent firmware updates.

C. Case III: tracking speed transition on the sloped surface

The third OSS studies the safety performance of the legged
robot controller on the sloped surface. The OSS admits a
three-dimensional design as O3 = Vc ×Vd ×A with the set
of current velocity in steady-state tracking mode Vc , the
set of desired velocities Vd (both Vc and Vd are similar to
the ones used in O1) and the surface slope angle A ⊂R. The
obtained εδ -almost safe sets for the two Digit-based SRs are
shown in Fig. 5. In this particular comparison, Digit-HZDRL
is safer than Digit-HZD as the obtained almost safe set for
Digit-HZD is only a proper subset of the one obtained for
Digit-HZDRL.

D. Case IV: steady-state speed tracking with periodic adver-
sarial push-over forces

The last case is concerned with adversarial push-over
forces applied to the center of gravity of the robot torso at the
steady-state speed tracking mode. In particular, we consider
the OSS as O4 = Vc ×Fx ×Fy with the current velocity set
Vc, the set of sagittal push-over forces Fx ∈R, and the set of
transverse push-over forces Fy ∈ R. The combined force is
applied at 0.5 Hz.

Ideally, one might expect the safe set to be symmetric
about the straight walking direction on the sagittal domain.
This is not the case as shown in in Fig. 6 for Cassie-HZDRL.
The SR is more stable against the left-side disturbances when
walking at 0.2 m/s and against the right-side disturbances

Fig. 6: Some subspace slicing of the εδ -almost safe sets for Cassie-
HZDRL in O4 (δ = [0.2,5,5],ε = 0.02,β = 0.001).

Fig. 7: The transverse offset distance of Cassie-HZDRL walking at various
velocities in steady-state mode on flat surface without the presence of
external push-over forces over 20 runs of scenarios (time 0 denotes the
first time the robot reaches the desired speed).

when speeding up to 0.4 m/s. A detailed investigation re-
garding the potential cause of such an anti-intuitive property
is shown in Fig. 7. Empirically within the transverse domain,
the SR is mostly biased towards its left side when walking at
0.2 m/s and is primarily drifting towards the right side when
walking at 0.4 m/s. At 0 m/s (walking in-place), the robot
keeps its transverse drift small without a particular tendency
towards either side. Note that the overall drift distance is
very minor (less than 5-cm in 10 seconds) for all illustrated
experiments, yet the subtle bias clearly affects the robot’s
safety performance. This presents some empirical insights
that explain the almost unsafe set asymmetry observed in
Fig. 6.

E. Discussions

We conclude this section with some added remarks on
sampling efficiency, quantification initialization, and the in-
terchangeable role between OSS and the underlying distur-
bances and uncertainties.

First, although the simulator allows a significant number
of tests, Algorithm 1 terminates within a manageable testing
effort throughout all cases in this section. For example,
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consider the three OSSs with Digit-HZDRL involved (O1,
O2, and O3) with executing Algorithm 1 for 15 times (5
random seeds for each OSS). The average number of runs
of scenarios is 619(±52) including on average 116(±32)
runs terminated in C or failed at initialization. Each run
of a scenario lasts for at most 10 seconds. Note that given
ε = 0.02 and β = 0.001, the validation process takes 342
samples which occupies over half of the total testing effort.
The testing effort can be further reduced by relaxing the
required confidence level, the probability, and the resolution
coefficients. Another factor that affects the computational
complexity is the Curse-of-Dimensionality. The cardinality
of Φc grows exponentially with the OSS dimension. In
practice, we have configured δ to be an appropriate value
as the trade-off between the resolution precision and the
admissible testing effort.

Second, throughout all experiments in this section, the ini-
tial candidate set is mostly a significant over-approximation
of the obtained almost safe set. In practice, with more expert
experience and domain-knowledge involved, the initialization
set can be chosen wisely, and the sampling efficiency can be
naturally improved as well.

Finally, the role of an observable state and other uncer-
tainties are interchangeable as part of the OSS design. For
example, the actual acceleration state within each mode, the
surface friction, and the contact phase are considered as
part of the disturbances and uncertainties W throughout all
experiments and are assumed to follow a certain unknown
but fixed distribution determined by the testing execution and
environment. However, in some of the testing configurations,
especially with simulators, the aforementioned states can be
controllable and observable, hence can also serve as added
dimensions to the OSS, yet the computational complexity
would also increase per the first remark.

V. CONCLUSION

This paper has presented, to the best of our knowledge, the
first data-driven, scenario-based safety testing framework for
legged robots. In particular, we have presented a theoretically
sound and empirically effective scenario-sampling frame-
work with mild assumptions to test, validate, and characterize
the safety performance of various legged robot locomotion
controllers. It is of future interest to explore more efficient
quantification algorithms and to establish community-wide
accepted OSS designs that cope with various factors affecting
the safety performance of legged robots.

REFERENCES

[1] W. Breckwoldt, R. Bachmann, R. Leibach, and R. Quinn, “Speedy
whegs climbs obstacles slowly and runs at 44 km/hour,” in Conference
on Biomimetic and Biohybrid Systems. Springer, 2019, pp. 27–37.

[2] G. A. Castillo, B. Weng, A. Hereid, Z. Wang, and W. Zhang,
“Reinforcement learning meets hybrid zero dynamics: A case study for
rabbit,” in 2019 International Conference on Robotics and Automation
(ICRA). IEEE, 2019, pp. 284–290.

[3] G. A. Castillo, B. Weng, W. Zhang, and A. Hereid, “Hybrid zero
dynamics inspired feedback control policy design for 3d bipedal
locomotion using reinforcement learning,” in 2020 IEEE International
Conference on Robotics and Automation (ICRA). IEEE, 2020, pp.
8746–8752.

[4] ——, “Robust feedback motion policy design using reinforcement
learning on a 3d digit bipedal robot,” in 2021 IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS). IEEE, 2021,
pp. 5136–5143.

[5] ——, “Reinforcement learning based cascade motion policy design
for robust 3d bipedal locomotion,” IEEE Access, 2022.

[6] J. Siekmann, S. Valluri, J. Dao, F. Bermillo, H. Duan, A. Fern, and
J. Hurst, “Learning Memory-Based Control for Human-Scale Bipedal
Locomotion,” in Proceedings of Robotics: Science and Systems, Cor-
valis, Oregon, USA, July 2020.

[7] L. Fraade-Blanar, M. S. Blumenthal, J. M. Anderson, and N. Kalra,
Measuring automated vehicle safety: Forging a framework, 2018.

[8] D. Zhao, H. Lam, H. Peng, S. Bao, D. J. LeBlanc, K. Nobukawa,
and C. S. Pan, “Accelerated evaluation of automated vehicles safety
in lane-change scenarios based on importance sampling techniques,”
in IEEE Transactions on Intelligent Transportation Systems, vol. 18,
no. 3. IEEE, 2016, pp. 595–607.

[9] S. Mitra, Verifying Cyber-Physical Systems: A Path to Safe Autonomy.
MIT Press, 2021.

[10] T. Zhao, E. Yurtsever, J. Paulson, and G. Rizzoni, “Automated vehi-
cle safety guarantee, verification and certification: A survey,” arXiv
preprint arXiv:2202.02818, 2022.

[11] C. Fan, B. Qi, S. Mitra, and M. Viswanathan, “D ry vr: data-driven
verification and compositional reasoning for automotive systems,” in
International Conference on Computer Aided Verification. Springer,
2017, pp. 441–461.

[12] M. Hejase, U. Ozguner, M. Barbier, and J. Ibanez-Guzman, “A
methodology for model-based validation of autonomous vehicle sys-
tems,” in 2020 IEEE Intelligent Vehicles Symposium (IV). IEEE,
2020, pp. 2097–2103.

[13] S. Ghosh, F. Berkenkamp, G. Ranade, S. Qadeer, and A. Kapoor,
“Verifying controllers against adversarial examples with bayesian
optimization,” in 2018 IEEE International Conference on Robotics
and Automation (ICRA). IEEE, 2018, pp. 7306–7313.

[14] P. Akella, W. Ubellacker, and A. D. Ames, “Test and evaluation of
quadrupedal walking gaits through sim2real gap quantification,” arXiv
preprint arXiv:2201.01323, 2022.

[15] G. Rothermel and M. J. Harrold, “Analyzing regression test selection
techniques,” IEEE Transactions on Software Engineering, vol. 22,
no. 8, pp. 529–551, 1996.

[16] S. Riedmaier, T. Ponn, D. Ludwig, B. Schick, and F. Diermeyer,
“Survey on scenario-based safety assessment of automated vehicles,”
IEEE Access, vol. 8, pp. 87 456–87 477, 2020.

[17] F. Hauer, A. Pretschner, and B. Holzmüller, “Re-using concrete test
scenarios generally is a bad idea,” in 2020 IEEE Intelligent Vehicles
Symposium (IV). IEEE, 2020, pp. 1305–1310.

[18] B. Weng, L. J. Capito Ruiz, U. Ozguner, and K. Redmill, “Towards
guaranteed safety assurance of automated driving systems with sce-
nario sampling: An invariant set perspective,” IEEE Transactions on
Intelligent Vehicles, 2021.

[19] B. Weng, L. Capito, U. Ozguner, and K. Redmill, “A formal char-
acterization of black-box system safety performance with scenario
sampling,” IEEE Robotics and Automation Letters, 2021.

[20] A. Corso, P. Du, K. Driggs-Campbell, and M. J. Kochenderfer,
“Adaptive stress testing with reward augmentation for autonomous
vehicle validation,” in 2019 IEEE Intelligent Transportation Systems
Conference (ITSC). IEEE, 2019, pp. 163–168.

[21] F. Blanchini, “Set invariance in control,” Automatica, vol. 35, no. 11,
pp. 1747–1767, 1999.

[22] B. Weng, “SDQ tools,” https://gitlab.com/Bobeye/sdq tools, 2022.
[23] X. Da and J. Grizzle, “Combining trajectory optimization, supervised

machine learning, and model structure for mitigating the curse of
dimensionality in the control of bipedal robots,” The International
Journal of Robotics Research, vol. 38, no. 9, pp. 1063–1097, jul
2019. [Online]. Available: https://doi.org/10.1177/0278364919859425

[24] Y. Gong, R. Hartley, X. Da, A. Hereid, O. Harib, J.-K. Huang, and
J. Grizzle, “Feedback control of a Cassie bipedal robot: walking,
standing, and riding a segway,” American Control Conference (ACC),
2019.

[25] E. Todorov, T. Erez, and Y. Tassa, “Mujoco: A physics engine for
model-based control,” in 2012 IEEE/RSJ international conference on
intelligent robots and systems. IEEE, 2012, pp. 5026–5033.

[26] N. H. T. S. Administration et al., “FMVSS No. 126: Electronic sta-
bility control systems,” Office of Regulatory Analysis and Evaluation
National Center for Statistics and Analysis, 2007.

5186

Authorized licensed use limited to: The Ohio State University. Downloaded on March 29,2023 at 23:56:39 UTC from IEEE Xplore.  Restrictions apply. 


