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Abstract—We conducted a meta-analysis to determine how
people blindly comply with, rely on, and depend on diagnostic
automation. We searched three databases using combinations
of human behavior keywords with automation keywords. The
period ranges from January 1996 to June 2021. In total, 8
records and a total of 68 data points were identified. As data
points were nested within research records, we built multi-
level models (MLM) to quantify relationships between blind
compliance and positive predictive value (PPV), blind reliance
and negative predictive value (NPV), and blind dependence and
overall success likelihood (OSL).

Results show that as the automation’s PPV, NPV, and OSL
increase, human operators are more likely to blindly follow the
automation’s recommendation. Operators appear to adjust their
reliance behaviors more than their compliance and dependence.
We recommend that researchers report specific automation trial
information (i.e., hits, false alarms, misses, and correct rejections)
and human behaviors (compliance and reliance) rather than
automation OSL and dependence. Future work could exam-
ine how operator behaviors change when operators are not
blind to raw data. Researchers, designers, and engineers could
leverage understanding of operator behaviors to inform training
procedures and to benefit individual operators during repeated
automation use.

Index Terms—human-automation interaction, automation use,
reliance, compliance, dependence

I. INTRODUCTION

Since Parasuraman and Riley’s seminal paper on automation
use [1], there is an increasing amount of research examining
the influence of automation on human behaviors and task
performance [2]–[4]. Automation provides many benefits, in-
cluding improved operator safety, reduced costs, and reduced
operator workload. However, when automation is not 100%
reliable, rather than enhancing team performance, automation
could instead deteriorate it due to inappropriate use of automa-
tion [2]. Specific incidents and accidents due to under- or over-
utilization of automation have been reported. However, we do
not know, on average, how people blindly follow automation,
especially as automation performance varies.

This research was funded in part by the National Science Foundation under
Grant No. 2045009.

In the present study, we conduct a meta-analysis to deter-
mine how people blindly comply with, rely on, and depend
on diagnostic automation. The scope of the meta-analysis is
limited to diagnostic automation. According to the four-stage
taxonomy of automation [5], diagnostic automation refers to
stage 2 automation, wherein the automation infers the state of
the world, either “signal present” (i.e., an alert is provided) or
“signal absent”.

Compliance, Reliance, and Dependence Behaviors

If automation were perfect, the operator’s decision would
be simple: follow the automation’s recommendation. When
automation is imperfect, the operator’s decision becomes more
complicated, as they must decide whether to follow the au-
tomation. When working with diagnostic automation, there
exist two types of behaviors, namely compliance and reliance
[6]. Compliance refers to the human operator’s tendency to
perform an action when the automation diagnoses a signal
in the world, whether true or false, and reliance is the human
operator’s tendency to refrain from performing an action when
the automation is silent, indicating “all is well” [6], [7].

In this study, we are interested in blind compliance and
reliance behaviors – the probability that the operator follows
the automation’s recommendation without cross-checking the
raw information. Blind compliance is calculated as Pr(report
AND not cross-checking |alert). Blind reliance is calculated as
Pr(not report AND not cross checking|no alert). Dependence
refers to the human’s behavior during both alerts and non-
alerts; it is a pooled measure of reliance and compliance be-
haviors, calculated as Pr(human blindly follows automation).

Predictive Values

Signal detection theory (SDT) can be used to measure
diagnostic automation’s performance [3], [8], [9]. This study
focused on three SDT measures of automation performance:
the positive predictive value (PPV), the negative predictive
value (NPV), and the overall success likelihood (OSL) - OSL
is commonly referred to as reliability. PPV is defined as
the probability of a true signal given an automation alert,
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Pr(signal|alert), and NPV is defined as the probability of not
having a signal given the automation is silent, Pr(no signal|no
alert). OSL refers to the automation’s performance during both
alerts and non-alerts; it was defined as the percentage of the
time an automation aid is correct, Pr(correct automation).

II. METHODS

We conducted a literature search to identify relevant studies,
following the PRISMA (Preferred Reporting Items for System-
atic Reviews and Meta-Analyses) process [10].

A. Relevant Literature Aggregation

A database search was conducted for records containing
domain-specific term combinations. The databases included
EBSCOhost, ProQuest, and IEEE Xplore. The combinations
consisted of a key term from Set1 (focusing on automation)
along with a key term from Set2 (focusing on human be-
havior). One example combination was “automation AND
dependence”.

Set1 = {“automation”, “automated system”, “autonomy”};
Set2 = {“dependence”, “trust”, “compliance“, “reliance”}.

Term combinations were searched for within metadata, includ-
ing abstract, keywords, and title. Search results were restricted
to conference proceedings papers, journal publications, and
thesis papers. If data were reported in a conference proceed-
ing paper and thesis/publication, the thesis/publication was
selected because more specific data were available. The record
publishing date was restricted to a period ranging from January
1996 to June 2021, which was selected by bench-marking
prior literature reviews [11]–[13]. Additionally, a language
restriction was implemented to ensure that results were written
in English.

The initial searches yielded 15,228 records. As multiple
term combinations were used in various search engines, there
were many duplicate records. Once duplicates were removed,
10,328 unique records remained.

Screening Process. Each of the 10,328 records was then
screened according to the following criteria:

1) The record yielded original data from a human-subject
experiment;

2) The human-subject experiment employed diagnostic au-
tomation, whose performance could be quantified using
SDT;

3) At least one experimental condition used imperfect
automation;

4) A dual-task paradigm was used in the experiment.
The screening process excluded 10,247 records. Most of

these were excluded because the authors did not conduct a
human-subject experiment.

Record Eligibility. The remaining 81 full-text records were
carefully reviewed for eligibility. The eligibility criteria were:

1) Each record contained sufficient SDT data (i.e., # of hits,
misses, false alarms, and correct rejections) to quantify
automation performance (i.e., positive predictive value,

negative predictive value, and automation overall success
likelihood);

2) Empirical data reported in a manner that allows for
calculations of compliance, reliance, or dependence (i.e.,
regardless of whether the compliance, reliance, or depen-
dence is blind or not).

Secondary Search and Final Criterion. There were 36
records remaining after the first two steps of the exclusion
process. Next, domain-specific records were sought out in
the reference sections of the 36 records. This secondary
search was conducted via Google Scholar, and a screening
and eligibility process was conducted on every reference
article. The secondary search yielded 20 additional records
and increased the total count to 56. A final exclusion criterion
ensured participants did not access the raw data, capturing
blind reliance, compliance, and dependence, thus resulting in a
total of 8 records in the analyses - these records are noted with
an asterisk in the References section. The record qualification
process is visualized below in Figure 1.
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Fig. 1. The PRISMA flowchart illustrates the literature selection
process.

B. Variable Calculation and Analyses

From the 8 records, the following metric combinations
were extracted for analysis: (I) operator blind compliance and
automation PPV, (II) operator blind reliance and automation
NPV, (III) operator blind dependence and automation OSL.
If not explicitly reported, dependence was calculated with
reported compliance and reliance data.

Because data points were nested by record (one record
could have multiple experiments that were not independent),
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we built multi-level models (MLM) to analyze the three
relationships using the ‘nlme’ package in R (version 4.0.3).
The automation’s performance metrics (PPV, NPV, and OSL)
were considered the predictors of human behaviors in each
MLM. Following the standard procedure in building MLM
[15], we gradually built more complex models, from the fixed-
effects model to the random intercept model and finally to the
random slope random intercept model. Using the Analysis of
Variance (ANOVA) test, we compared the Akaike information
criterion (AIC) scores between a simpler and a more complex
model to determine whether the latter was needed. Whenever
we found a non-significant comparison or a more complex
model failed to converge, we reverted to a simpler model.
The level of significance for this study was set to α = 0.05.

III. RESULTS

68 data points from 8 records reported operators’ blind
compliance. The reported blind compliance ranged from 0%
to 98%, with a mean of 45.14% (SD = 25.38%). 66 data
points from 7 records reported operators’ blind reliance. The
reported blind reliance ranged from 24% to 99%, with a mean
of 64.14% (SD = 21.51%). The blind compliance rates were
much lower than the blind reliance rates. 66 data points from 7
records contained operators’ blind dependence, which ranged
from 26% to 97%, with a mean of 55.93% (SD = 14.79%).

A. Blind Compliance and PPV

Automation PPV was found to be a significant predictor
of blind compliance t(59) = 9.75, p < .001. The random-
intercept model was used and β1 = 0.82. A scatter plot of the
extracted data is shown in Figure 2.
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Fig. 2. Operators’ blind compliance (Y axis) was plotted against
automation’s positive predictive value (X axis).

B. Blind Reliance and NPV

Automation NPV was found to be a significant predictor of
blind reliance t(58) = 7.99, p < .001. The random-intercept
model was used and β1 = 0.89. A scatter plot of the extracted
data is shown in Figure 3.
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Fig. 3. Operators’ blind reliance (Y axis) was plotted against automa-
tion’s negative predictive value (X axis).

C. Dependence and OSL

Automation OSL was found to be a significant predictor
of dependence t(57) = 3.08, p < .01. The random-intercept
model was used and β1 = 0.80. A scatter plot of the extracted
data is shown in Figure 4.

IV. DISCUSSION

The objective of this study was to explore how operators’
blind behaviors – i.e, blind compliance, blind reliance, and
blind dependence – were influenced when using diagnostic
automation in dual-task scenarios. We contrasted human oper-
ators’ observed behaviors against the automation’s PPV, NPV,
and OSL. Our results show that as PPV, NPV, and OSL
increase, human operators’ blind compliance, reliance, and
dependence increase accordingly. So as automation performs
better, the operator is likely to blindly comply with or blindly
rely on it more often. This is consistent with previous lit-
erature, showing that human operators were adjusting their
behavior based on how well the automation was performing
[2]. The results are also consistent with the ‘probability
matching’ heuristic [24].

The slope for the relationship between OSL and dependence
(β1 = 0.80) was lower than the slope for the blind compliance
against PPV (β1 = 0.82) and the slope for the blind reliance
against NPV (β1 = 0.89). This result is rather surprising, and
could have been because that the dependence behavior is a
pooled quantity.
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Fig. 4. Operators’ blind dependence (Y axis) was plotted against
automation’s overall success likelihood (X axis).

We recommend that researchers report details of the SDT
table (e.g., # of hits, misses, false alarms, and correct rejec-
tions) rather than only the overall success likelihood.

This study has the following limitations: First, we fo-
cused on blind behaviors, when human operators followed the
automation’s suggestion and chose not to cross-check with
raw information. Second, independent variables other than
automation performance levels (i.e., PPV, NPV, and OSL)
were treated as noise in our study. Finally, we only included
studies that reported full information about the automation’s
hits, misses, false alarms, and correct rejections.

V. CONCLUSION

We examined how humans interact with an imperfect auto-
mated aid. People adjusted their blind compliance and reliance
behaviors as automation became more capable. When examin-
ing blind dependence, we found that the operator did not adjust
their dependence behavior as much compared to either blind
compliance or blind reliance behaviors. We recommend that
researchers report the number of automation errors and types
(false alarms or misses) rather than automation OSL alone.

Note: References marked with asterisks were used for meta-
analysis.
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Fig. 5. Data extracted from records [19], [22], [23], [17], [18]. Note: Data calculation is done based on the definitions specified in this paper.
They could be different from those originally reported.
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Fig. 6. Data extracted from record [16], [20], [18]. Note: Data calculation is done based on the definitions specified in this paper. They could
be different from those originally reported.
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