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Abstract—Compressing convolutional neural networks (CNNs)

by pruning and distillation has received ever-increasing focus.

In particular, designing a class-discrimination based approach

would be desired as it fits seamlessly with the CNNs training

objective. In this paper, we propose class-discriminative compres-

sion (CDC), which injects class discrimination in both pruning

and distillation to facilitate the CNNs training goal. We first study

the effectiveness of a group of discriminant functions for channel

pruning, where we include well-known single-variate binary-class

statistics like Student’s T-Test in our study via an intuitive gen-

eralization. We then propose a novel layer-adaptive hierarchical

pruning approach, where we use a coarse class discrimination

scheme for early layers and a fine one for later layers. This

method naturally accords with the fact that CNNs process coarse

semantics in the early layers and extract fine concepts at the

later. Moreover, we leverage discriminant component analysis

(DCA) to distill knowledge of intermediate representations in a

subspace with rich discriminative information, which enhances

hidden layers’ linear separability and classification accuracy

of the student. Combining pruning and distillation, CDC is

evaluated on CIFAR and ILSVRC-2012, where we consistently

outperform the state-of-the-art results.

I. INTRODUCTION

Convolutional neural networks (CNNs) have become a
mainstream model for various computer vision tasks, such as
image classification [46], [13], object detection [8], [42], and
semantic segmentation [36], [44]. To gain better recognition
performance, a popular approach is to grow deeper and wider
models. However, such CNNs require a larger storage space
and higher computational cost, making them unsuitable for
edge devices like mobile phones and embedded sensors.

Many methods have been proposed for CNN compression.
For example: weight quantization [1], [3], tensor low-rank
factorization [20], [25], network pruning [12], [52], and knowl-
edge distillation [19], [43]. Among them all, a combination of
channel pruning and knowledge distillation is the preferable
method to learn smaller dense models, which can easily lever-
age Basic Linear Algebra Subprograms (BLAS) libraries [27].

While CNNs are fundamentally trained to differentiate
objects from different classes, the study of discrimination
based network compression is quite limited. Prior class-
discriminative pruning works [39], [52], [30], [24], [48] lack
effectiveness study for their pruning metrics, where they
propose and evaluate their metrics singly without comparing to
other well-known discriminant functions, like Maximum Mean
Discrepancy [10]. Besides, these works ignore the hierarchical
nature of CNNs’ semantic extraction and only use fine class
discrimination for both early and later layers, which could
be sub-optimal. For knowledge distillation, while the output

Fig. 1: We propose a novel compression scheme, class-
discriminative compression (CDC), which leverages class
discrepancy for channel pruning and knowledge distillation,
fitting seamlessly with CNN class-discriminative training.

distillation scheme [19], [49] normally incorporates class dis-
crepancy knowledge, intermediate discriminative distillation
has rarely been attempted.

To this end, we propose a novel approach to compress
classification CNNs, dubbed class-discriminative compression
(CDC), in Fig. 1. We design a unified framework for class-
discriminative training, pruning, and distillation, which all aim
to improve the final recognition performance.

We first study a group of closed-form functions to find
the best metric for class-discriminative channel pruning.
This group includes high-dimensional metrics like Maximum
Mean Discrepancy (MMD) [10] and single-variate binary-
class statistics like Student’s T-Test [26], for which we
provide an intuitive and lightweight generalization for the
high-dimensional multi-class channel scoring. Surprisingly, a
generalized metric, generalized Symmetric Divergence (G-
SD), achieves the best pruning results. We then propose a
novel hierarchical pruning paradigm, which uses a coarse
class granularity to evaluate class discrepancy for channels
at front layers, and a fine granularity for rear-layer channels.
This adaptation is based on the fact that CNNs extract coarse
semantics at early layers while understand fine concepts at the
later [51], which further improves the pruning results.

Moreover, we make the first attempt to design a sub-
space distillation approach to allow the class-discriminative
knowledge concentratedly distilled to the student model at
intermediate layers. To achieve that, we use discriminant
component analysis (DCA) [23], which analytically derives
linear weights that transform the layer into a subspace with
the most class-discriminative power. This scheme improves
student hidden layers’ linear separability and achieves a better
classification accuracy.

Our contributions are summarized as follows:
(1) We propose a novel framework, class-discriminative



compression (CDC), to learn efficient CNNs. This framework
incorporates class discrepancy in both channel pruning and
knowledge distillation, which is naturally coherent with the
discriminative training objective. (2) We study a group of
discriminant functions for discriminative pruning, and propose
a layer-adaptive hierarchical pruning scheme, which measures
the class discrepancy in different label granularities based
on layers’ positions. (3) We make the first attempt to distill
intermediate knowledge in the subspace with the most class-
discriminative power, which enhances linear separability of
student’s hidden layers and achieves better distillation per-
formance. (4) We evaluate the effectiveness of CDC on CI-
FAR and ILSVRC-2012. On ILSVRC-2012, our compressed
ResNet-50 achieves a top-1 accuracy of 76.89% (0.04% ac-
curacy gain from the baseline) with 44.3% FLOPs reduction,
outperforming state of the arts.

II. RELATED WORK

Channel Pruning. Channel pruning is promising to enhance
network efficiency [17], [24], [33], [14], [29], [2], [31],
[32]. Some works leverage norm statistics of weight parame-
ters [27], [34], [17], feature maps reconstruction losses [18],
[37], and ranks of the feature maps [29] to evaluate channel
redundancy, without the use of discriminative information.

In line with our work, several discrimination-based prun-
ing methods are proposed [39], [52], [30], [48], [24].
While [39], [30], [48] use Taylor expansion to estimate the
accuracy/entropy loss of dropping a channel, which require
approximation and back-propagation, our metric doesn’t need
either of them, making it more efficient in evaluation. Zhuang
et al. [52] and Kung et al. [24] use entropy loss and closed-
form functions that with time-consuming optimization and
heavy matrix operations for channel scoring. In contrast, our
metric doesn’t need them, speeding up the evaluation.

Moreover, while prior works solely use single label gran-
ularity for discriminative pruning, we provide a novel hierar-
chical pruning paradigm where we adapt the label granularity
based on the layer’s position, which fits seamlessly with the
nature of coarse to fine semantic understanding in CNNs.
Knowledge Distillation. Knowledge distillation is pioneered
by Hinton et al. [19] to allow a student classifier to mimic
the output of its teacher. While Romero et al. [43] propose a
hint-layer method and Zagoruyko [50] propose an attention
transfer scheme, no class information is distilled in either
of their intermediate layers. Different from that, we propose
to distill classification information in the subsapce of hidden
layers by discriminant component analysis (DCA) [23], where
we achieve better distillation results.
Class-Discriminative Analysis. Our work is closely related
to techniques for class-discriminative functions like Discrimi-
nant Information (DI) [24] and Maximum Mean Discrepancy
(MMD) [10]. We also include a set of single-variate binary-
class discriminant metrics, Student’s T-Test (Ttest) [26], Ab-
solute SNR (AbsSNR) [9], Symmetric Divergence (SD) [38],
and Fisher Discriminant Ratio (FDR) [41] in our study. These
metrics are originally defined to measure the significance of

two class’s difference on univariate datasets’ for machine
learning tasks. For example, SD is used to select discrimi-
native individual features in bioinformatics feature vectors for
dimension reduction and efficient classification [38]. However,
no prior work has applied them for effective channel pruning.

Discriminant component analysis (DCA) [23] also plays a
key role. It can be seen as a multi-class linear discriminant
analysis (LDA) and a supervised version of principle compo-
nent analysis (PCA). It finds components that represent the
subspace with the best class linear separability, and we apply
it for class-discriminative distillation at intermediate layers.

III. METHODOLOGY

A. Discriminant Functions

We formulate channel’s class discrepancy evaluation as
M(F ,Y), where M is the discriminant metric, F is the set
of feature maps obtained at a channel, and Y is the label
numbering scheme. Although discriminant metrics are math-
ematically well-defined, their empirical pruning effectiveness
remains understudied. As shown in Fig. 2, the very first thing
we want to know is which discriminant metric works best.

We study a group of closed-form metrics including MMD
and DI, and we also generalize four univariate binary-class
metrics, T-test, AbsSNR, FDR, and SD, for channel pruning.
We use SD [22] as an example to illustrate our generalization
method. Let us denote an n-sample 2-class single-variate
dataset as D = {(xi, bi)}ni=1, where bi 2 {0, 1} is the binary
labeling scheme B. Let D

+ = {xi | (xi, yi) 2 D, yi = 1}
and D

� = {xi | (xi, yi) 2 D, yi = 0} denote two partitions
of D based on B, SD of D is defined as:
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For an N -sample Y -class dataset, we denote the feature
maps of a channel as F = {(fi, yi)}Ni=1, where fi 2 RW⇥H

is the feature map of the i-th input image, yi 2 [1:Y ] is the i-
th class label, and W/H are the spatial sizes. We first partition
F as F

c and F
�c where F

c = {fi | (fi, yi) 2 F , yi = c}

and F
�c = {fi | (fi, yi) 2 F , yi 6= c}, 8 c 2 [1:Y ]. By this

partition, denoted as Bc, we can find the statistics in Eqn. 1 in a
two-class manner. Note each fi in F

c is a 2D feature map with
W⇥H activations, and thus there are |F

c
|⇥W⇥H activations

in F
c in total. We then define two statistics operators gmean

and gvar on F
c, which return the mean and variance over

these |F
c
|⇥W ⇥H activations. We thus get µc = gmean(Fc)

and �
2
c = gvar(Fc) for F

c, and their counterparts µ�c and
�
2
�c. The SD score for Bc is thus:
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SD(F ,Bc) captures the discriminativenesss of class c relative
to the rest of the dataset. In general, we want to select
channels that distinguish all classes well on average. Thus,
the generalized Symmetric Divergence (G-SD) of F is:



Fig. 2: Find the best discriminant metrics for channel pruning.

G9SD(F ,Y) =
1

Y

YX

c=1

SD(F ,Bc) (3)

Such generalization method is applicable to other single-
variate binary-class metrics, and incurs no expensive opera-
tions (e.g., matrix inversion, SVD), which makes the general-
ized metrics scalable to large networks and datasets.

B. Hierarchical Pruning

While F is determined by input images and network’s
weights, Y can be calibrated for different layers. After finding
out the best metric M, we investigate the settings of Y for
more effective discriminative pruning. It is widely recognized
that CNN learns coarse semantics (fruit, vehicle) in early
layers while extracting finer class (apple, truck) concepts
in later layers [51]. Inspired by this nature of hierarchical
semantic separation, we propose to adapt the granularity of Y
based on layer positions as shown in Fig. 3. Specifically, we
define a watershed layer lWS , where we evaluate the channel
discrepancy by a coarse class label M(F ,Yc) when l  lWS ,
and use fine label pruning M(F ,Yf ) when l > lWS .

While most image datasets only provide fine class labels
Yf 2 [1:F ], the coarser labeling scheme Yc 2 [1:C] need to
be derived on our own. To tackle this issue, we use a pretrained
CNN Net to group similar fine categories into the same coarse
category, i.e., to learn a disjoint many-to-one mapping Q :
[1:F ] ! [1:C]. We investigate two methods.
Clustering on Class Centroids. We randomly sample a held-
out set of images from the training set. We feed these images
through Net and get the last hidden activations. We calculate
the activations’ class centroid for each fine label, denoted as
H = {h1, h2, ..., hF }, and run a K-means clustering on H

with C clusters to get the mapping Q.
Clustering on Confusion Matrix. We feed the held-out
images through Net to get their predicted labels. Based on
the predicted and true labels, we construct a confusion matrix
M 2 RF⇥F , where Mi,j denotes the number of images with
true label i but predicted as label j. We then run a spectral
clustering on M with C clusters which gives us Q.

C. Intermediate Class Discrepancy Distillation

We then retrain pruned nets with a combined loss of cross
entropy LCE and knowledge distillation to recover their accu-
racies. In particular, we propose to distill classification infor-
mation at intermediate layers’ subspaces found by discriminant
component analysis (DCA) [23] in Fig. 4. We experimentally
compare the DCA-based distillation with the hint layer [43] in

Fig. 3: Adapting the label granularity for channels’ class
discrepancy measurement based on layer positions.

Sec. IV-C, and find that distillation at the subspace with rich
class information results in better performance.
DCA. Let D = {(xi, yi)}Ni=1 denote an N-sample Y-class
dataset, the within-/between-class scatter matrix SW /SB :

SW =
YX

y=1

NyX

j=1

(x(y)
j � x̄y)(x

(y)
j � x̄y)

T (4)

SB =
YX

y=1

Ny(x̄y � x̄)(x̄y � x̄)T (5)

where Ny , x(y)
j are the number of samples and the j-th sample

of class y. x̄y and x̄ are the y-class centroid and overall data
centroid. Note the center adjusted scatter matrix S̄ = SW+SB .
The discriminant components of D are:

W
DCA = argmax

W :WTSWW=I
tr(WT S̄W ) (6)

While LDA only finds one component to separate two classes,
DCA can be seen as a multi-class version of it where SW and
SB owns information for all classes. DCA’s objective is also
the same as PCA while it includes an extra within-class matrix
SW in its constraint, making it a supervised version of PCA.
As evidenced in the original paper [23], the DCA subspace is
more linearly separable than the one found by PCA.

To learn DCA weights for intermediate layers, we feed
the held-out set of images through the network and get its
intermediate activation A 2 RN⇥C⇥H⇥W , which is reshaped
as A 2 RN⇥D, D = C ⇥ H ⇥ W . With a labeling
scheme Y , we apply Eqn. 6 to get its top Y components,
W

DCA
2 RD⇥Y , as SB has a rank of Y .

Distillation. We learn DCA for the teacher, W
DCA
T , at the

start of training, and learn the student’s DCA, W
DCA
S , ev-

ery d epochs. These weights are not updated in the back-
propagation, and the loss is constructed as:

L
Inter
KD =

LX

l=1

||AT (l)W
DCA
T (l)�AS(l)W

DCA
S (l)||1 (7)

where AT (l),WDCA
T (l) denote the activation and DCA

weights for layer l of the teacher, and AS(l),WDCA
S (l)

are those for the student. Mathematically speaking, L
Inter
KD

imposes regularization on student’s hidden layers to push the
transformed subspace as linearly separable as its teacher.

We adopt the output distillation loss L
Out
KD in [19], and our

training loss for the student is formally defined as:
L = LCE + �L

Inter
KD + �L

Out
KD (8)

where �, � are the weights for distillation losses.



Fig. 4: DCA-based intermediate distillation, which allows class
discrepancy to distill at hidden layers.

IV. EXPERIMENTAL RESULTS

We study each part of CDC, i.e., G-SD, hierarchical prun-
ing, and DCA distillation on CIFAR [21]. We then com-
pare CDC with the state-of-the-art approaches on ILSVRC-
2012 [4]. More results and studies are in Supplementary.

A. Function Effectiveness Study

We conduct one-shot pruning tests with metrics in Sec. III-A
for VGG-16 on CIFAR-10 and ResNet-38 on CIFAR-100, with
results shown in Fig. 5. For each metric, we uniformly prune
10%, 20%, 30%, and 40% of the least discriminative channels
(measured by fine labels) in each layer. These pruned models
are fine-tuned by LCE only with the same training parameters.
We include random pruning as the baseline.

The discriminant metrics outperform random pruning in
all ratios, clearly indicating their effectiveness, where G-SD
consistently achieves the best results. Without retraining, G-SD
outperforms DI by 5.5% accuracy on CIFAR-10 with 40% of
channels removed and has an 8% accuracy gain over MMD on
CIFAR-100 with 30% of channels removed. With retraining,
G-SD gains 0.5% accuracy over MMD on CIFAR-100 when
30% channels removed. Based on such consistent winning
results, we adopt G-SD as the pruning metric in our CDC
pipeline. We also visually demonstrate the advantage of G-SD
over other state-of-the-art pruning criteria in Fig. 7.

B. Hierarchical Pruning Study

To study the hierarchical pruning (HP) scheme, we use G-
SD to uniformly remove 45% channels from a ResNet-164 on
CIFAR-100 (its ground truth coarse label well fits the study)
and retrain it by LCE only.
Effectiveness. We compare HP with three other labeling
schemes for class discrepancy measurement. All four pruning
modes are: (1) All layer fine label Yf pruning. (2) All layer
coarse label Yc pruning. (3) Front layer Yf + rear layer Yc

pruning. (4) Front layer Yc + rear layer Yf pruning (HP). We
use the ground truth coarse label for Yc, and set the watershed
layer lWS = 0.5L, where L is the total number of layers in the
network. As shown in Fig. 6a, HP (Mode 4) achieves the best
accuracy among all schemes. This suggests that the channels’
class discrimination shall be measured based on its semantic
granularity for better pruning performance.
Watershed Layer. We varies the placement of the watershed
layer, parameterized by lWS = ↵L,↵ 2 (0, 1). As shown in

TABLE I: G-SD hierarchical pruning (HP) outperforms state-
of-the-art pruning methods.

Network Method Test Acc. (%) Acc. # FLOPs (M)
Pruned (%)

ResNet
164

LCCL [6] 75.67 ! 75.26 0.41 197 (21.3)
SLIM [34] 76.63 ! 76.09 0.54 124 (50.6)

DI [24] 77.63 ! 76.11 1.52 105 (58.0)
HP 78.05 ! 77.77 0.28 92 (63.2)

Fig. 6b, we find ↵ = 0.5 gives the best result, suggesting that
the CNN processes coarse semantics in the first half of the
layers, and extracts finer concepts in the second half.
Class Hierarchies. While most image datasets don’t have
ground truth coarse labels, we further evaluate proposed HP
using the coarse labels learned by the clustering algorithms
in Sec. III-B, and set lWS = 0.5L. We set the number of
learned coarse classes to be 20 (same as the ground truth
scheme). As shown in Fig. 6c, the coarse class labels learned
by spectral clustering on the accuracy confusion matrix could
even outperform the ground truth scheme. This indicates that
HP is effective even without the ground truth coarse label. We
study multiple coarse levels HP in Supplementary.
Compared to State of the Arts. We compare G-SD HP
scheme with state-of-the-art pruning methods in Tab. I, where
it outperforms all of them. We achieve a 2.51% accuracy gain
over LCCL [6] with 41.9% less FLOPs. Compared to DI [24],
we achieve 1.66% higher accuracy and 5.2% less FLOPs.

C. Intermediate Distillation Study

We then combine LCE with different distillation losses to
retrain HP-pruned ResNet-164 with results in Fig. 6d. We
investigate the following modes with similar computational
budgets: (1) No distillation. (2) Only output distillation [19].
(3) Output + hint-layer intermediate distillation [43]. (4)
Output + Yf DCA intermediate distillation. (5) Output + Yc

DCA intermediate distillation.
We set � = 10.0 and � = 1.0 in Eqn. 8 and we only insert

intermediate loss at the watershed layer for all intermediate
distillation schemes. We include study on inserting losses at
multiple intermediate layers in Supplementary Material. We
find adding hint-layer distillation (Mode 3) does not improve
over output only distillation (Mode 2). On the contrary, DCA-
based distillation (Mode 4-5) improves the distillation quality,
where using the coarse label Yc to learn DCA weights (Mode

5) achieves the best results, which again emphasizes that
we should adopt the class granularity of the layer for class
discrepancy analysis. These results demonstrate the advantage
of DCA-based intermediate distillation over the hint layer [43].

Combining HP with DCA-based distillation, the 2.7⇥-
accelerated ResNet-164 derived by our CDC pipeline achieves
an accuracy of 78.05% on CIFAR-100, further advancing the
state-of-the-art compression results.

D. Comparing to State of the Arts on ILSVRC-2012

Benchmarks. Combing HP and DCA-based distillation, we
evaluate CDC on ILSVRC-2012 [4] (models at different
compression levels are suffixed with letters, e.g. “CDC-A”



(a) VGG-16 on CIFAR-10 (b) ResNet-38 on CIFAR-100
Fig. 5: Empirical study on the discriminant functions’ effectiveness. The functions are used to prune VGG-16 and ResNet-38,
whose pruned acc. (w/o retraining) and retrained acc. (w/ retraining) are shown. We find G-SD outperforms others in all tasks.

(a) Investigation of Label Pruning
Modes

(b) Choice of Watershed Layer (c) Effects of Different Class Hi-
erarchies

(d) Effects of Different Knowl-
edge Distillation.

Fig. 6: Ablation study on hierarchical pruning (HP) (Fig. a,b,c) and DCA distillation (Fig. d). (a) The front-layer Yc + rear-
layer Yf HP scheme outperforms other label placement schemes. Notably, HP largely improves over the all-layer fine label
pruning used in all other literatures. (b) Setting ↵ = 0.5, i.e., setting the center layer as the watershed layer gives the best
performance for HP. (c) The coarse label learned by spectral clustering on the confusion matrix outperforms the ground truth,
suggesting HP can be effective even without ground truth coarse labels. (d) DCA-based distillation improves over the hint-layer
distillation [43], where using the coarse label for DCA learning achieves the best result.

and “CDC-B”). We compare various state-of-the-art com-
pression methods (including baseline acc.), e.g., TAS [7],
LeGR [2], DMCP [11], SSR-GR [47], and CC [28]. While
some approaches only use channel pruning for compression,
we include output knowledge distillation [19] for them in our
own implementation (+KD) for a fairer comparison.
Training Settings. We use Nesterov SGD [40] with a mo-
mentum of 0.9, and a weight decay of 0.0001. We use the
standard data augmentation scheme [13] with a batch size of
128 to fine-tune 100 epochs. The learning rate is started at
0.025 with a cosine decay learning rate schedule.
CDC Settings. We adopt the same one-shot uniform hierarchi-
cal pruning scheme1 as in Sec. IV-B. 10,000 training images
are randomly sampled for G-SD scoring and we learn 100
coarse classes by spectral clustering on the confusion matrix.
We set lWS at the middle layer of the net. For distillation, we
set � = 10.0 and � = 1.0 and learn DCA weights by coarse
class with the intermediate loss inserted at lWS . The student
DCA is updated at 40% and 80% of the total epochs.
Results. As shown in Tab. II, CDC outperforms all prior
arts. On ResNet-50, CDC-A has a 0.69% top-1 accuracy gain
compared to DMCP [11] and TAS [5] which also leverages
knowledge distillation. CDC-B achieves a top-1 accuracy of
76.35% with 53.5% FLOPs reduction, surpassing all prior
methods. On ResNet-18, CDC-A achieves a 3.06% accuracy
gain with a higher FLOPs reduction compared to LCCL [6],

1For pruned MobileNet-V2, we round the number of channels to its closest
integer that is divisible by 8 in each layer, as suggested in [45].

while CDC-B demonstrates top-1 accuracy gains of 1.51%
and 1.32% with respect to DCP [52] and SFP (+KD) [15].
On a more compact MobileNet-V2, CDC-A achieves a top-
1 accuracy of 71.97% with 26.9% FLOPs reduction, outper-
forming AMC [16], Meta (+KD) [2], and CC [28]. CDC-B
advances DCP [52] and Meta (+KD) [35] by 5% and 0.76%
top-1 accuracy, when 53.4% of FLOPs are pruned.

V. VISUALIZATION

In Fig. 7, we provide additional visualization with channels
at Res1_2 in ResNet-50 on ILSVRC-2012 to intuitively show
the effectiveness of our approach on selecting informative
channels. In Col. 1-3, we observe that the channel with low
G-SD (Col. 2) generates indistinguishable responses across
classes, while the high one (Col. 3) well preserves the informa-
tive patterns for classification. We further compare G-SD with
SOTA criteria [27], [34], [17], [24], by computing an average
response over the top-10 highest scored channels for in Col. 4-

8. We observe the average responses of G-SD (Col. 8) tends
to display more class information than the others (Col. 4-7).
G-SD clearly separates the ostrich from the background grass
in the first row, and it is the only one that preserves both the
vertical nail and its long diagonal shadow in the second row.

VI. CONCLUSION

In this paper, we propose class-discriminative compression
(CDC) to learn efficient neural networks. While limited at-
tempts have been made to leverage classification information
for network compression, we design a unified framework for



TABLE II: Comparing to state of the arts on ILSVRC-2012. “Use KD” indicates whether the method leverages distillation
and “+KD” refers to our own implementation on SOTA methods with distillation. Other numbers are from original papers.

Network Method Use KD Top-1
Acc. (%)

Top-1
# (%)

Top-5
Acc. (%)

Top-5
# (%)

FLOPs (B)
Pruned (%)

Params (M)
Pruned (%)

ResNet
50

HRank [29] 7 76.15 ! 74.98 1.17 92.87 ! 92.33 0.54 2.30 (43.7) 16.2 (36.5)
HRank [29] + KD 3 76.15 ! 75.30 0.85 92.87 ! 92.50 0.37 2.30 (43.7) 16.2 (36.5)

SSR-GR [47] 7 76.13 ! 75.76 0.37 92.86 ! 92.67 0.19 2.29 (44.1) -
TAS [7] 3 77.46 ! 76.20 1.26 93.55 ! 93.07 0.48 2.31 (43.5) -

DMCP [11] 7 76.60 ! 76.20 0.40 - - 2.20 (46.0) -
CDC-A 3 76.85 ! 76.89 -0.04 93.17 ! 93.33 -0.16 2.28 (44.3) 14.9 (41.6)

FPGM [17] 7 76.15 ! 74.83 1.32 92.87 ! 92.32 0.55 1.90 (53.5) -
GBN [48] 7 75.85 ! 75.18 0.67 92.67 ! 92.41 0.26 1.85 (55.0) 11.9 (53.4)
LeGR [2] 7 76.10 ! 75.30 0.80 92.90 ! 92.40 0.50 1.93 (53.0) -

LeGR [2] + KD 3 76.10 ! 75.45 0.65 92.90 ! 92.52 0.38 1.93 (53.0) -
CDC-B 3 76.85 ! 76.35 0.50 93.17 ! 93.04 0.13 1.90 (53.5) 12.7 (50.3)

ResNet
18

LCCL [6] 7 69.98 ! 66.33 3.65 89.24 ! 86.94 2.30 1.18 (34.6) 11.7 (0.0)
CDC-A 3 70.05 ! 69.39 0.66 89.40 ! 88.81 0.59 1.15 (36.5) 7.3 (37.0)

SFP [15] 7 70.28 ! 67.10 3.18 89.63 ! 87.78 1.85 1.06 (41.8) -
SFP [15] + KD 3 70.28 ! 67.58 2.70 89.63 ! 88.01 1.62 1.06 (41.8) -

DCP [52] 7 69.64 ! 67.35 2.29 88.98 ! 87.60 1.38 0.98 (46.0) 6.2 (47.0)
FPGM [17] 7 70.28 ! 68.41 1.87 89.63 ! 88.48 1.15 1.06 (41.8) -

CDC-B 3 70.05 ! 68.86 1.19 89.40 ! 88.61 0.79 1.05 (41.9) 6.7 (42.5)

MobileNet
V2

AMC [16] 7 71.80 ! 70.80 1.00 - - 0.22 (26.9) -
CC [28] 7 71.88 ! 70.91 0.97 - - 0.22 (28.3) -

Meta [35] 7 72.70 ! 71.20 1.50 - - 0.22 (27.9) -
Meta [35] + KD 3 72.70 ! 71.44 1.26 - - 0.22 (27.9) -

CDC-A 3 72.18 ! 71.97 0.21 90.49 ! 90.39 0.10 0.22 (26.9) 2.8 (20.4)

DCP [52] 7 70.11 ! 64.22 5.89 - 3.77 0.17 (44.7) 2.6 (25.9)
Meta [35] 7 72.70 ! 68.20 4.50 - - 0.14 (53.4) -

Meta [35] + KD 3 72.70 ! 68.48 4.22 - - 0.14 (53.4) -
CDC-B 3 72.18 ! 69.22 1.96 90.49 ! 88.69 1.80 0.14 (53.4) 2.1 (39.3)

Fig. 7: Channel selection analysis. Col. 1: Input images. Col. 2-3: Channels with low and high G-SD values. The low G-SD
channel generates indistinguishable responses, while the high one produces informative activations. Col. 4-8: Average responses
of the top-10 channels. From left to right, the metrics are: `1-weight [27], batch-norm scaling factor [34], filter’s geometric
median [17], DI [24], and G-SD. In general, the channels picked by G-SD preserves the most classification information.

discriminative pruning and distillation, fitting seamlessly with
the discriminative training objective. To better identify chan-
nels’ redundancy for class-discriminative pruning, we study
the pruning effectiveness of a group of closed-form discrim-
inant functions and propose a hierarchical pruning paradigm.
Moreover, we make the first attempt to distill discrimina-
tive information in hidden layers’ subspace by discriminant
component analysis. Combining the pruning and distillation
approaches, CDC outperforms state-of-the-art methods by a
clear margin on CIFAR and ILSVRC-2012.
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