TURAN INEQUALITIES FOR THE PLANE PARTITION FUNCTION
KEN ONO, SUDHIR PUJAHARI, AND LARRY ROLEN

ABSTRACT. Heim, Neuhauser and Troger recently established some inequalities for MacMahon’s
plane partition function PL(n) that generalize known results for Euler’s partition function p(n).
They also conjectured that PL(n) is log-concave for all n > 12. We prove this conjecture.
Moreover, for every d > 1, we prove their speculation that PL(n) satisfies the degree d Turdn
inequalities for sufficiently large n. The case where d = 2 is the case of log-concavity.

1. INTRODUCTION AND STATEMENT OF RESULTS

A partition of a non-negative integer n is any non-increasing sequence of positive integers
that sum to n. Hardy and Ramanujan famously proved that the partition function p(n), which
counts the number of integer partitions of n, satisfies the asymptotic formula

1 my/2n/3
n)~ - € .
p(n)~ %

In the *70s, Nicolas [13] employed such asymptotics to prove' that p(n) is log-concave for n > 25,
where a sequence of real numbers {«(0), a(1),...} is said to be log-concave at n if

(1.1) a(n)? > a(n —1a(n+1).

The condition of log-concavity for nonvanishing real sequences {«(n)} is the first example of
the Turan inequalities, which can be conveniently formulated in terms of Jensen polynomials.
The Jensen polynomial of degree d and shift n is defined by

(1.2) JE(X) = Xd: <§l> a(n+ j) X7.

=0
For degree d = 2 and shift n — 1, the roots are
—a(n) £ v/a(n)? —a(n —1a(n+1)
an+1) '
Therefore, a(n) is log-concave at n if and only if the roots of J*>"~!(X) are real. Generalizing

log-concavity, a real sequence is said to satisfy the degree d Turdn inequalities at n if J&"~1(X)
is hyperbolic, where a polynomial is hyperbolic if all of its roots are real.
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IThis result was reproved in recent work by DeSalvo and Pak [6].
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There have been several recent works on the higher Turan inequalities for p(n). Chen, Jia and
Wang [4] proved that Jpgvn(X ) is hyperbolic for n > 94, which inspired them to conjecture, for
every integer d > 1, that there is an integer Np,(d) for which J%"(X) is hyperbolic for n > N,(d).
Griffin, Zagier and two of the authors recently proved (see Theorem 5 of [8]) this conjecture
for all degrees d. Furthermore, recent work by Larson and Wagner [11] established the optimal
values N,(4) = 206 and N,(5) = 381, as well as the effective bound N,(d) < (3d)***(50d)®".

We consider such questions for plane partitions (for background, see references by Andrews
2] and Stanley [16]). A plane partition of size n is an array of non-negative integers 7 := (7; ;)
for which || := ZZ ; Mij = n, in which the rows and columns are weakly decreasing. The figure
below offers a 3d rendering of a plane partition.
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Ficure 1. Example of a plane partition

If PL(n) is the number of size n plane partitions, then MacMahon [12] proved that

o0

1
H<—:1+x+3x2+6x3+13x4+24x5+48x6+....

(13) f(z) =) PL(n)a":= T

n=1

This function also appears prominently in physics in connection with the enumeration of small
black holes in string theory. Indeed, f(x) is the generating function (for example, see Appendix
E of [5]) for the number of BPS bound states between a D6 brane and D0 branes on C3.
Heim, Neuhauser, and Troger [9] have undertaken a study of PL(n) in analogy with the
aforementioned results on p(n). In addition to proving many inequalities satisfied by PL(n),
they pose two further conjectures. They prove (see Theorem 1.2 of [9]) that PL(n) is log-concave
for sufficiently large n, and they pose the following explicit conjecture (see Conjecture 1 of [9]).

Conjecture (Heim, Neuhauser, and Troger). The function PL(n) is log-concave for n > 12.
Here we resolve this problem.
Theorem 1.1. The Heim-Neuhauser-Tréoger Conjecture on the log-concavity of PL(n) is true.

Heim et al. also conjectured the direct analog of the Chen-Jia-Wang Conjecture on the higher
degree Turan inequalities. We prove this conjecture.

Theorem 1.2. If d is a positive integer, then Jgf‘(X) 1s hyperbolic for all sufficiently large n.

Remark. In his Ph.D thesis [15], Pandey will obtain an effective form of Theorem 1.2 that is a
counterpart to the bound of N, (d) < (3d)**4(50d)** established [11] by Larson and Wagner for

p(n).
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The proofs of Theorems 1.1 and 1.2 require a strong asymptotic formula for PL(n). In the
1930s, Wright [17] adapted the “circle method” of Hardy and Ramanujan to prove asymptotic
formulas for PL(n). He obtained such a formula for every positive integer r, where the implied
error terms are smaller with larger choices of r for large n. The bulk of this paper is devoted
to the lengthy and delicate task of obtaining the first asymptotics with explicitly bounded error
terms.

To state these formulas, we require the two constants

ylog y

om0y = (=) & 016542

(1.4) A:=((3)~1.202056..., and c:= 2/
0

Furthermore, for any pair of non-negative integers s and m, we define coefficients ¢; ,,(n) by

oo

(1 +y)23+2m+% Z ( ) "
=: CsmlN .
(3 + 2y) (m—l—%) n=0 7 !

In terms of these coefficients, we define the important numbers
(1.5) bs.m = Csm(2m).

The asymptotic formulas we obtain are defined in terms of special numbers 3y, 31, . ... To define
them, for every positive integer s we let

2I(2s 4+ 2)¢(25)C(2s + 2)
s(2m)st2 :

The real numbers 3, are the Taylor coefficients of

(1.7) exp (— Z aiyi> = Z Bsy®.
=1 n=0
For each r, we use the numbers fy, . . ., 5,11 to derive the following explicit asymptotic formula.
Theorem 1.3. If r € Z*, then for every integer n > max(n,, £,,87) (see (2.8-2.9)) we have
e t3ANE LA (1) Bebsn (m + 2
Py =SS C e
d s=0 m=0 AmJFENn 12

where |E™3(n)| < Ef“”(n) (see definition (2.36)), N, = (%)% and

|[E™™(n)| < exp ((3A - %) n2/(2A)§) .

(1.6) Qg 1=

+ B (n) + E™(n),

Three remarks.
(1) The s = m = 0 term in Theorem 1.3 gives the well-known asymptotic?

25 AT\ 25 o€ 2
PL(n)NMGXp<3 27A”>,

V127 - s 4
Theorem 1.3 has two explicit error terms. The error E™"(n), which is independent of r and arises

from “minor arc” integrals, is exponentially smaller as (3A—§)/(2A)% ~ 1.79 < {/27TA/4 =~ 2.01.
The error term E™(n), which arises from “major arc” integrals, only offers small power savings

21t is well-known that Wright has a typographical error where his asymptotic is off by a factor v/3.
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in n that improve with larger choices of r. In addition to the expected complications required
to make error terms explicit, the proof of Theorem 1.1 is hampered by the small size of these
power savings. This annoying problem does not arise® where working with further terms in
the circle method gives exponentially improved error terms. Since the effective bounds must
be sufficient to reduce the conjecture to a finite range that can be handled by computer, the
task of proving Theorem 1.1 is a delicate balance between theory and practicality. To prove
Theorem 1.1, we use the case of » = 2, where the major arc power savings is on the order of
n‘g, and our theoretical bounds are sufficient to confirm the conjecture for all n > 8820.

(2) Almkvist [1] and Govindarajan and Prabhakar [7] have refined Wright’s asymptotic formula
in a different way. At the expense of requiring more summands as a function of n (i.e. ~ k/n
many summands), their formulas give precise asymptotics. Given a positive integer n, choosing
r ~ ky/n in Theorem 1.3 gives similarly strong asymptotics, with the added benefit that the
error terms are explicitly bounded.

(3) Wright’s main asymptotic formula is presented as a single sum, as opposed to the double sum
in s and m in Theorem 1.3. This double sum formulation is the main device in Wright’s proof
of his asymptotic formula. He makes a further simplifcation to obtain a single sum expression.
We do not take this extra step as it would introduce further error.

Examples. For all n > 105, the r = 1 case of Theorem 1.3 implies (after some calculation) that

25 A /3 25 e(3A + 1385)

2
3

_2 01 2 o
PL( = 07 Sabd o

n
127 25920 /7 A3
3. 236e°(1377A2% — 3706504 + 12525625) 4
_ V3 - 23 ef( 17+ )n—g + E(n)),
1567641600+/7 A5

where |E(n)| < 527n73. If lgil(n) denotes this formula without the error F(n), then we have

2
5 25

E(n) = (PL(n) - f/’il(n)> -6_3'2_%A%” N6,

Table 1 illustrates the observed strength of the power savings obtained by the ﬁil(n) estimate.

’ n ‘ PL(n) ‘ E(n) ‘527n_g ‘
100 5.92...x 1016 —1.18...x 1077 [ 0.24...
200 | 4.06...x 10%7 [ =3.00...x 1078 0.07...

500 [ 2.91...x 102 | —4.87...x 1077 | 0.01...
TABLE 1. Numerics for » = 1 case of Theorem 1.3

For n > 87, explicit calculations® with the r = 2 case of Theorem 1.3 gives (see (3.6))
PL(n) = PLy(n) + Ex(n),

3This comment for p(n) applies for the Fourier coefficients of all non-positive weight weakly holomorphic
modular forms.
“We leave the details of the proof of the simpler r = 1 case to the reader.
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109

where PLy(n) is defined by (3.3), and | Ey(n)| < E(n) 1= 227e34Nin~ 5 +e(34-3)N The bound
&(n) is smaller than PLy(n) for n > 96. Table 2 below illustrates the strength of this estimate.

| n |[PLo(n) —&(n)|  PL(n) | PLo(n) + &(n) |
100 [5.932...x 105 [5.920... x 10 [ 1.124 ... x 10'7
200 | 3.706... x 10%7 | 4.066... x 10?7 | 4.426... x 10%7

500 | 2.913... x 10°2 [ 2.915... x 10°2 | 2.917... x 10°2
1000 [ 3.542... x 10%% [ 3.542... x 103 [ 3.542 ... x 10%*

TABLE 2. Numerics for r = 2 case of Theorem 1.3

In Section 2 we prove Theorem 1.3 by modifying Wright’s implementation of the circle method.
As is common for most applications of the circle method, the proof follows by considering inte-
grals over “major” and “minor” arcs. Our analysis of the major arc contributions is essentially
a necessarily lengthy and careful refinement of Wright’s original work. However, our analysis
of the minor arc contributions follows a completely different approach, which relies on work of
Zagier and a careful application of Euler-Maclaurin summation. In Section 3 we deduce Theo-
rem 1.1 and Theorem 1.2 from Theorem 1.3. Theorem 1.2 follows from recent work by Griffin,
Zagier, and two of the authors in [8] on Jensen polynomials for suitable arithmetic sequences.

ACKNOWLEDGEMENTS

The authors thank Kathrin Bringmann, Will Craig, Michael Griffin, Bernhard Heim, Greg
Moore, Boris Pioline, and Wei-Lun Tsai for useful comments. Finally, we are grateful to the
anonymous referees for their careful reading of the manuscript and their suggestions.

2. EFFECTIVE FORM OF WRIGHT’S ASYMPTOTIC FORMULAS

For convenience, we begin by outlining Wright’s strategy for obtaining asymptotics for PL(n),
which is a modification of the classical “circle method.” For positive integers n, we recall that
N, = (%)%, where A = ((3) as in (1.4), and we consider the circle

(2.1) Cy, == {x Dl = e_Nin} .

Throughout, we let 6, denote the principal value of arg(x), and we divide Cy,, into a “major arc”
Cl,,, consisting of those x with [6,| < Nin, and the “minor arc” Cy which is its complement.
In terms of the generating function f(x) in (1.3), Cauchy’s integral formula immediately gives

(2.2) PL(n) = J(n) + E™*(n),
where
1 f(z) ~ 1 (z)
2. = — d d E™(n) = — —d
(2:3) J(n) 271 /C;v s o (n) 2mi Joy v
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(i.e. with the usual counterclockwise orientation). Wright analyzes J(n) and E™"(n) sepa-
rately’. The asymptotics arise from the major arc piece J(n), and the minor arc E™®(n) piece
is a small error term. To prove Theorem 1.3, we improve on Wright’s analysis of E™®(n) with a
completely different argument, and we meticulously estimate J(n) to obtain explicit estimates.

2.1. Explicit bounds over the minor arcs. Here we bound E™"(n) using a different method
from that of Wright. Instead of working directly with f(z), we use its logarithmic derivative,
which is the generating function for the sums of squares of divisors. Thanks to this interpretation,
we make connection with work of Zagier [18], and we can then effectively bound E™"(n) using
Euler-Maclaurin summation and calculus.

Proposition 2.1. For all n > 87, we have |E™"(n)| < exp ((3A -3 (%)%) .

2.1.1. Lemmata for Proposition 2.1. The next lemma bounds log f(|z|) on the minor arcs.
Lemma 2.2. Ifz € Cy , then we have log f(|z]) < AN,? +0.33N,, — 0.5.
Proof. We begin by noting that

jz[™

m(1 — |a]™)*

log f(lz]) =

m>1

which is known as the MacMahon function. We let |z| =: ¢ and ¢ := 1/N,,, and so we have
|z| = ¢ = e, Taking the derivative, we obtain the Lambert series

_d q" "1+
MO =0, gy~ 2 G

Thanks to the elementary fact that X (14 X)/(1 — X)* =377, k?X*, we have that

m2qm
Lg) = lg) == Y 20
m>1 q
As ¢ = ¥ with 7 = £, we have q% = L4 = —4 we have Llog f(e™') = —gs(e™").

Integrating this relation and adding the correct constant, we obtain

log f(j]) = log f(e™) = / gale™)dz + log (e ™).

Since log f(e™!) ~ 1.036, we can bound this by
1
/ gs(e™*)dz
t

Estimating the integral in this inequality is more involved. We make use of Zagier’s work [18]
on generating functions of arbitrary divisor power sums. He considers (see p. 15 of [18]) the

function gz(e™*) as z \, 0. In the k = 3 case of Example 3, he applies Proposition 3 of [18] with
F(t) := % to obtain an asymptotic expansion for gs(e™") = % Yoz F(mt).

As we need an estimate with explicitly bounded error, as opposed to an asymptotic expansion,
we dig into the proof of Proposition 3 of [18]. This gives, for each k > 1, an exact formula for

(2.4) [log f(|a])| = log f(|a]) < 104

SWright referred to J(n) as Ji(n) (resp. E™"(n) as Jo(n)).
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gs(e™ "), where k controls the number of terms in this asymptotic expansion, and leaves an
integral that must be analyzed. The k = 1 case® gives

Z F(mt) / F(z)dz + (=1’ B F(0)° + (—t)° /Oo F/(ff)gl(ﬂf)dgc7

1! 1!
m>1

where By = —1/2 is the Bernoulli number and Bi(z) = z — |z] — 1 is a periodization of the

first Bernoulli polynomial By(x) = x — 5. Since F(¢) has a removable singularity at ¢ = 0 with
Taylor expansion F(t) =t — 5% + ... We have F'(0) = 0. Moreover, Zagier computed that

/Ooo F(2)dz = (3 — 1)1C(3) = 2(3) = 24,

Combining these observations, we obtain

24 1 =
gs(e™) = 3 —g ) F@=le]-1/2)de
As |z — |z] — 1/2| < 1, we have
24 1 [*> 2A 1 [ (xe® —2e* 4+ 2)x
— F dr = dx.
(e < o+ g | @l = 25+ o[BS

Since [;°|F'(x)|dx ~ 0.6471, we have |gs(e™")| < 214/153 + 0.33/t. Therefore, (2.4) gives

2A 0.33 A 0.33
logf(lwl)é/ (—+ = )d ST
t

>3
Letting t = 1/N,, gives the lemma. O
The proof of Proposition 2.1 also requires the following convenient lower bounds.
Lemma 2.3. Ifx € CX,”, then we have
|z] |z] N 1

n

_ >n_ -
(I—1z))? |1—2z— 2 12

Proof. We note that

el el [ (1=al)?
(2.5) (I—1]z[)2 -z (1-—|z))? (1 (|1—x!>>

We now estimate

1—|z|  1—e /N
-z~ i-d
on C}; . Recall that this is the arc of the circle of radius e~'/Ne with angles ranging from 1/N,,
to 2r — 1/N,,. Geometrically, we have that the closest a point x on this arc can get to the point
(1,0) in the plane is when the angle is 1/N,, (or 2 — 1/N,;), and so
1—|z] 1— e l/Nn
< - .
1 — x| = |1 — e 1/Nngi/Nn]|

6This is N = 1 in Zagier’s paper.
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We obtain a formula from the denominator using the Law of Cosines. Namely, if we draw a
triangle (see Figure 2) with sides consisting of the line from (0,0) to z = e~ /" ¢e¥/N» on the
circle, the line from (0,0) to (1,0), and the line connecting x to (1,0), then the unknown length
|1 — 2| is the opposite side of the angle 1/N,, bounded by side lengths 1 and e=*/Nr.

_ e UNGi/N

(1,0)

FIGURE 2. Triangle used to evaluate |1 — z|

After letting ¢t = 1/N,,, these facts imply that

|1 — e H/Nngi/Nn| — \/1 + e72/Nn — 2e=1/Nn cos(1/N,,) = \/1 4 e~2t — 2e~t cos(t).

Thus, we get that

1 — e YNn B 1—et . 1 —l—\/§t2—|—
[L— e V/Nnei/Nn| /T 462t —2e=tcos(t) V2 48 o

Since t = 1/N,, = (24/n)5 and n > 1, we have that ¢ < ( A)s < 1.34. On the interval [0,1.34],
the maximum absolute value of h”(t) is lim;_,o h”(t) = ¥=. Thus, by Taylor’s Theorem,

h1)] = 5+ 0 (—ﬂ)

where O<(-) means that the expression is bounded by - in absolute value (i.e. the implied
constant can be chosen to be 1 with ordinary O-notation). Hence, for z € C}; , we have

(2.6) 1_|"”|<i+0<<\/§>.

Returning to (2.5), we estimate

h(t) =

o—1/Nn

ol _ = 2oLy Ly
A ja))2  (L—e /N2~ (1—e?) 12 2400

By a similar use of Taylor’s Theorem, we have the strict inequality

et 5 1 _ N2 1

Y —
(1—et)? 12 " 12
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Using this bound, (2.5) and (2.6) completes the proof as

2
|| || 5, 1 1 V2 N2 1
_ > (N2 =) 1| — Ve > =
(I—z))2 1=z =\ 12 \/§+O§ A8N? = 92 12

0
2.1.2. Proof of Proposition 2.1. To estimate
: 1 (x)
[Fymin - d
() =55 |, Gt

Nn

we bound |f(z)/z""!|. Following Wright (see page 184 of [17]), we note that
|z ]
2.7 1 <l — — .
(2.7 o8 1(0)| < 10g £(ol) ~ (s -~
Lemma 2.2 proved that log f(|x]) < AN,* +0.33N,, — 0.5. Furthermore, Lemma 2.3 establishes
that (1JTD|U|)2 — |1|ir$“2 > % — . Therefore, (2.7) gives
2 Ny 1 2
[log f(w)] < AN + 033N, = 0.5 — ( 5 = ) < (A= 1/2)N + 033N,

and so |f(z)| < eA-1/2Ni+033Nn  Thys, the integrand in E™®(n) is bounded by

’f($)| < e(A—1/2)N£+0.33N,L+(n+1)/Nn _ €(3A—1/2)N5+0.33Nn+1/Nn

|x|n+l -

Since the integral defining E™®(n) is along a curve of length bounded by the circumference of
the whole circle of radius e='/», which is 27re_%n, we finally find that

| Emin ()| < o(BA=1/2)N24+0.33Nn+1/Nn—1/Nu _ ,(3A~1/2)N2+0.33N,,
The claimed inequality for n > 87 follows by analyzing this last expression.

2.2. Explicit major arc formulas. The size of PL(n) is given by the major arc integral J(n).
To reduce the complexity of error terms, for each positive integer r we define thresholds

. 2 (s As - m2ns
(2.8) n, :=min<n >1 : 0'056.;(227%) ((QA §s+2> <1
and
(2.9) ¢, := min {n >1 : 270, o N2 4 5em T < %} .

Remark. The thresholds ¢, and n, are simple to compute. For instance, we have that ¢; = 1 for
J <22 (resp. {; =2for 23 < j<30),andn; =1, ny=2,...,n5 =18,

The following explicit major arc estimate is the main result of this subsection.
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Proposition 2.4. Ifr € Z*, then for every n > max(¢,,n,,55) we have
ec—i—SANg r+1 r+1 <—1)mﬁsbs,mr (m + %)
J(n) = 9 Z Z 1 25+2m+25
7T s=0 m=0 Am+§Nn 12
where |E™(n)| < E™i(n) (see (2.36)).

2.2.1. Lemmata for Proposition 2.4. For fixed n, Wright sets
1

(2.10) z = log (—) = log
x

and he defines
7 ) T COS ¢

(2.11) w::aRe<§; 5

On the major arc C'y , we have [J] < &, and so

(2.12) p= /N4 e [Ni %—5] |

Furthermore, we have

+ EX(n),

z n

1‘ — i = log (e%n> — i) = Ni — i =: pe'?,

(2.13) |¢| = | arctan(VYN,,)| < arctan(1l) = %

Wright uses the basic integral identity (see (3.17) of [17])

o A
tlog(l —e ¥)dt = —=
A og(l—e™™) 1

which implies
A oo
—log f(x) + — = —log f(z) — / tlog(1 — e ™)dt.
< 0

Using the generating function for f(x), this becomes

Z mlog(l —e ™) — / tlog(1 — e ™)dt.
0

m>1
Now since 62,,3_1 — 176}27”-,5 = —1, this can be written as
A . tlog(l —e %)  tlog(l —e %)
_logf(:c)—l—;:;mlog(l—e )+/F< T B B dt,

where I" is the path from 0 to co which travels along the real axis, apart from sufficiently small
semicircles at the positive integers above the real axis to avoid the poles of the integrand.

|

123 4

F1cURE 3. The path of integration I'
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Letting I'" be the reflection of the path I" across the y-axis, using the Residue Theorem (note
that the residue of % at t = m € Z is mlog(1l — e™™*)/(27i), Wright expresses’ (see
(3.18) of [17]) this as

— el R 7
(2.14) o)+ = (BT [0,
VA T r

e27rit -1 1 — 6—27rit
To obtain an effective estimate for f(x), we study these two integrals.

Lemma 2.5. Assuming the notation and hypotheses above, we have

tlog(l — e " tlog(l —e™'= 2
/ Hogl —e%) 4y _ / tHoal =< %) 4y 4 0. (358277N),
r 0

1 — e—2mit 1 — e—2mit
tlog (1 — e~ ') 1 tlog(1 — e7t) 2
A dt = ———2dt+ 0O <N2 - N”) .
/F/ e2mit _ /0 e2mit _ + < n®

Proof. By Cauchy’s Theorem, Wright showed that the integral over T" (see p. 182 of [17]) is

tlog(l — ™" " tlog(l—e*2 "o tlog(l — e 2
(2.15) /_%L_ggﬁ:/’_ﬁL_gjﬁ+/ tlog(l—e™™)
T 0 4

1 — e—2mit 1 — e—2mit w 1 — e—2mit ’
where in the second integral on the right hand side the path is horizontal and parallel to the z-
axis. To estimate the absolute value of the integrand, note that by the reverse triangle inequality
(letting « € (0, 00) so that iw + x denotes a typical point on the path of integration)

1 < 1 1
1 — e—2mi(iw+a) | — [ ] — |€—27ri(iw+:r)| 1 — em?cosg/p

Using (2.12), this is bounded by ‘1/(1 — ™ Nn)| < 1.007e"™"Nn. To derive this bound, we used

the fact that NV, > N; ~ 0.75 is monotonically increasing in n and e~ ™M 11— e“2Nl| ~ 0.99936.
Therefore, we have

1w—+00 t1 1 — —tz 1w—+00
/ Mdt) < 1.0076”2N"/ |tlog(1 —e~")|dt.

1 — 6—27rit

jw jw

Following Wright again, and making the change of variables v = tz, this is bounded by

tlog(l—e™

(2.16)  1.007¢~™Nn / | Og(| ; Mo < 1.007N§e”2Nn/ [vlog(1 — )| dv =: U(n),
L z L

where L is the ray from v = %ieid’ cos ¢ that forms the angle ¢ with the (positive) real axis.

We split the integral in (2.16) into two pieces. Wright also does this, but we make a slightly
different choice below to assist us in our goal of obtaining effective estimates. Throughout, let
vy 1= iwz + e, so that L = {v; : t € [0,00)}. Noting that

mcos¢p .,  mwcospe?
2.17 = Cpett = T
we first estimate the piece |log(1 — e*)| in the integrand of (2.16). We use (4.5.6) of DLMF
[14], which states that for complex arguments y, to obtain

(2.18) [ log(1 +y)| < —log(1 —|y|),  when |y| < 1.

"We note that Wright’s notation does not clearly indicate that this is an exact identity.
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We will break up the line L into a compact piece L; and a remaining piece Lo, where we can
utilize this bound. To see where it applies, we compute

(219) |e—’Ut| — e~ Re(vt) _ ewlm(z)—Re(tei¢) — 6—w19—tcos¢ — e cosqﬁ(%-‘rt)‘

In turn, this is less than or equal to one if and only if cos ¢ (% + t) > 0. Using (2.12) and
(2.13), and using ¥ > —1/N, we have

9 2 t
cos @ 7T——i—t >\/—_ —L+t :—E+—
2p 2

which gives
(2.20) e | < ei V3,

Hence, if we let
Ly = {vt: te0,7/V8+ 1)}, Ly := {vt: te[r/vV8+ 1,00)},

then we can use (2.18) to estimate the integrand on L,. Thanks to (2.20), for ¢ > 7/+/8 we have
v log(1 —e™)| < —|vy| - log (1 — [e7*]) < —|uve|log (1 - 6%7%> :

Noting that |v;| < |[cos¢|5 +t < § + ¢, and using the bound —log(l — z) < x/(1 — z) for
0 # z < 1 on real-valued logarithms from (4.5.2) of DLMF [14], we find

_ (Z+1) el
v log(1 — ™) < =2 :

Since L, is compact, we then find the following estimate for (2.16) (note that when we integrate

on Lo, since we are integrating absolute values, the change of variables in the differential goes
away as it has absolute value 1):

U(n) = 1.007 N2~ ™ Nn / [vlog(1l —e™")| dv + 1.007N3@‘”2N"N3/ [vlog(1l —e™")| dv
L1 L2

V8

+ 1.007N2e~™ N /
1 l—e

< 1.007TNZe~ ™Mo (i + 1) . max {|vt| log(1—e™™)| :t € [0,m/V8+ 1)}

© (5rn) B

_t
V2

EE

< 1.007N2e™™ N (% + 1) - max {|vt| |log(l —e™™)|: t € [0,7/V8 + 1)} + 4.8N2e ™ N,

Now we estimate log(1 —e~") on for ¢t € [0, 7/4/841). We begin by recalling that for complex
y, the principal branch of the logarithm is given by log(y) = log(|y|) + ¢ arg(y). Thus, we have

(2.21) [log(1 — e ) |< |log |1 — e || + .

To bound the logarithm, we find the maximum and minimum on the interval ¢ € [0, 7/v/8 + 1).
The only critical point of |1 — e~ is at ¢t = cosh(i¢). Thus, the potential extrema of |1 — e~ "|
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are at 0, 7/+/8, and cosh(i¢). That is, the maximum of |log|1l — e~ is bounded by

max {|1 — e™|, |1 — e "m/veri|, |1 — e Veosniian |},

)

__ micos <156W§

We evaluate these in turn. For instance, we have that |1 —e™"| = ‘1 —e 2 ‘ . On the inter-

val ¢ € [—7/4,7/4], we have 0.75 < |1 — e~ < 1.85 and 0.9 < |1 — e "=/v8+1| < 1.4. Similarly,
we find 0.7 < |1 — e %eoshio)| < 1.45. Combining these observations, we have |log |1 — e || <
0.615... on [0,7/4/8+1). Thus, by (2.21), we have |log(1 —e~"*)| < 3.76. To bound |v;| on this
interval, using (2.17) and the triangle inequality, we find that |v,| < %ﬁ Fi<g3+E+1=
3.68 . ... Therefore, we conclude that

LOOTN e (% + 1) max {lvtl Jlog(1—e™): t € [0,7/VB+ 1)} < 30Nje ™,

As a consequence, we obtain
L.O07TN2e™™ Ve / |[vlog(l — )| dv < 35NZe™™ M.
L
Returning to (2.15), we have shown that

1 1 — —tz w 1 1— —tz
(2.22) / tlog(l=e %) )\ _ / tos(1=¢ %) )y 4 . (3582
I 0

1— e—27rzt 1 — 6—271'175

This bounds the second integral in (2.14), which is the first claim in the lemma.
The second claim in the lemma follows by arguing as above (after suitable sign changes in the
integrand) using the path of integration along I''. Namely, we get

tlog (1 — et I flog(1 — et
(2.23) / el e )dtz/ Mdt—l—0<< Nze ™).
r’ 0

627mt -1 e27rzt

We require bounds for three integrals, two of which make use of the «; defined by (1.6).

Lemma 2.6. Assuming the notation and hypotheses above, the following are true.
(1) If n is a positive integer, then we have

Yy log(yz) log 2 —4.7N,
T,:=2 = Ly = —— 4+ O< (37" .
' /0 W= et Ty +0< (3 )

(2) If n > n, is an integer, then we have

r+1 r+1
9 C v y28+1 25 O T N"
- Z 627ry_1 ZOZSZ + << )

(8) If n is a positive integer, then we have

-2y @ YU gy < artiia, N
27r 2s 2y 1Y = r+2in ’

s>r+2
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Proof. We estimate these three quantities one-by-one. For Z;, we have

T =2/ Mdyzz/ &(yz)dy_Q/ yos\yz) Og(yz)dyzc+ ng—z/ y Og(yZ)dy
0 0 w w

e?my — 1 ey — 1 e?my — 1 12 ey — 1

To evaluate the last integral, we first note that w = %ﬁ > ”\f > ”N" > 0.58, where we used

(2.13) and (2.12) and the fact that n > 1. By direct mampulatlon for y > 0.58, we have

(2.24) <1.1-e2™.

ey — 1
Then on the interval w > 0.58, we find that
o 1 o
'—2 / yloglys) / ylog(yz)e *™dy

T <22

2.2
=1 e |1 — ™ Ei(—2mw) + (1 + 27w) log(wz)]
s
where Ei(z) := — ffjc et Straightforward manipulation then gives
1
(2.25) ’—2/ %@?dy‘ < e (140,056 - (1+ 27mw) (| log p| + 7))
w e Y

If n > 7, then v/2/N, < 1, and so w > 7©N,,/4. Therefore, (2.25) is bounded from above by

2 2N,
2 (1+0.056- (1+7T2 )(logNn+7T)>.

4.7TNp

It is straightforward to show that this is less than or equal to 3e~ . By direct computation
for 1 <n <6 using (2.25), we find that this bound holds in general, and so we have

log

Using (2.24) and the integral representation of ¢ (s), we can manipulate Z, to obtain

r41 r+1
C(QS) 2s /oo 2s+1 C /oo y2s+1
T, = —2) 2277 d 2 d
2 Z 8(271')25 0 e2ry + Z 27’(’ 2s w e2my _ 1 Yy

s=1

N

r+1 r+1
C(QS)ZQS /oo y2s+1 C( ) /oo ) B
=-2) > dy+O< |22 stlem2myq
) s@mz J, e 1Y T < Z semz J, Y © Y
r41 2 r41
2 S IT(242 242 24 2s:2
:_2ZC( $)z (24 25)C(2+ 2s) 59 ZC ['(2 + 2s; 27w) |
‘ 8(271')25 (27T)2+2‘9 27T 2s (27T)2+25
where I'(a; x) f t*~te~tdt is the incomplete Gamma function. Using (1.6), this is

r+1 r+1
Z 9% Z ¢(2 (24 2s;27w)
Ag2 + O< <2 2 27]' %5 < (27T>2+25 .
To estimate this, we note that the proof of Lemma 2.2 of [3] shows, for a > 2, that

[(a;z) < —($ +ba)* — 2

—T

ab,, ’
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where b, := I'(a + 1) . Combined with the Bernoulli number formula for {(s) at positive even
integers thls gives

r+1
¢(2 (2 + 2s; 2mw)
2.2 Z 27r 2s ( (2r)2+2s >

A snnple manipulation bounds this by

-2 7"+1 2
1.1.-e°™ z SBQS )28—0—1

(2mw + 2s
Am? = s(2m)>*(2s)!

Using the Bernoulli number upper bound from (24.9.8) of [14], recalling that w > 7wN,,/4, and
noting that w = w < 21 < %, this is bounded by

1.1e72mw p* By L\ 2541
< = (2 25 4 1)! +> .
T Ar = s(2m)s(2s)! ( mw+[(2s + 1)

r+1 r+1 1 s \2 /9w
—2mw 2s+1 __ —2mw 2s
0.056-¢ Z = (2mw + 25)* ! = 0.056 - e ;p (%+2—7T2) (T+Q)
r+1
2Ny 8\/_ 2Ny
< 0.056 - 2 2)=n,-e 2
< 0.056- - Z<4N> (+) nee
Therefore, if n > n,., then we obtain the claimed inequality for Z,.
Finally, we turn to the bound for Z3, which we recall is
© <<28)225 /w y25+1
Iy = —2 dy.
’ s;2 s(2m)?s J, e —1 Y
As ((2r+4) > ((2s) for all s > r + 2, we have
C(2r+4) prrt / R R AT A
T, < (22)" ay.
R (2m)z+ [y ey —1 Z or)
Therefore, using (1.6) we find that
o +4 2r+4 w 2r+5
|I3|§C( ) p2+4/ 2 . oy W
rr2 o )y @) (- (2D
C(QT +4) p2'r+4 /oo y2r+5 p
r—+ 2 (27T)2r+4 627ry -1 Y
L2+ 602 + 0RO
(r+2)(2m)2+7
Since, p < ]‘é—f, we obtain the claimed inequality for Z3. O

2.2.2. Proof of Proposition 2.4. We begin by recalling (2.14), which asserts that
A tlog(1l — e~ %) tlog(1l —e™%)
—log f(z) + 2z /F/ e2mit _ | dt — /F 1 — e—2mit dt.

By combining the two integrals as a single integral, Lemma 2.5 gives

(2.27) log (f(x)) = é +/ ylog (25in (7)) dy + O< <36N26’”2N”) :

z 627ry 1
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To use this formula, we employ the identity sinT = 7 Hmz1 <1 — 2—;) , which implies that

. (2
IOg(SIH( IOg T Z Z m257r25 - OgT - Z 7T2S :
s>1 m>1 s>1

Hence, for every 7 > 1, the integral in (2.27) satisfies®
v ylog (2 sin (yQ—Z))

L+, + 13 = /0 g dy
ylog yz r+l C w2t (2 w2+l
:2/0 n 22 / Tary dy—ZS;2 / ary 1dy.
Thanks to Lemma 2.6, for n > n,., (2.27) gives’
A log 2 - 2s r+4_3 —2r—4 —4.7N,
(2.28) log f(x) = 2 tet =5~ Zasz + O< (2" 7%, 12N, + He ")
s=1

We now make use of a complex-analytic version for the remainder terms of the Taylor series
of f(z), which is required as our estimates make use of the expressions involving (s as opposed
to as. Specifically, the s were defined in (1.7) to be the initial r + 2 Taylor coefficients of

r+1

9r(2) = e T = Zﬂszs + R.(2),
s=0

where R,(z) is the remainder. For convenience, we assume that n > 55, which guarantees that
2| = p < V2N < % The standard complex Taylor series remainder estimate (for example,
see Theorem B.21 of [10] with R = 1) gives

max|s-1(|g-(2)]) - [z .
Frle) < == < Gl
where
(2.29) G = 2max () -iliaw )

By replacing z with 22 (this is allowed since we demanded that |z| < 1, and so [2?| < 1 is still
in the range of validity for the remainder estimate), we obtain

r+1
gr(27) = e 2 = B 7522 4 Oc (i)
s=0
Therefore, by exponentiating (2.28), for n > 55 we obtain

r+1

f(x) =e Zl2 €z <Z BSZQS 4 O< (C ‘Z|2r+4)) . OS (exp(2r+4ﬂ_3ar+2N52r74 + 5674.7Nn)) )

s=0

8Wright refers to Ty, Z,, and Zs as Iy, S, and S, respectively, on page 183 of [17].
9This is an explicit form of the first equation on p. 184 of [17]. We correct a typographical error where the
sum on s accidentally starts with s = 0 instead of s = 1.
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To address the error term on the far right above, we assume that n > ¢,, which by (2.9) gives

1 1
r+4_3 —2r—4 47N, L
2" o N, + 5e < 5 <1 and [ (2 0y a N4 § 5o 17N} <2

Thanks to (4.5.11) of [14], which states that e* < 14 z/(1 — x) for x < 1, this gives

r+1
flz) =€z freit <Z Bs2* + O< (C, |z]27"+4)) cO< (14277, o N2 74 + 1064 7)
s=0
= M(z) + X.(n) + Y, (n),
where we let M(z) = ¢ St 3,225t 12 and where
2 4 _op_49
(2.30) X,(n) i= ectANRQTHaI O N, 2T
and
(2.31)
r+1
Vo(n) = TN (27513, 1y Ny 274 4 10274 TN <2r+§C’TNn oy Z25+24 BNy, ) ‘ :
A 2
This encodes the compilation of error on C}; using the facts that e < 6‘72‘ < eANi and
|z| = p < V2N '. Now, recalling that n = 2AN?, we obtain
1 [~ 1 [
Jn) =5 | (€)M s = o | T (M () + X (n) + Vo(n)) N d2

c i /4l 2AN?
_ € N 25+% %+2ANgzd (Xr(n) + yT(”)) "€ "
= o7 [1 (; Bsz ) e zZ+ OS ( Nnﬂ' ’

n

where we used that on the path of integration, [e>ANi?| = ¢24Ni and that the length is 2N .
We now let v = N,,z, and introduce Wright’s

1 1+4 L 1
P, = — v*1 2 exp (AN,QL (QU + —2>> dv,
v

2m ),
to find that
(X, (n) + Vo(n)) - 24N
2.32 " " .
233 ZO Nmi; +Os ( Nom )

To complete the proof we require an explicit version of Wright’s expansion of P, that he
obtained via the method of steepest descent. We follow Wright in this regard. Using his
notation, we first let C be the plane curve defined by the equation (x* + y*)* = x, together
with the labelled points £ = (272/3,272/3) D = (272/3, —272/3) on C and the points O = (0, 0),
G = (1,1), and F = (1,—1) in the plane. This is illustrated in the following figure.
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0.5 4

-0.5 4

F1GURE 4. The curve C and the points F, D, O, G, F.

Wright noted that if &(v) := (271) 0?1/ 2 exp(AN?(2v + 1/v?)), then since |v| < V2, 2 < 1
on OG and OF, then we have

|U | 2s+1 S ANZa 28-"-% e2AN;
= — L R —
ey = 2 oo < 20T

and he cleverly showed' (see p. 186 of [17]), in terms of the arc lengths in the diagram, that

(2.33 ) ) ) )
| e+ | [ awarl+| [ awal+| [ @(v)dv)

)
P, = s(v)dv 4+ O<
[ &t +ox (
= /fs(v)dv + O< (M (length(DF) + length(GE) + length(FO) + length(OD)))
C

(ve OF UOG),

+ - -

27
— /ﬁs(v)dv + O« (0.64 98 ezszg) '
c

Making the change of variables t* = 3 — 2v — v~ to estimate the integral [, & (v)dv, we have

/fs(v)dv = 63ANEL/XS(t)e_AN5t2dt,
C R

where

UQer% -t v23+% /20 +1
Xs(t) = 5— 3y 2
2mi(l —v3)  27m(v2+ v+ 1)

is a smooth function on C. Expanding xs(t) = }_, 5 @smt™, we can estimate the Taylor remain-
der for all t € R by

2r+3
Xs() = agmt™ + O< (D, - [t

m=0

10This corrects a typo of Wright’s concerning the path of integration of the fourth integral on the right hand
side. Wright accidentally wrote | OF instead of [ g )
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where

1 , r+1
(2.34) D, = o max {maX {{Xf +4)(t)|}teR}S:O :

We note that D, is explicitly computable, as x4(t) is a smooth function on the compact curve
C. Thus, we find that!!

2r+3

/é-S(U)dU = €3AN721 Z / as,mtme_AN%tht + OS (DT . 63AN72L/ |t|2T+4e—AN%t2dt>

2r+3
5 5
_ BANZ Z / as,mtme_ANzﬁdtJr O- (Dr .T (r + 5) (ANg)_Q—TQBANg) )
m=0 /R

Plugging into (2.33) gives

r+1 1
s mF 9
P =My L ’(QANE’;:Q) +0- (Dr T (7’ + g) (AN2)=3—3ANE 4 (.64 - QSeQANﬁ) .
m=0 n 2

Finally, Wright proved that as o, = (—1)"bsm /2w, for s < r + 1, and so we obtain

r+1 1

2 -1 mbs ml +3 ) . ;
P, =Ny ()" byl (2 - 2) 4O (D, T (r+2) (AN?)"37e3N0 4 0.64 - 27H1e2AN )
om - (AN2)™*2 = 2

m=0

Plugging this into (2.32) gives

J(n) = pet3ANE TH i (—1)™Bebeml (m +3) sy ((Xr(n) + Y, (n))e2AN:

D m+1 Ar2s+2m+33 N,m
(2.35) =om=0 AT r41
_9e_ 13
+ e (DT T <r + g) (AN2)"377e¥Ni 4 0.64 - 2’“+1e2AN5> S BN T )
s=0
Therefore, the proof is complete by letting
Smaj (X, (n) + Yr(n))e*ANn
(2.36) EM(n) = N +|Z.(n)|,
where
c 5 2\—3—r 3AN2 r+1 2AN2 — ~2s—13
(237)  Z(n):= e (DT (745 ) (AND) 77X 40,64 27424 > BN, TR
s=0

2.3. Proof of Theorem 1.3. Cauchy’s theorem (2.2) gives PL(n) = J(n)+E™"(n). Therefore,
the theorem follows from Proposition 2.1 and Proposition 2.4.

3. PrROOF OF THEOREMS 1.1 AND 1.2

Here we make use of Theorem 1.3 to prove Theorems 1.1 and 1.2.

HThis corrects a typo in Wright’s work, where he drops the factor e3AN, temporarily in the final displayed
equations of page 187.
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3.1. Proof of Theorem 1.1. To apply Theorem 1.3 with a fixed r, it is natural to express
(3.1) PL(n) = PL.(n) + O< (£:(n)),
where lgir(n) is the main term and &,(n) is an explicit bound for the error. Then we can write

(3.2)
PL(n)?*~PL(n — 1)PL(n + 1)

> (PLy(n) = &(n))? = (PL(n = 1) + E(n — 1)) - (PL(n+1) + E(n + 1)).

We apply Theorem 1.3 with r = 2. We first determine the n to which it applies. By (2.8), ns
is the point beyond where the following expression is guaranteed to be less than 1:

7(243-28m% 0348 432 23 xtni AL 4 64m2nA + 64 25ni AT 4 256 - 2ini Al 4 20164°)
3200012 '
This expression is decreasing in n. At n = 11it is & 2.4, and at n = 2 it is &~ 0.8, and so ny, = 2.
To compute /5, we determine when (2.9) is guaranteed to be less than 1/2. This quantity is

bounded from above by 0.00005n 3 + 56_3'5"%, which is decreasing in n and is less than 0.16
for n = 1, and so we have {5 = 1. Therefore, max{¢y, ny,87} = 87, and so Theorem 1.3 holds
for n > 87. .

The terms defining PL,(n) come from the double sum in Theorem 1.3, and can be organized
by the powers of n which are controlled by s + m. To this end, we recall

6C+3ANT’2L r+1 r+1 (_ )mﬁsbs mF (m+ 1) ) r+1 r+1
L~ o Zoz—o Am+d N2 B e 362020fsm

The leading asymptotic is given by foo(n) = 256 e A3 /v/127. The next largest term, with a
power saving of n’%, is given by the terms with s +m = 1:

V32 (3A+1385) >
n)+ n)=— -no 3.
frolm) + for(n) 25920 /7 A%

The terms with s +m = 2 give

V323 e“(1377A? — 370650 A + 12525625 _4
Fualn) + faoln) + foaln) = - 1567641600+ /7 A% bt
The final term which contributes to our main estimate is the sum of terms with s +m = 3,
giving
f30(n) + foz(n) + fa1(n) + fi2(n)
. V3. 2% e“(609309A43 — 90985275A2 + 4957761375A + 37576109375) -

40633270272000+/7 A 36

These contributions together give our main term
ﬁ&(n) AN~ 58 (foo(n) + fro(n) + for(n) + fri(n) + fao(n) + fo2(n)
(3.3) +/f30(n )+f03( )+ f21(n) + fi2(n))
e AN 5 (0.23 — 0.056n 5 — 0.006n "5 — 0.001n2).
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The remaining terms with s +m > 4 are of equal or smaller magnitude than the error which
will come from FEy™(n) and E™"(n). Thus, we will put these terms into our error estimate
Ey(n). A simple manipulation shows that for n > 87, we have

Fan(n) + f31(n) + fra(n) + fs2(n) + fos(n) + fa(n) = O<(107°n75),
Thus, Theorem 1.3 implies that for n > 87, we have

(3.4) PL(n) = PLa(n) + O< (10765 4 B(n) + B§™(n))

. o i . . 2 _ 109 .
We now aim to bound Ey**(n). This error is O(e34¥in=%36 ).'? Thus, we will compare our

error terms to this expression. We now turn to computing the relevant constants in turn.
After computing a(1), a(2), and «(3), we see that computing the constant Cy is equivalent to
maximizing
Qi 2t G3it 2
‘e*m*m*m

The derivative of this function is
1

7257600
which shows that there is a local maximum at ¢ = 7, which is the global maximum. This directly
gives Cy = 2 - ¢ T35 13600 < 2.0007.

The computation of the constants D, is more involved. To compute D,, one recursively
computes the derivatives v™(t) = v(™ for m = 1,...,r + 3 by repeatedly differentiating the
equation t* = 3—2v—v~2. Using the definition of x,(¢) and the relation t = —i(v—1)y/2v + 1 /v
gives an expression for y;(t) as a function of v. Here we need Ds, which requires the derivatives

v =t/ (v® - 1),
v =0 (1 4 3t%0% — 20° +0°) /(v — 1),
v® = 3t0°(3 4 5t20? — 60° 4 4t%0° + 30°) /(1 — ),
@ = 30°(3 + 306207 — 120° + - - + 20t*0'0 4 241%™ 4 30'%) /(1 — %),
v = 15007 (15 4 70t%0% — 480 + -+ - + 24t + 40t%0™ + 120%%) /(1
v® = 4707(5 + 105202 — 260° + - - - 4+ 120t*0Y + 601202 + 40*) /(1
v = 315t0%(35 + 315t%0% 4 ... 4 120£%0% + 200*4) /(1 — v*)*3,
v® = 3150°(35 4+ 1260t%0% + ... 4 480t%0% + 200°0) /(1 — v*)?®
Differentiating and plugging into the definition of x(t), we obtain expressions such as
121
(3.5) (6)(t) _ w1z /20 + 1 .
8599633927 (v + v + 1)'7

Now that these are expressions of v, we can substitute v = x &+ iy/+/z — 22, which traces out
the curve C as z ranges from 0 to 1. That is, expressions such as the absolute value of (3.5)
can be evaluated for x € [0, 1] numerically to obtain an estimate for Dy. By symmetry, we only

2 5039

(4 Ccos (t)2 + 80 cos (t) + 5039)@(*544;,200 cos(t)” ~ 1g1530 08()” ~ 735600 COS(t)+3621880) sin (t) ,

3)9,
1
)

—
_ 113)1

-+ (181387629768625 + . .. + 24446884000°°).

12At the top of page 189, Wright makes a claim about the magnitude of this error term which is incorrect in
the power of N,,. This can be seen by comparing with the error estimate in the final equation of page 188, which
is correct and matches our power —109/12 here for r = 2.
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need to bound for v = x + iy/y/r — 2% with x € [0,1]. Performing this analysis, we find that
D, <53, -
These constants allow us to bound E3™(n) by (2.36) for n > 87. A simple calculation gives

Ao(n) +I%(n) | sanz _
N,

O ((127 - 10*5)63“571*%) .

Further simplification gives (see (2.37)) Z2(n) = O< (10063AN72LTL_%> . Therefore, we find that
Eri(n) = O ((227 - 10—5)e3AN5n—%> .

Since we have E™"(n) = O< (6(3A_%)NEL> , expression (3.4) yields

(3.6) PL(n) = PLy(n) + O< (22763“571—% + e(SA—%)N5> .

In other words, we can let & (n) 1= 227¢34Nin =36 + e(3A=2)Ni A simple calculation with (3.2)
and (3.3) establishes that PL(n) is log-concave for all n > 8820. This completes the proof as
log-concavity has been confirmed on a computer for all 12 < n < 10° by Heim et al. [9].

3.2. Proof of Theorem 1.2. The proof of Theorem 1.2 makes use of Theorem 1.3 and recent
work by Griffin, Zagier, and two of the authors of [8] on Jensen polynomials of suitable sequences
of real numbers. The main observation is that suitable real sequences have Jensen polynomials
that can be modeled by the Hermite polynomials Hy(X ), which are orthogonal polynomials for

the measure pu(X) = e ¥ */ 4 and are given by the generating function
= td 2 t2 t3
d=0 : . I

Theorem 3.1 (Theorems 3 and 6 of [8]). Let {a(n)}, {A(n)}, and {5(n)} be sequences of positive
real numbers, with 6(n) tending to 0. For an integer d > 3, suppose that there are real numbers

g3(n), ga(n), ... ga(n), for which

a(n)

(3.7) log(M> = A(n)j —6(n)*5* + Z gi(n)j* + o(6(n)%) as n — 0o,

with gi(n) = o(d(n)") for each 3 <i < d. Then we have

(3.8) lim (5(”“ Jdv”<6(n)X—_1)> — Hy(X).

n—oo\ a(n) “* \ exp(A(n))

Remark. Theorem 3.1 holds for d € {1,2}. In these cases there simply are no numbers g;(n). In
fact, one can obtain Theorem 1.2 for d = 2 using this result, which is essentially the method
employed by Heim et. al. in [9] without the formalism of Jensen polynomials.

Since the Hermite polynomials are hyperbolic, and since this property of a polynomial with
real coefficients is invariant under small deformation, we have the following key consequence.

Corollary. Assuming the hypotheses in Theorem 3.1, we have that the Jensen polynomials
J4(X) are hyperbolic for all but finitely many values n.
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Proof of Theorem 1.2. Theorem 1.1 implies that Jgf(X ) is hyperbolic for all n > 12. There-
fore, without loss of generality we may assume that d > 3. To complete the proof, we apply
Theorem 3.1.

Theorem 1.3 gives constants x > 0 and vy, vy, ... for which PL(n) has an asymptotic expansion
to all orders of 1/n of the form

PL(n) ~ exp (\/3 /m2) nw | vy — Z VQmm

m=1 ns
We choose v so that the leading factor is a product of an exponential with a power of n. Using
log(l—X)=—-X—X?/2—X3/3—X*/4— ..., we can rewrite this expression as
_ 25 Co C3
PL(n) ~ exp(Vkn2)n™3 - exp (Co + —7 2/3 + Y + 2 +. ) ;

which in turn gives

PL(n + j) =2 (2/3\ J 25 = (—1) N
log< P(L( )Nﬂz</)ni—§ 36 (fﬁz 2 el n2+0/3"

=1

As (2{3) =2/3>0and <2 3) = —1/9 < 0, Theorem 3.1 applies, and so its corollary proves
the theorem. 0
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