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LONG RANGE RANDOM WALKS AND ASSOCIATED
GEOMETRIES ON GROUPS OF POLYNOMIAL
GROWTH

by Zhen-Qing CHEN, Takashi KUMAGALI,
Laurent SALOFF-COSTE, Jian WANG & Tianyi ZHENG (*)

ABSTRACT. — In the context of countable groups of polynomial volume growth,
we consider a large class of random walks that are allowed to take long jumps
along multiple subgroups according to power law distributions. For such a random
walk, we study the large time behavior of its probability of return at time n in
terms of the key parameters describing the driving measure and the structure of
the underlying group. We obtain assorted estimates including near-diagonal two-
sided estimates and the Holder continuity of the solutions of the associated discrete
parabolic difference equation. In each case, these estimates involve the construction
of a geometry adapted to the walk.

RESUME. Dans le contexte des groupes finiment engendrés a croissance po-
lynomiale du volume, nous considérons une large classe de marches aléatoires a
sauts de longue portée distribués suivant des lois puissances dans la direction de
plusieurs sous-groupes. Pour de telles marches, nous déterminons la probabilité de
retour au temps n en fonction de la distribution des sauts et de la structure algé-
brique du groupe. Nous obtenons des estimations autour de la diagonale ainsi que
la continuité Holderienne des solutions de ’équation de la chaleur discréte associée.
Dans chaque cas, ces estimations utilisent la géométrie associée a la marche.

1. Introduction
1.1. Random walks and word-length

Given a probability measure p on a discrete group G with identity ele-
ment e, a random walk driven by g with initial measure vy is a G-valued
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stochastic process (X,,)5° such that Xy has law vy and X,,11 = X,.&0 41,
where (£;)5° is a G-valued i.i.d sequence with ¢; distributed according to
w. This discrete Markov process has transition kernel

p(z,y) =P(Xnp1 =y | Xn = 2) = p(z~'y)
and satisfies
P(X, =) = vy * ™ (z),

where uxv(z) = Y u(y)v(y~z) and p(™ stands for the n-fold convolution
of p with itself. Understanding the behavior of the function of the discrete
time parameter n,

n— pl"(e),

which represents the return probability to the starting point after n steps, is
one of the key questions in the study of random walks. When g is symmetric
(ie., p(g™t) = u(g) for all g € G), it is an easy exercise to check that

n— p@(e) = 1 [loo = max u*" ()

is a non-increasing function of n. The aim of this article is to study, in the
context of finitely generated groups of polynomial volume growth, a natural
class of random walks that allow for long range jumps. General random
walks on countable groups were first considered in Harry Kesten’s 1958
Ph.D. dissertation published as [17]. For further background information,
see [16, 21, 27].

The most natural and best studied random walks on a finitely generated
group G are driven by finitely supported symmetric measures, and it is
then natural to assume that the support of the measure generates the group
G (otherwise, we can restrict attention to the subgroup generated by the
support). In the study of these random walks, the word-length distance and
associated geometry are very useful. Given a finite symmetric generating
set S, the associated word-length of an element g in G, |g] = |g|q,s, is the
least number of generators needed to express g as a product over S in G
(by convention, |e|s = 0). The associated (left-invariant) distance between
two elements z,y € G is

d(z,y) = dg,s(w,y) = [ "yl.
The volume growth function of the pair (G, S) is the counting function
V(r)=4#{g:lgl <r}.

We will use the notation f; =< fo between two real valued functions
defined on an abstract domain D (often omitted) to indicate that there are

ANNALES DE L’INSTITUT FOURIER



LONG RANGE RANDOM WALKS 1251

constants ¢1, ¢z € (0,00) such that

VzeD, afi(z) < falz) <cof(x).

We will also use the notation f; ~ fo between two positive real functions
defined on an appropriate domain D C R (typically, D = [1,00) or D =
(0,1] or also D = {0,1,2,...}) to indicate that there are constants c;,
1 < i < 4, such that

VazeD, cifi(caz) < fo(z) < csfi(cax)

(in each case, cox and cyx should be understood appropriately. Specifically,
when D = [1,00), D = (0,1] and D = {0,1,2,...}, coz and ¢4« should be
understood as (caz) V 1 and (cyz) V 1, as (c2z) A 1 and (cqz) A 1, and
as |cax] and [cqx], respectively. Here for a,b € R, a V b := max{a, b},
a A'b:=min{a,b}, and |a] denotes the largest integer not exceeding a).

Typically, we assume that at least one of these functions is monotone
(otherwise, this notion is not very practical). Similarly, we define the asso-
ciated order relations < and > so that f < g means that f(x) < ¢1g9(cax),
and so on. For instance, when |- |; and |- |2 are word-length functions asso-
ciated to two finite symmetric generating sets Sy, S2 of the same group G
then, for all z € G, |z|; < |z|2. If V3, V4 are the associated volume growth
functions then Vi ~ V5. In particular, up to the ~ equivalence relation, the
volume growth function of a finitely generated group G does not depend
on the choice of the finite generating set S, see, e.g., [14].

DEFINITION 1.1. — A finitely generated group has polynomial volume
growth of degree d if, V(r) < r? for r € [1,00).

By a celebrated theorem of M. Gromov, it suffices that
lim inf r =4V (r) < oo
—00

with some constant A for the group G to have polynomial volume growth
of degree d for some integer d = d(G) € {0, 1,...}. In this context, the tight
relation between volume growth and random walk behavior is illustrated
by the following result (See also [15, 26, 27]).

THEOREM 1.2 (N. Varopoulos, [25]). — Let G be a finitely generated
group of polynomial volume growth of degree d and let i be a finitely
supported symmetric probability measure on G with generating support.
Then, for alln € {1,2,...},

1
@n) () - o —d/2
ut=™(e) < =n .
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1252 CHEN, KUMAGAI, SALOFF-COSTE, WANG & ZHENG

In fact, this result can be generalized in two significant directions by
allowing  to have finite second moment and by estimating (3™ (g) for a
range of g that depends on n.

THEOREM 1.3. — Let G be a finitely generated group of polynomial
volume growth of degree d and let pi be a symmetric probability measure
on G with generating support and with finite second moment, that is,
> l9|*1(g) < oo. For simplicity, assume that u(e) > 0. Then, for any fixed
A > 0, we have

. n 1 _
Vge@G, ne{l,2,. ..} with|g| < Avn, pul )(g)xv(\/ﬁ)xn /2,

See, e.g., [15, 20] and the references therein. This type of estimate is often
called a near diagonal estimate. In the result above, the range of order /n

is optimal. To close this short review and emphasize the importance of
the word-length geometry in this context, let us mention briefly two more
sophisticated results, namely, the parabolic Harnack inequality and Hoélder
continuity for solutions (n,z) — u,(z) of the parabolic difference equation

(1.1) Upt1 — Up = Uy * (4 — de) or, equivalently, w, 1 = Uy * p.

This discrete time evolution equation is parabolic because it resembles the
classical heat equation with the operator f +— f % (u — d.) playing the role
of the Laplace operator (note that f — f* (u — d.) is non-positive definite
on L?(G)). The function

(n,a) — u™ (z)

is a global solution of this equation. Note that for equation (1.1) to make
sense and hold in a given subset A, it is necessary that u,, be defined, not
only in A but over a set containing A(support(x))~!. In the next theorem, p
is symmetric and has finite support S. In such cases, whenever we say that
Uy, is solution of (1.1) in [0,7] x A, we tacitly assume that (k,z) — ug(x)
is defined for all (k,z) € [0,T] x A(S U {e}).

THEOREM 1.4 ([10, special case]). — Assume that G has polynomial
volume growth and the measure p is symmetric, finitely supported with
generating support S containing the identity element, e. Then there are
constants C' and « > 0 such that the following two properties hold.

Parabolic Harnack Inequality: Any positive solution u of the differ-
ence equation (1.1) in the discrete time cylinder Q = [0, N?] x {z €
G : |z| < N} satisfies

um(y) < Cun(2)

ANNALES DE L’INSTITUT FOURIER
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for all m € [N?/8, N2/4], n € [N?/2,N?| and y,z € {z € G : |z| <
N/2}.

Hoélder Estimate: Any bounded solution w of (1.1) in the discrete time
cylinder Q = [0,N?] x {z € G : |z| < N} satisfies

(12 fun(2) — )| < € [(pm = ' fy o) /] supul)

for all m,n € [N?/8,N?/2] and y,z € {x € G : |x| < N/2}.

In these two statements, the constants C' and « are independent of NV
and of the solution u (which can thus be translated both in time and in
space if one so desires). In the context of parabolic differential equations,
these estimates are the highlight of the celebrated De Giorgi—-Nash—Moser
theory. Informally, the first property (Parabolic Harnack Inequality) is the
strongest as it (relatively easily) implies the second property (Holder Esti-
mate). The parabolic Harnack inequality also easily implies the near diag-
onal two-sided estimate of Theorem 1.3.

The goal of this work is to develop results such as Theorems 1.3 and 1.4
for walks on countable groups of polynomial volume growth when the mea-
sures driving the walks allow for a wide variety of long range jumps and
have infinite second moments. For such random walks, it is known that
a statement analogous to the above parabolic Harnack inequality cannot
hold true. See, e.g., [1]. (Some integral version of the Harnack inequality,
called a weak Harnack inequality, may hold in such cases; see [5].) However,
we will be able to prove a version of the near diagonal two-sided estimate
of Theorem 1.3 and a Holder estimate (1.2) for globally bounded solutions
of (1.1). In both cases, the word-length geometry must be replaced by a ge-
ometry adapted to the long jump probability measure driving the random
walk. See Theorems 4.3-5.5 and 6.8.

1.2. Random walks with long range jumps

In a finitely generated group of polynomial volume growth of degree d,
all subgroups are finitely generated and have polynomial volume growth
of degree at most d. This work focuses on a natural family of symmetric
probability measures defined as follows. For a book treatment of the notion
of regular variation, see [4].

DEFINITION 1.5. — Let G be a finitely generated group of polynomial
volume growth. Say a probability measure p is in P(G,reg), if there is an

TOME 72 (2022), FASCICULE 3
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integer k > 0 such that p can be written in the form

k k
M:Zpi/’['ia Zpi:17 p0>0; pi>07i:1a"'7ka
=0 =0

where each p;, 0 < i < k, is a symmetric probability measure on G such
that:
e The probability measure g is finitely supported.
e For each 1 < i < k, there exists a subgroup H; of G, equipped with
a word-length |- |; and of polynomial volume growth of degree d;,
and a function, ¢; : [0,00) — (0,00), positive, increasing and of
regular variation of positive index at infinity such that

. . Nd;1—1 i .
(B = {[¢z<1+|hz><1+|h|z> |7 ithem,

-~

0 otherwise.

e There is an € > 0 such that the finite set {g : 1(g) > €} generates
G and contains the identity element e.

Remark 1.6. — When considering a measure u in P(G,reg), we will al-
ways assume that g is given in the form p = Zf:o pift; where the measures
Wi, 1 < i< k, are described as in (1.3). Hence, for any such u, we are given
the subgroups H; and increasing regularly varying functions ¢;, 1 < i < k,
that are implicit in the fact that p is in P(G,reg). By convention, we set
Hjy = G so that we have a well defined subgroup H; for each i € {0, ..., k}.

Remark 1.7. — A measure p in P(G,reg) can be finitely supported if
k=0 orif k > 1 and each subgroup H; is a finite subgroup of G (and so
d; = 0). When k > 1, the condition that p(e) > 0 is automatically satisfied.

The set P(G, reg) includes all (non-degenerated) convex combinations of
finitely many probability measures of the power-law type

" {(1+|h|H7sH)—(dH+“H) ifhe H, ag>0,
pH,a(h) =

=~

0 otherwise.

Here, H is a subgroup of G with intrinsic volume growth of degree dg. The
subgroup H and the positive real ay can both vary freely and indepen-
dently. Note that our notion of “power-law type” is defined in reference to
an intrinsic word-length |-|g, s, for the subgroup H (here, Sy is a fixed
but arbitrary symmetric finite generating set for H).

More generally, simple examples of increasing functions of regular varia-
tion are

o(t) = (1 +t)*[1 + log(1 4 )]°*[1 + log(1 + log(1 + 1))]%2,
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where a > 0 is the index of regular variation and (1,52 € R. We refer
the reader to [4] for a detailed treatment of the notion of regular variation.
Some readers may prefer to restrict their attention to the simplest case
o(t) = (1 +t)* as in the following theorem which illustrates one of the
main results of this paper.

THEOREM 1.8. — Let G be a finitely generated group of polynomial
volume growth. Let p be a symmetric probability measure on G which
belongs to P(G,reg) with ¢;(t) = t%, a; € (0,2), 1 < i < k. Then there
exists a real d = d(G, ) > 0 such that

Vne{0,1,2,. .} p™(e)= ——
T (14 n)d

In fact we will prove a stronger version of this theorem which deals with
all measures in P<(G,reg). This is a subset of P(G,reg) whose definition
involves a minor technical additional assumption regarding the functions
¢i, i € {1,...,k} (see Definition 3.9). In this more general version,

1
n -
m )(6) = m,
where F is a regularly varying function which has positive index when G
is infinite. Our results allow for the explicit computation of the index d
(more generally, F) in terms of the data describing the measure p and
the structure of the group G. This is done by introducing quasi-norms
on G that generalize the word-length (see Definitions 2.1-2.4). Different
measures typically call for different quasi-norms and for each measure p in
P<(G,reg), we construct an adapted quasi-norm || - ||. Using this adapted
quasi-norm, we prove a near diagonal two-sided estimate for ;™) and show
that the bounded solutions of the associated parabolic difference equation
are Holder continuous.

The results proved here extend in significant ways those obtained in [22]
by two of the authors. First, [22] only deals with nilpotent groups. It is one
of the main goals of this paper to treat the larger and more natural class
of group of polynomial volume growth. Second, the measures considered
in [22] are convex combination of measures supported on one parameter
discrete subgroups, i.e., subgroups of the type {g = s™ : m € Z}, s € G.
Here, we consider measures supported on general subgroups. Even when G
is nilpotent and the subgroups H; appearing in the definition of u are one
parameter subgroups, the present paper treats cases that where left aside
in [22] (e.g., power laws with arbitrary positive exponents). Nevertheless,
some of the main technical results of [22] are used here again in a crucial
way to pass from nilpotent groups to groups of polynomial volume growth.

TOME 72 (2022), FASCICULE 3
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1.3. Dirichlet forms and spectral profiles

We will make use of well established techniques based on Dirichlet forms
and the notion of spectral profile. Let © be a symmetric probability measure
on a finitely generated group G. We do not necessarily assume that the
support of u generates GG. The symmetric probability measure p determines
a Dirichlet form given by

Eoulf f) =5 3 |fey) — f@)Puly), | e 12O,

z,yeG

Here, L?(G) is the Hilbert space with norm

1/2
Ifll2 = (Z f(x)|2> :

zeG

The spectral profile of the measure p, Ag g, is the function defined over
[1,00) by

A2,Gu(v) = min {Ec (£, )/ f]13 : 1 < 4 support(f) < v}.

It can also be defined by considering each non-empty finite set A C G
of volume at most v, minimizing the Raleigh quotient of functions f sup-
ported in A to obtain the lowest eigenvalue A, (A) of (minus) the discrete
Laplacian, f — f x (0, — p), with Dirichlet boundary condition outside A,
and taking the minimum of A,(A) over all such finite sets A. (Note that
the discrete Laplacian f — f % (u — §) is non-positive definite.)

In the cases of interest here, we expect inverse power-function estimates
for As g,,- The well established relation between the spectral profile of u
and the decay of (*™(e) indicates that, for any v > 0,

e Vo>l Ayg,u(v) = v~/ is equivalent to p(®™ (e) < n~7.

e Vo>l Ayg,(v) = v~/ is equivalent to p(®™ (e) = n~7.
More generally, if F' is a positive monotone function of regular variation of
index v > 0 (at infinity) and F~! is its inverse (hence a function of regular
variation of index 1/7), then

e Ay, = 1/F~1is equivalent to (2 (e) < 1/F(n).

e Ay, =< 1/F~1is equivalent to u(2)(e) = 1/F(n).
For details, see [8] and [23, Section 2.1].

Another key property that we will use without further comment through-
out is the fact that for any two symmetric probability measures 1, us2, the
inequality

gG:Hl < AgGﬁMz

ANNALES DE L’INSTITUT FOURIER
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implies that
2n 2n
ps " () = ™ (e);
that is, there exist Ay, Ay such that

Vo={12..}, """ (e) < Al (e).

In particular, if gy =< po on G then u(12n)(e) o~ /,LéQ")(e). Whenever, in

addition, 1 (€)pu2(e) > 0, the conclusion easily extends to ui™ (e) ~ u{™ (e).
For background information on these notions and techniques, we refer the
reader to the books [26, 27] and to [8, 15, 20, 23].

1.4. Guide to the reader

The paper is organized as follows. Subsection 2.1 introduces the quasi-
norms and geometries that are key to the study of the walks driven by
measures in P<(G,reg). See Definition 3.9. Each of these geometries is
associated with a generating tuples ¥ = (s1,...,8;) of elements of the
group G and a weight function system § = {Fs,s € X}. In the study
of random walks, the structure of a given measure p in P<(G,reg) will
determine in large part how to choose ¥ and §.

Subsection 2.2 describes results from [22] concerning the case of nilpotent
groups which play a key role in the rest of the paper. See Theorem 2.14.

Section 3 discusses how geometric results (existence of coordinate-like
systems and volume growth) leads to lower bounds on the spectral profile
and upper bounds on the probability of return of measures in P<(G, reg).
Subsection 3.2 applies these results to nilpotent groups. Subsection 3.3, one
of the most important parts of the paper, explains how to obtain sharp re-
sults in the case of groups of polynomial volume growth. Given a group of
polynomial growth and a measure u € P< (G, reg), we explain the construc-
tion of a well adapted geometry on G based on the (well-known) existence
of a nilpotent group N with finite index in G. In fact, we construct ge-
ometries on N and on G which are closely related to each other and well
adapted to the given measure p on G. Some explicit examples are given.

Section 4 provides matching upper-bounds on the spectral profiles and
the corresponding lower bounds on the probability of return. This is done
by providing appropriate test functions which are defined using the quasi-
norms of Section 2. See Theorem 4.3.

Section 5 contains one of the main theorems, Theorem 5.5, which gather
the main properties of the iterated convolution p(™ and the associated
random walk when p € P<(G,reg) and G has polynomial volume growth.

TOME 72 (2022), FASCICULE 3
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Section 6 proves the Holder estimate for solutions of the corresponding
discrete parabolic equation (see, Theorem 6.8). The main results of the
paper are in Theorems 4.3, 5.5 and 6.8.

2. Geometries for random walks with long range jumps

As noted in the introduction, the word-length associated to a finite sym-
metric generating set S is a key element in developing an understanding of
the behavior of the random walks driven by symmetric finitely supported
measures. The question arises as to what are the natural geometries that
might help us understand random walks that allow for long range jumps.
This section introduces such geometries.

2.1. Weight systems and quasi-norms

First, let us give a more formal definition of the word-length associated
with a finite set of generator. Fix a finite alphabet ¥ = {s1,...,s;} and
adjoin to it the formal inverses (new letters) X1 = {s7',...,s;'}. A
finite word w over ¥ U X7! is a formal product (i.e., a finite sequence)
w=0y...0, witho; € YUY, 1 < i < m. Equivalently, we can write w =
oit...ofm with 0; € ¥ and ¢; € {£1}, 1 <7 < m. If G is a group which
contains elements called s1, ..., si, we say that the word w = o1 ... 0, over
YUY lisequal to g € G, if 01...0, = g when reading this product in
G. Formally, one should denote the letters by s;, the corresponding group
elements by s;, and introduce the map = : U;iO(E UX~14 — G defined
by (o1 ...0m) = 01 ...0m,. With this notation the word-length |g| of an
element g € G with respect to the k-tuple of generators (sy,...,s;) and
their inverses is

lg| = inf{m : FJw e (SUZ)™, g=win G}.

By convention, |e| = 0 (e can be obtained as the empty word). For illus-
trative purpose, we introduce the following variant

_ . —1\ym _ :
||g||—mf{rsneazx{degs(w)}.wELOJ(EUE )™, g=win G},

where, for each s € ¥ and w € [J (ZUXZ™H™, w = 851 ... 85T, we set

deg,(w) =#{¢ € {1,...,m} : s;, = s}.

ANNALES DE L’INSTITUT FOURIER



LONG RANGE RANDOM WALKS 1259

In words, deg,(w) is the number of times the letter s is used (in the form
s or s71) in the word w. Obviously,

lgll < gl < kllgll, where k= #X.

The reader should note that when defining deg,, we think of s as a letter in
the alphabet ¥ (two distinct words consisting of letters in ¥ U ¥ ~! might
become equal as an element in G). In addition, deg, counts the occurrences
of both s and s~!. For instance, consider the word w = s1595] *s5 "s357 '

The degrees are as follows:
degy, (w) =3, deg,,(w) =2, deg,,(w) =1.
This is the case even if it happens, as it may, that s3 = 51_1 in G.

DEFINITION 2.1. — We say that a map N : G — [0,00) is a norm, if
N(gh) < N(g) + N(h).
We say that it is a quasi-norm, if there exist a constant A such that
N(gh) < A(N(g) + N(h)).

Remark 2.2. — The quasi-norms constructed in this paper have two ad-
ditional properties. They are symmetric (N(g) = N(¢7'), ¢ € G) and
N(e)=0.

Example 2.3. — The maps g — |g| and g — ||g|| associated to a gener-
ating tuple (si,...,sk) as above are norms.

Now, we introduce a (potential) quasi-norm || - ||z associated with a fam-
ily § of continuous and strictly increasing functions on [0, 00). This will be
a quasi-norm under some additional technical assumptions on the family
5. The basic data for such a function || - ||z consists of a group G, a tuple
¥ = (s1,...,8;) (abusing notation, we will consider each s; both as an
abstract symbol (letter) and as a group element in GG) and a family § of
continuous and strictly increasing functions

Fs:]0,00) = [0,00), s€X, Fy(t)=<tonl0,1],
with the property that for s, s’ € X,
(2.1) either Fy < Fy or Fy < F, on a neighborhood of infinity.

With proper care and technical modifications, condition (2.1) can probably
be removed but we will assume it holds throughout this paper. Each of the
function Fj is invertible, and we denote by F; ! its inverse. A good example
to keep in mind is the case when, for each s € 3, we are given a positive real
w(s) and Fy(t) =t q(t) + t*()1(1 o0)(t) (or, more or less equivalently,

TOME 72 (2022), FASCICULE 3
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Fy(t) = (1 +1)*®) — 1). We think of F, as a weight function assigned to
s € M.

DEFINITION 2.4. — Given G, ¥ and § as above, for each element g € G,
set

o —1 . —1\m o .
||9||31Hf{gleazx{Fs (degy ()} sw e Jimuz)m gwma}.

By convention, ||e||z = 0. If g cannot be represented as a finite word over
YUXTL set |gllz = oo.

In other word, ||g||5 is the least R such that there exists a finite word w
such that w = g in G and

deg,(w) < Fs(R) for each s € X.

This last inequality indicates that each letter s (in the form s or s71) in &
is used at most F,(R) times in the word w.

Remark 2.5. — In the context of nilpotent groups, this definition of || - ||z
appears in [22, Definition 2.8].

Remark 2.6. — 1If each Fy satisfies F 1 (t1 +t2) < A(F;7 () + FL(t2)),

then |- |z is a quasi-norm (a norm, if A = 1). In particular, ||-|z is a
norm, if each F is convex.

Remark 2.7. — If each Fj is replaced by ﬁs = F, 0 F~! for some contin-
uous and strictly increasing function F : [0,00) — [0,00) with F(t) <t on
[0, 1], then

lglz = F(llgllz) for each g € G.

Remark 2.8. — Say that a non-negative function f defined on (0, 00) is
doubling, if there exists a constant Ay > 0 such that

(2.2) V>0, f(2t) < Apf(t) and 2£(t) < F(Aft).

Over the class of doubling functions, the equivalence relations ~ and =
coincide. Suppose that we have two weight functions systems § and §’ define
over X, and that all functions Fy and F! are doubling. Suppose further that
for each s € ¥, Fs; ~ F.. Then we can conclude that ||g|lz =< |||l over G.

Example 2.9. — Let G = ZF with the canonical generators (si,...,s).
Fort > 1, let F, (t) = t** with w; > 0. Then, for x = (z1,...,2%) = > 2;8;,

(@1, 25 = max{l; /3.
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Example 2.10 (Heisenberg group). — Let G = (Z3, o) with
geg = (141,22 + 75,73 + 75 + 0123),

i.e., in coordinates, matrix multiplication in the Heisenberg group
1
G=H(@3,Z) = {9 = (71,22, 73) = (8 %1 ::/’12) 1X1,T2,T3 € Z}-

For ¢« = 1,2,3, let s; be the triplet with a 1 in position ¢ and 0 otherwise.
For t > 1, let Fy,(t) = t* with w; > 0. Then

maxc{ |z [/, |a[ /2, |as] /00 } if wy

max{|zq |V, [mg| /@2 |zg |t/ (@rtw2) ) if g

w1 + we,

(w1, 22, 73)[|5 =< {

NV

w1 + wa.

See [22, Examples 1.1 and 4.3].

The following proposition is technical in nature. Parts (b) and (c) will
be used later in deriving the main new results of this paper.

PROPOSITION 2.11. — Consider a weight function system (§,X) on a
group G as above. Assume that for each s € 3, the function F is regularly
varying of index w(s) > 0 at infinity.

(a) There exists a weight function system (§o, X) such that each mem-
ber Fy s is in C1([0, 00)), increasing, and of smooth variation in the
sense of [4, Section 1.8] with Fy , < Fy, for s € 3.

(b) For any fixed w* € (0,00) with w* > max{w(s) : s € X}, there
is a weight function system (§1,X) such that each member Fi ,
is in C1([0, 00)), increasing, and of smooth variation of index less
than 1 in the sense of [4, Section 1.8] with Fy s < Fs o F~!, where
F(t) =01+ t)¥" — 1. In particular, there exists a positive real A
such that, for all s € ¥ and all T € [0, 00),

dF s(t) } Fy (T)
2.3 sup { : <A—
23) oz L dt r

and
- (||| L/e"
lglls < llgllg,”  over G.

(c) For any fixed w, with 0 < w, < min{w(s) : s € X}, there is a
weight function system (§2,%) such that each member Fy ¢ is in
C'([0,0)) increasing, convex, and of smooth variation in the sense
of [4, Section 1.8] with Fy s < Fso0 F~!, where F(t) = (1+t)** —1.
In particular, g — ||g||z, is a norm and

W

1
lglls = llgllg,” over G.
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Proof. — Part (a) is essentially [4, Theorem 1.8.2]. The difference is that
we impose some simple additional conditions regarding the behavior of Fj ¢
on [0,a] for some a > 0 (smooth regular variation is a property of Fy s on
a neighborhood of infinity). By inspection, it is clear that these additional
conditions can be achieved.

The main point of part (b) is that the functions F, o F~1, s € X, are
all regularly varying with positive index strictly less than one. By [4, The-
orem 1.8.2], there are positive functions ﬁs (defined on a neighborhood
[a,00) of infinity), increasing, of smooth regular variation and satisfying
(see the discussion on [4, Page 44]) F, ~ F, o F~1 at infinity and

aR () _  F)

dt t
We can now pick a constant C(s) so that the function Fj ; obtained by
extending C(s) + F, linearly on [0, a], so that F15(0) =0, Fy s(t) =C(s)+
ﬁs(t) on [a,00), which belongs to C![0,0), is increasing and of smooth

on [a,o0).

regular variation, and satisfies the other desired properties.

The main point of part (c) is that the functions Fy o F~1 s € %, are
now all regularly varying with positive index strictly greater than one.
In this case, [4, Theorem 1.8.2] gives positive functions F, (defined on a
neighborhood [a, o) of infinity), increasing, convex, and of smooth regular

variation such that Fs ~ FyoF~!. Proceeding as in part (b), we can extend
modified versions to [0, 00) with all the desired properties. O

Remark 2.12. — In parts (b) and (c) of Proposition 2.11, we are avoiding
the slightly troublesome case when the index is exactly 1. This is trouble-
some when the corresponding weight function is not exactly linear. For
instance, in part (b), the result is still correct, but the derivative and its
upper bound are not necessarily monotone. This becomes a real problem
for part (c). By a further variation of this argument, one can use composi-
tion by a function F' as above to avoid all integers index (indeed, there is
only finitely many F; to deal with so proper choices of w, and w* do the
trick). Then one can apply [4, Theorem 1.8.3], which is more elegant than
the above construction and provides similar results.

2.2. Volume counting from [22]
Given a group G equipped with a generating tuple (s,...,s;) and a

weight function system 3§, it is really not clear how to compute or “under-
stand” the map g — ||g||z. The article [22] considers the case of nilpotent
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groups and connects the results to the study of certain random walks with
long range jumps.
Beyond the nilpotent case, questions such as

e What is the cardinality of {g € G : ||g|lz < R}?
e Which choice of (3, §) is relevant to which random walk with long
range jumps?

do not seem very easy to answer.

For a better understanding of our main results, it is useful to review
and emphasize the main volume counting results derived in [22] in the
case of nilpotent groups. We want to apply these results in the context of
Definition 2.4. We make the assumption that all the functions appearing
in the system § are doubling (see Remark 2.8). Recall that, by (2.1), we
have a well defined total order on {Fy,s € ¥} (modulo the equivalence
relation < on a neighborhood of infinity. The equivalence relation ~ and
= are equal on doubling functions).

Following [22], we extend our given weight function system to the collec-
tion of all finite length abstract commutators over the alphabet ¥ U X!
by using the rules

F,-1=Fsforse¥ and F[Cl,c2] =F., F,,.

In short, abstract commutators are formal entities obtained by induction
via the building rule [c1, ca] starting from YUY~ (see [22] for more details).
Observe that the family of functions F., ¢ running over formal commuta-
tors, have property (2.1) and thus carry a well defined total order (again,
modulo the equivalence relation ). For notational convenience, we intro-
duce formal representatives for the linearly ordered distinct elements of
{F. mod <} and call these representatives

W <wyg <wz<....

Hence, w; represents the < equivalence class associated with the smallest
of the weight function F,, etc. For each w;, let F; be a representative of
the < equivalence class of functions F, associated with ;. By definition,
we can pick any commutator ¢ with F. € w,; and set

L
F=]]F.,
1

where o1,...,0¢ is the complete list (with repetition) of the elements of
Y U X! that are used to form the formal commutator c.
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DEFINITION 2.13. — Referring to the above notation, let Gf be the
subgroup of G generated by all (images in G of) formal commutators ¢

such that
FoelJa;.
j=i

In other words, Gi@ is generated by all commutators such that F, = F;.

Obviously, these groups form a descending sequence of subgroups of G
and, under the assumption that G is nilpotent, there exists a smallest
integer j. = j.«(§) such that Gi-&-l = {e}. Further, not only G3 2 G]ﬂ_1
but also (see [22, Proposition 2.3])

5
G.GF) C G5,

so that Gf / Gf_H is a finitely generated abelian group. We let

v = 1“aur1k(G'S/GjJrl

be the torsion free rank of this abelian group (by the finitely generated
abelian group structure theorem, any such group A is isomorphic to a
product of the form K x Z" where K is a finite abelian group. The integer
7 is the torsion free rank of the group A).

THEOREM 2.14 ([22, Theorems 2.10 and 3.2]). — Let G be a nilpotent
group equipped with a finite tuple of generators ¥ and a weight function
system § as above satisfying (2.1)-(2.2). From this data, extract the func-
tions F; and integers t;, 1 < j < j«, as explained above. Then

#{9 € G :glls < R} = H

Furthermore, there exist an integer (), a constant C, and a sequence
o1,...,0Q with o; € ¥, 1 < j < Q, such for any positive R and any
element g with ||g||z < R, g can be written in the form

Q

= Hafj with |z;| < CF,, (R).

DEFINITION 2.15. — Let G be a nilpotent group equipped with a finite
tuple of generators Y. and a weight function system § as above satisfy-
ing (2.1)—(2.2). From this data, extract the functions F; and integers t;,
1 < j < J«, as explained above. Set

Jx
Fos=Fz=][][F/.
1
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By Theorem 2.14, for any nilpotent group and weight function system
satisfying (2.1)—(2.2), we have the explicit volume estimate

#{g € G: lgls < R} < F5(R).

Example 2.16. — Let us return to the Heisenberg group example G =
H(3,Z), Example 2.10, with F, (t) = t* with w; > 0 for all £ > 1 and
1 <7< 3. Then
Rw1+w2+w3 if ws w1 + wa,

>
R2w@itw2)  f o < wy + wo.

3. Upper bounds on return probabilities
3.1. A general approach

In this section we discuss how to obtain upper bounds for the return
probability of a measure u € P<(G,reg), a subset of P(G,reg) which is
described below in Definition 3.9. The main tool is the following technical
result. For the proof, we can follow the proofs of [22, Theorems 4.1 and 4.3]
with minor adaptations.

PRrOPOSITION 3.1. — Let G be a countable group equipped with sym-
metric probability measures u;, 0 < i < k. Assume that there exists a
constant C > 0 such that for each R > 0 and 0 < i < k, there is a subset
K;(R) C G such that
(31) Y If(eh) = f(@)I* < CREG (£, f), [ L*(G), he Ki(R).

zeG
Assume further that there are an integer () and a positive monotone func-
tion F of regular variation of positive index with inverse F~! such that

k Q
# (U KAR)) > F(R),
=0

where (Uf:o Ki(R))Q ={9=91...90:9; € Uf;o K;(R)} is viewed as a
subset of G. Set y = (k+1)~1 Zf:o i Then

Ao =1/F71 and p®(e) < 1/F(n).

To understand how this proposition works in practice, note that the
larger the set K;(R) is, the harder it is to prove (3.1), but the faster the
growth from the lower-bound F(R) on #(Uf:() Ki(R))Q one might expect.
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Observe also that the inequality (3.1) is trivial if K;(R) = {e} but, then,
K;(R) does not contribute at all to the growth of #(ULO Ki(R))Q. If
K;(R) = {e} for all i = 0,...,k, then F(R) cannot grow and the con-
clusion of the proposition is trivial. Formally, this case is excluded by the
requirement that F' is regularly varying of positive index.

The next two propositions provide a way to verify assumption (3.1) for
the type of measures of interest to us here.

PROPOSITION 3.2. — Let G be a countable group equipped with a sym-
metric probability measure p supported on a subgroup H equipped with
a quasi-norm || -|| such that there exist a constant d > 0 and a positive
monotone regularly varying function ¢ : (0,00) — (0,00) of positive index
at infinity such that

#{he Ho bl <rp=<rds p(h) = [o(1+ R+ AT

Then there is a constant C' such that, for all f € L*(G), R>1 and h € H
with ||h|| < R, we have

> 1f(@h) — f(@)] < CO(R)Equ(f, f).

zeG

Proof. — First observe that

(32) S lh) = 1/6(r).

IR =7
This is proved by summing over A-adic annuli with A large enough so that
#{A <[] < A} = #{[B]) < A7} = A

Next, note that for h,h’ € H, the inequality ||’ = Col|h| (with Cy €
(0,1/A) small enough, where A is the constant in the definition of quasi-
norm, see Definition 2.1) implies

Ih= 1| = CTHB || > O Collhl| and u(R') < Cp(h™"h)
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for some constant C' > 1. Now, write

Yolfh) = f@P | YD wh)

2€G |h/|=Colhl

<2 3 (S h) — f@h) + k) — f@) Pl

|h/|>Co|h| z€G

<C Y D@ = fahT ) Puh )

h'€H:|h'|>Co|h| 2€G

+20 ) ) = f@)Pu)

h'eH,zeG

<C > SO 1f@) = fah W) Pu(h )

h'€H:|h=1h!|>C~1|h'| z€G
+20 ) |f(@h) = f@) i)
h'eH,zeG

< @2+ 0O)au(f, )
This gives the desired inequality. O

PROPOSITION 3.3. — Let G be a countable group equipped with sym-
metric probability measure p supported on a subgroup H equipped with
a finite generating set and its word length |-|. Assume that there ex-
ist a constant d > 0 and a positive monotone regularly varying function
¢ : (0,00) — (0,00) of positive index at infinity such that

#{he H: b <r}=r? u(h) = [o(1+ )1+ )4 "

Then there is a constant C' such that, for all f € L*(G), R>1and h € H
with ||h|| < R, we have

> 1f(@h) = f(x)]? < CR(R)Eq u(f, f),

z€G

where ®(t) = t2/ ft ;(ds),

Proof. — Let u, be the uniform probability measure on {h€ H : |h| <r}.
Follow the proof of [23, Proposition A.4] to show that for any f € L?(G)
and any 0 < s <r < oo and h € G with |h| < r, we have

Do Ifah) = f@)F <C(r/s)* Y0 Y If(eh) — fla)Pus(h).

zeG x€G heH
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Observe that p =< Zo 7@ 2” uon and that, for r > 1,
22n " sds
2, 50 "y 9

The desired inequality follows. O

Remark 3.4. — If ¢ is regularly varying of positive index ~, then we
always have that ®(t) < C¢é(t) and ¢(t) < ®(¢) if v € (0,2). If v > 2,
®(t) =< t* which is much less than ¢ on (1, 00).

Remark 3.5. — The proof of Proposition 3.3 outlined above uses the
fact that, roughly speaking, an element h with || = r can be written
as a product of (r/s) elements of length at most s. This property is not
necessarily true for an arbitrary quasi-norm || - || as in Proposition 3.2.

DEFINITION 3.6. — Given pu = Zg wi € P(G,reg) with p; defined in
terms of a regularly varying function ¢; as in (1.3), 1 <i < k, set
®o(t) = max{t,t*}
and, for 1 <i <k,
t2
D,(t) = f 25 s on [1,00),
0 ¢i(

with ®; extended linearly on [0, 1] W1th ®,(0) =0.

Remark 3.7. — The exact definition of ®; in the interval [0, 1] is not very
important to us. For convenience, we prefer to have it vanish linearly at 0.
Because ¢; is increasing, one can check that

®; < ¢; on [1,00) and ®; is increasing on (0, c0).

Further, ®; is regularly varying at infinity of index in (0, 2]. More precisely,
¥, =< ¢; when the index of ¢; is in (0,2). When the index of ¢ is at least 2,
then ®(t) < t2/{(t) where / is increasing and slowly varying at infinity (i.e.,
index 0). In particular, in all cases, ®;(t) < max{t,t?} = ®g(t), 1 <i < k.

PROPOSITION 3.8. — Let G be a countable group. Let u € P(G,reg)
and, referring to Definitions 1.5 and 3.6, set

and, for some fixed integer @,

k
K(T)Z{QGGI g=91---9Q giGUKj(T)}-
0
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Assume that F is a positive monotone regularly varying function of positive
index at infinity with the property that
Vr>1, #K(r) > F(r).
Let F~! be the inverse function of F. Then
Aogp = 1/F7 and p™M(e) < 1/F(n), n=1,2,....

Proof. — This follows immediately from Propositions 3.1-3.3. g

Let us now defined the subset P<(G,reg) of P(G,reg) which is relevant
to us because of condition (2.1) and Definition 2.4 (it requires that the
functions F,, s € X, which are used to define a quasi-norm, be ordered
modulo ~).

DEFINITION 3.9 (P<(G,reg)). — A measure ji = Zlg pip; in P(G, reg)
with associated regularly varying functions ¢;, 1 < i < k, is in P<(G,reg)
if, for each pair i,j of distinct indices in {1,...,k}, either ®; < ®; or
®; < ®; in a neighborhood of infinity.

3.2. Application to nilpotent groups

The following is a corollary to Proposition 3.8 and Theorem 2.14 (i.e.,
[22, Theorems 2.10 and 3.2]).

THEOREM 3.10. — Assume that G is nilpotent. Let u € P<(G,reg).
Let Sy be the support of g and S; be a symmetric generating set for the
subgroup H; for 1 <1i < k. Let

Y =(81,-..,8m)

be a tuple of distinct representatives of the set (Ug Si) \ {e} under the
equivalence relation s~ ~ s, and set

F={F, =max{®;':ie{j:0€8;}}:0€X}.
Let F = Fg 3 be as in Definition 2.15. Then, we have
Aogpu(v) = 1/F(v), v>1, and pu™(e) <1/F(n), n=1,2....

Proof. — Theorem 2.14 (i.e., [22, Theorems 2.10 and 3.2]) shows that the
hypothesis of Proposition 3.8 are satisfied with F = F¢ 3, which is given
in Definition 2.15. The assumption that u belongs to P<(G,reg) (instead
of P(G,reg)) insures that property (2.1) is satisfied by the functions Fy,
s€X. O
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Remark 3.11. — In this theorem, whether we choose the set Sy to be
an arbitrary finite symmetric generating set of G or the support of 1o (as
we did in the above statement) makes no difference. The reason is that
d, < Pq for each 1 <7 < k.

Remark 3.12. — In the case each H; is a discrete one parameter subgroup
of G, Theorem 3.10 is already contained in [22]. The case when k =1, pg =
0, and H; = G is also known. The theorem provides a natural extension
covering these two special cases.

Remark 3.13. — Let us emphasize here the fact that the choice of the
geometry adapted to u € P<(G,reg) in the above theorem follows straight-
forwardly from the “structure” of the measure p which is captured by the
subgroups H; and the regularly varying functions ¢;, 1 < ¢ < k. We shall
see later that this is not the case when we replace the hypothesis that G is
nilpotent by the hypothesis that G has polynomial volume growth.

Example 3.14. — We return again to the Heisenberg example (Exam-
ple 2.10), keeping the same notation. We let H; = (s;) (the subgroup
generated by s;) and ¢;(t) = (1+1¢)* with o; > 0 for 1 < ¢ < 3. Obviously,
the volume growth degree of each H; is d; = 1 for all 1 < 7 < 3, and, for
t>1,

ti if Q; € (07 2)3
Q;(t) < < t?/log(1+1t) if a; =2,
2 if a; > 2.

If none of the a; is equal to 2, set &; = min{2, a;} and w; = 1/&;. In this
case,

pwitwetws if e > w4 wo,

F(t) - 3 = W1 2

tz(leer) if Wws < w1 + wa.
The best way to treat the cases that include the possibility that o; = 2 is
to introduce a two-coordinate weight system and set
(1/a;,0)  if oy # 2,

wi = (Wi1,wi2) =
(i1, i) {(1/2,1/2) if a; = 2.

With this notation, the natural order over the functions Fjs, = <I>i_1 (in a
neighborhood of infinity) is the same as the lexicographical order over the
weights w; = (w; 1,w; 2). Furthermore, we have
tw1,1+w2,1+w3,1 log(1+t¢ wi,2tw2 2tws 2 if w > w4+ w
F(t) = [log( )l 3 1 2,
2@tz ) log(1 4 ¢)]2(@iztwz2) if wg < wy + wo.
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The corresponding probability of return upper bound is already contained
in [22]. Later in this paper we will prove the (new) matching lower bound.

Example 3.15. — We continue with the Heisenberg example (Exam-
ple 2.10), keeping the same basic notation. Now, we let H; = (s1, s3) and
Hy = (s9,s3) (these are two abelian subgroups of the Heisenberg group
with d; = dy = 2 as each of these subgroups is isomorphic to Z?). We set
again ¢;(t) = (1 + ¢)* with a; > 0 for 1 < ¢ < 2. The associated ®;,
i =1,2, are as above. Now, we can pick ¥ = (s1, 8o, s3) and set Fy, = <I>i_1
fori = 1,2 and Fy, = max{®; ', ®;'}. Inspection of the construction of the
weight functions on commutators shows that the function Fj,, will play no
role because s = [s1, $2] and Fy, = Fy, F,, on a neighborhood of infinity.
We introduce the two-coordinate weight system i € {1, 2},

{(1/@,0) if o # 2,

Wi = (Wi, 1, Wi, = .
(i, 012) (1/2,1/2) if a; = 2.

The volume function F is then given by

F(t) - t2(w1,1+w2,1)[10g(1 + t)]2(w1,2+w2,2).

3.3. Application to groups of polynomial volume growth

It may at first be surprising that the literal generalization of Theo-
rem 3.10 to the case of groups of polynomial volume growth is actually in-
correct. This is because the appropriate definition of a weight system (3, §)
associated with the data describing a probability measure u € P<(G, reg)
is more subtle in this case. In order to obtain an appropriate definition, we
will make use of a nilpotent approximation N of the group G — that is,
a normal nilpotent subgroup of G with finite index. We will build related
weight systems (E¢,F¢) and (Xn,Fn) that are compatible in the sense
that

VgeHCG, [glse = lgllsy-

This construction will have the additional advantage to allow us to bring
to bear on the polynomial volume growth case some of the nilpotent results
of [22].

Let G be a group having polynomial volume growth, u € P<(G,reg), and
H;, ¢;, ®; as in Definitions 1.5 and 3.6. As G has polynomial volume growth,
Gromov’s theorem asserts that G has a nilpotent subgroup N with finite
index. It is well known that one can choose N to be a normal subgroup (it
suffices to replace N by the kernel of the homomorphism G — Sym(N\G)
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defined by the action of G' by right-multiplication on the right-cosets Ng,
g € G. This kernel is a subgroup of N because Ng = N only if g € N).

From now on, we assume that N is a normal nilpotent subgroup of G with
finite index and we denote by ug, ..., u, the right-coset representatives so
that G is the disjoint union of the Nu;, 0 < i < n, and uy = e (since N
is normal, these are also left-coset representatives). We are going to use N
(a nilpotent approximation of G) to define a weighted geometry on G that
is suitable to study the random walk driven by p. Simultaneously, we will
define a compatible geometry on N.

DEFINITION 3.16 (Geometry on G). — Let G, H;, ¢;, ®;, 1 < i < k,
®o(r) = max{r,r?}, and N be as above. Set

N; = NNH,.

Let Sy be a fixed finite symmetric generating set of G and, for 1 < i < k, let
S; be a symmetric generating set of N;. Let Y be a set of representatives
of (UIS S:)\ {e} under the equivalence relation g ~ g=*. For each s € ¥g,
set

Fgs=max{®;':i€{0,...,k},s € S;}.
We refer to this system of weight functions on G as (X¥¢,§a). For each
s € ¥q, fix i = ig(s) such that

s€S; and Fgs= <I>;1,
and set X (i) = {s € Xg : ig(s) = i}.
Remark 3.17. — In this definition, it is important that the set S; is
a generating set of H; N N, not of H; itself. It is not hard to see that
N, = H; NN is normal and of finite index in H;. Indeed, for any subgroups

A, B of a group G, we have the index relation [A: ANB] < [AUB : B
which we apply here with A = H; and B = N.

DEFINITION 3.18 (Geometry on N). — Referring to the setting and
notation of Definition 3.16, pick a finite symmetric generating set =y in N
and, for each 1 <i < k, set

m
— 1 .
Zi=JwSiu !, 1<i<k,
=0

where the elements u, are the fixed right-coset representatives of N in G.
Let X be a set of representatives of (Ug =;) \ {e} under the equivalence
relation g ~ g~'. For each s € Yy, set

Fys=max{®;':i€{0,...,k},s€ 5}, s€Iy.
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We refer to this system of weight functions as (X, §n). For each s € X,
fix i = in(s) such that

s€z; and Fn,= <I>i_1,
and set (i) = {s € En 1 in(s) =i}

Remark 3.19. — In this definition, it is important that the set =; is used
to define (X, Fn) instead of just the generating set S; of N; = H; N N.

Remark 3.20. — We are abusing notation in denoting our two weight
functions systems by §Fg and §Fn. Indeed, each of them depends on the
entire data including G, N, the collection of subgroups H;, the collection
of functions ¢;, the choice of 5;, 0 < i < k, Zp, and the choice of the coset
representatives ug, 0 < £ < m.

One important motivation behind these two definitions is the following
result.

THEOREM 3.21. — Referring to the setting and notation of Defin-
itions 3.16 and 3.18, there are constants 0 < ¢ < C' < oo such that

VgeN, CHQHSG < ||g||€€1\1 < CHQHSG

Proof.

(1). — We first prove that for g € N, ||gllzx < Cllgllgs- For g € N, let
w=05"...0.", & € {£1}, 0; € ¥g, be a word on the alphabet Y¢ U X"
so that g = w in G. Set

=

go=e, gg=o07"...0;", 0<i<p,

and write (using go =e, g, € N),
P

g=T[a07 @)
i=1

where, for any g € G, g € {ug,...,u,} denotes the fixed coset representa-
tive of Ng. Observe that, by definition, zy = Zy and that

~ = _.
9i = gi—10;" = gi—10;".

Setting j; = j if g; = u;, we have

p —_

_ | I ) g4 . €iy—1
9= u]i—la—il(uji—lo-il) .
i=1
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By definition, each factor of this product is in N because x(z)~! € N for
any z € G.lf 0, € Eg({) C Ny C N, £ €{1,...,k}, then

—_~—

. €i .
Ujs 105 = Uj;_y
and
—~— L 1
. €iq . €iy—1 — . Eig T =
Uj;_1 05 (u]i—lai ) = Uj; 104 uji,l € =

If 0; € ¥¢(0), then we can write

L
uji—lo.ia (uji—lg;: )
as a word of uniformly bounded length at most K using elements in =Z.
Now, we interpret this construction as providing us with a word w’ over
the alphabet ¥ U Z&l that represents the given element g € N. By con-

struction, if £ = uou™! € Z; with o € ¢ (¢), 1 < £ < k, we have
dege(w') < deg, (w) and Fg o, = Fn .
Further, if £ € =, then

dege(w') < K Z degy (w).
0eXc(0)

This shows that

VgeN, lgllzy < EK#2c(0) l|gllz-

(2). — We next prove that, for g € N, ||lgllze < Cllgllgy- For this part
we rely on the main result of [22]. By [22, Theorem 2.10], there exist an
integer @, a constant C' and a fixed sequence &; ...,£g € X such that any
g € N with ||g||zy = R can be written in the form

Q
g=[[&" with z; € Z, |2;| < CFn (R).
1

Let w be the word over the alphabet ¥y U E]_Vl corresponding to this
product. On the one hand, for each i € {1,...,Q} such that & € Xn(j),
j =1, there are u € {uy,...,uy} and o € S; such that & = uou~'. Hence,
for such 7, we can write

& =uo®™ uwt

and each u is a product of uniformly bounded length at most K over
So. On the other hand, each & € X n(0) can also be written as a finite
product of uniformly bounded length at most K using elements in Sp.
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Using these decompositions in the product corresponding to w gives us a
word w’ representing of g over the alphabet Yo U 251 with

dego’(w/) < deguo’u_l(w)
if ¢ =uou™ € Bn()), ue {u1, .. yum}, 1 <j <k,

and
deg, (v') <2KQ + K Z |z;], if o € So.
i:£:€5 5 (0)
Hence,
VgeN, llglze <2KQ#XN(0)]gll5y-
The proof of Theorem 3.21 is complete. O
DEFINITION 3.22. — Let G be a group having polynomial volume

growth, p € P<(G,reg) and H;, ¢;, ®; as in Definitions 1.5 and 3.6. Refer-
ring to the notation of Definitions 3.16, 3.18 and 2.15, set

Foge =Fngn,
where F z,, Is the regularly varying function associated with (N, Xy, §n)

by Definition 2.15.

COROLLARY 3.23. — Referring to the setting and notation of Defini-
tions 3.16 and 3.22, we have

#{g € G:llgllse < R) = Fa5,(R).

Furthermore, there exist a finite sequence 0; € ¥\ X5(0), 1 <1i < Q, and
a constant C' such that, for any R > 1 and any element g of G satisfying
llgllze < R, there are elements g; € G,0<i< Q, andz; € Z, 1 <1i < Q,
such that

Q
9= QOHQ;-”L%
i=1
with
25| < CFg,(R), 1<j<Q and |g;|3, <CR, 0<i<Q.

Here |a|g, is the word length of the element a € G over the generating set
So.

Proof. — The volume estimate follows from Theorem 2.14 applied to
(N,3n,8n) together with Theorem 3.21. Theorem 2.14 also gives an ex-
plicit description of the function Fy 3z, = Fg 3.-

Similarly, to prove the product decomposition of an element g € G stated
in the corollary, we use the fact that any such g can be written hu with
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h € N and u € {uy,...,ur}. Obviously ||h|lz, < Cillgllz, and, by Theo-
rem 3.21, ||h]lgx < Co|lh|lz,- It then suffices to repeat the argument used
in part (2) of the proof of Theorem 3.21 to obtain the desired product
decomposition. O

COROLLARY 3.24. — Let G be a group having polynomial volume
growth, u € P<(G,reg) and H;, ¢;, ®; as in Definitions 1.5 and 3.6. We have

Ao () = 1/F1w), v=1 and p™(e) <1/F(n), n=1,2,...,
where F = Fg 3.

Proof. — Using both parts of Corollary 3.23, the stated result follows
from Proposition 3.8. O

4. Lower bounds on return probabilities

In this section, we derive sharp lower bounds for the return probability in
the case of random walks driven by measures p € P<(G,reg), when G has
polynomial volume growth. According to well-known results recalled with
pointers to the literature in Section 1.3, if F is a given regularly varying
function of positive index, we have the equivalence

Vo1, Apgu(v) <1/F ) <=Vn=12..., u®(e) = 1/F(n).

Accordingly, one of the simplest methods to obtain a lower bound on
1®™ (e) is to find a family of test functions, (g, R > 1, supported on a set
of volume F(R) and such that

€6, (Cr, CrR)
<R3

As p is a convex combination of measures which are either finitely sup-
ported (o) or supported by a subgroup H; and associated with a regularly
varying function ¢;, the following two lemmas will be exactly what we need.

<1/R.

Lemma 4.1 will be used in the proof of Lemma 4.2 to control test functions
constructed with the help of || - |5

LEMMA 4.1. — Let G be a group of polynomial volume growth. Let
Y =(s1,...,84) be a generating tuple of distinct elements and let § = {Fy :
s € ¥} be a weight function system so that each Fy and F; !t € C*([0,00)),
and Fy is an increasing function vanishing at 0 and of smooth regular
variation of positive index less than 1 at infinity. Fix A1, As and A3 > 1.
For any g, h € G, let w € ,2o(XUX™")? and R > 1 with h = w in G,

lglls < AR, |hllg < AR and F;'(deg,(w)) < AsR.
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Then, we have

R
— < _ .
llghlls = llgliz] < Cg(As, Az, A3) I??%{FU(R) degg(w)}

Proof. — Each F; ! is smooth at 0 and of smooth regular variation of
degree greater than 1, so that the derivative [F,; ']’ of F; ! satisfies
F-YT
sup {[F; 1} < C,==2 ( ), T >0.
[0.7) T

Let
Fy(t) - F7Y(Fy(Art) + Fo(Ast))
t(Fy(Art) + Fy(Ast))

If [|ghllg > llglls, let wy € U,Z (2 UX™1)? be such that

Cg(Al,Ag):max{Cs :sEE,t>O}.

lglls = max{F," (deg, (wy)}.
Set z, = deg,(wy) and y, = deg,(w), where w is as in the statement of
the lemma. We have, by Definition 2.4,
lghlls = llglls| = llghlls = llglls
< max {F ! (@o +y0) = Fy ' (20)}

Fa_l(FU(AlR) + FG<A2R))
F,(AR) + F,(AsR) 7

< coth | (577 o

If, instead ||ghllz < ||lgllg, run the same argument with ¢’ = gh and /' =
h~1 (and w replace by w~!, the formal word inverse of w). This gives the
same bound with A; replaced by A; + As. O

< Co

LEMMA 4.2. — Let G be a group of polynomial volume growth. Let
Y = (s1,...,8¢) be a generating tuple of distinct elements, and let § =
{Fs : s € £} be a weight function system satisfying (2.1) with Fs and
F7' € C1([0,00)) for s € X. Assume that Fy is an increasing function,
vanishing at 0, and of smooth regular variation of positive index less than
1 at infinity. Let F, = min{F, : s € X} be the smallest of the weight
functions. Let H be a subgroup of G of volume growth of index d with word
length | -|. Let ¢ be a positive increasing function on [0,00) which is also

regularly varying function of positive index, and set ®(t) = t2/ f(f d)zé,)ds
fort > 1. Let py be a probability measure supported on H and of the form
pr(h) < [(1+ |h))4é(1 +|h|)] L. Assume that there exists A such that, for
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any h € H, there is a word 0 := 0}, € |J;_ (X UX™")P such that h = 6 in
G and, for each s € ¥,
e cither V't > 1, it holds that AF, o F'(y/t) > ®~%(t), in which case
deg, (0) < Alhl,
e ordeg,(0) < A.
Under these hypotheses the function g — &r(g) = (R — ||g|lg)+ satisfies

€6 1un (Crs CR) < C
<R3 F.(R)?
Also, if pg is a symmetric finitely supported measure,

gG,Mo(CRvCR)< C .
I3~ Fu(R)?

Proof.

(1). — We first consider pi. Let W(R) be the cardinality of {g : ||g||z <
R}. Since (g is at least R/2 over {||g|lz < R/2}, we have ||Cr||3 < R*W (R).
We now bound

EGun (R CR) = Z|<R (gh) = Cr(9)[*mr ()

from above. Let

Q= {(g9,h) € G x H :(r(gh) + Cr(g) > 0}.

Obviously, the sum defining E¢ ,,(Cr,(r) can be restricted to 2 and, for
any given h,

#{g € G:(g9,h) € Q} <2W(R).
We split this sum into two parts depending on whether or not |h| > p where
p will be chosen later, and write

Z [Cr(gh) — Cr(9)|Pnm (h) < 2R*W(R) Z prr (h)

(g:h)€Q:|h|Zp |h|>p
< CR*W(R)/é(p) < CR*W(R)/®(p),

where we have used the simple fact that ¢ > ® in the last inequality, see
Remark 3.7. On the other hand, consider pairs (g, h) € Q with |h| < p with
p =@ (F.(R)?). This choice of p ensures that, for any o € ¥ such that
AF, o F7Y(\/t) = ®71(t) for all t > 1, we have deg, (f) < Ap. Thus,

Fy (deg, (0) < A'F; (V/3(p)) < AR

and R R
<A .
Fy(R) O-1(F(R)?)
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Since (g, h) € Q, it follows that all ||k||z, ||lgllz and ||gh||z are smaller than
A" R for some constant A” > 0. Combining all the estimates above with the
assumptions of the lemma (in particular, Fy is the smallest of the weight
functions) and Lemma 4.1 yields that

R R
Gatam) ~ a(o)| < llails ~ ol < & (1 + grcmgrs )
It follows that

> Krlgh) = Crl9)Ppm(h)

(g,h)€8:|h|<p

<sctwim) | 5 (e + g ) )

< 4C?R*W(R)

<02R2W(R)< L. P )

CoR*W (R)
© R(R)?

(2). — We next consider po. In the case of g, for (g,h) € €2, we have
|h| < C (because h is in the support of 119), and both ||g||z and ||gh|z are
smaller than (1 + C)R (because (g,h) € Q, h is in the support of py and
R > 1) for some constant C' > 0. Thus, it follows from Lemma 4.1 that

[Cr(gh) = Cr(g)l < Illghlls — llglls| < C (F*](%R)> .

Using this in computing Eq ., (Cr, (r) yields

2
S [€aloh) — Culo)Ppo(h) < ACTW(R) 3 7zl
(g,h)EQ [
2C R*W (R)
S F(R)?
Combining all the estimates above yields the desired conclusion. g
THEOREM 4.3. — Let G be a group having polynomial volume growth

and p be in P< (G, reg). Let H;, ¢;, ®; as in Definitions 1.5 and 3.6. Referring
to the notation of Definitions 3.16, 3.18 and 3.22, set F = Fg 3.,. Then,
we have

Ao () = 1/F~Hw), p™(e) < 1/F(n).

TOME 72 (2022), FASCICULE 3



1280 CHEN, KUMAGAI, SALOFF-COSTE, WANG & ZHENG

Proof. — By the results mentioned in Section 1.3, it suffices to prove

that
Ao u(v) < 1/F(v).
Corollary 3.24 provides the lower bound As ¢, (v) = 1/F~*(v) so it suffices
to prove the upper bound. Consider the weight function system associated
with (2¢,8q), where §¢ = {Fs,s € X} is as in Definition 3.16. Let
w(s) be the positive index of the increasing regularly varying function Fj.
By Proposition 2.11, there are functions Fj ; € C1([0,00)) for all s € ¢,
positive, increasing and of smooth regular variation of index strictly less
than 1 such that Fy | € C'([0,00)) and Fy, < F, 0 F~!, where F(t) =
(1+1)*" —1 and w* is chosen so that w* > max{w(s) : s € ¥g}. These
functions satisfy (2.3). Let (X¢,J¢,1) be the associated weight function
system and recall that, by construction,
lgllse = llall7,

Let Cr(g9) = (R — ||9llgc..)+- For each H;, ps, 1 <i <k, and s € S; (see

Definition 3.16), we have
Fy o F{}(Vt) < F, o F (V) = (1/A)F(t) > (1/A) ;' (1).

Here we have used the simple fact that, because of the definition of the
system F¢ based on the function ®;, F,(t) < min{t,v/t} (See Remark 3.7
and the definition of ®(). Further, since N; = H; N N is of finite index
in H; (See Remark 3.17). Hence, for any h € H,, there is a word 6 :=
O € Upeo(Xc U ¥5')? such that o = 6 in G and, for each s € ¢ \ S;,
deg,(0) < A.

It follows that we can apply Lemma 4.2 to i; and §1,¢. This gives that
for R > 1,

gG,Hi(CR7CR> < ¢
ICrll3 ~ Fi.(R)?
with Fy . (t) < ¢1/(<7) for all ¢ > 1; that is,
Eau, (Cr,CR)
ICrIIE RV

This holds for all i = 1,...,k, and also for ug. Hence it also holds for the
convex combination p € P<(G,reg); that is,

5G,M(CR7CR)< C
ICrIZ  — RYe"

Now, (g is supported in {[|g||g;, < R} which has volume

#1915, < R} = #{|l9]%. < R} < F(RY*"),

for every R > 1.

for every R > 1.
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thanks to Corollary 3.23. It follows that

1
Voz>1, Ayg,(v) = F (o)
The proof is complete. O
Remark 4.4. — Even in the simplest case when G is nilpotent, each H;

is a one parameter subgroup H; = (s;) C G and the measure yu; satisfies
pi(h) < (14 |h|)~17% with a; > 0, h = s? and n € Z, (i.e., the basic case
studied in [22]), Theorem 4.3 provides new results, since [22] gives complete
two sided bounds only in the case when all a; are in the interval (0,2) or
all «; are equal to 2.

Example 4.5. — We return again to the Heisenberg example (Exam-
ple 2.10), keeping the same notation. We let H; = (s;) (the subgroup
generated by s;) and ¢;(t) = (1 +¢)* with a; > 0 for 1 < i < 3. Let
W= 2?21 ;. Obviously, d; = 1 and, for ¢t > 1,

i if o; € (07 2),
Q;(t) << t?/log(1+1t) if oy =2,
t2 if a; > 2.

Introduce the two-coordinate weight system
(1/&%0) if 8% 7é 2a

Wi = Wi 1,Wi,2) =
(i1, i) {(1/2,1/2) if ;= 2.

Note that the natural order over the functions F,, = ®; ' (in a neighbor-
hood of infinity) is the same as the lexicographical order over the weights
w; = (w1, w;,2) and that
tw1,1+w2,1+w3,1 log(1+t¢ wi,2tw2 2tws 2 if w > w4+ w
F(t) - [ g( )] 3 1 2,
t2wiitwa)(log(1 4 ¢))2@r2twz2) if wy < wy + wa.

Theorem 4.3 tells us that

1 1
Aoz, (v) < F1(v)’ p(e) = F(n)

Next consider the case when ¢;(t) = (1 +t)2[log(2 + t)]% with 8; € R for
i=1,2, and ¢3(t) = (1+1t)[log(2+1)]? with B3 € R. In this case, for t > 1
and i =1, 2,
t2log(2 +t))% 1 if B < 1,
;(t) < S t?/loglog(4 +1t) if B =1,
12 if 8; > 1,
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and
Vit>1, Os(t) = tllog(2+1)]%.
We need to compare <I>f1<I>gl to @gl over (1,00).
Assume first that (1, f2 € (—00,1) so that

O ()51 () < tllog(2 4 )]~ P2/

and @3 (t) < t[log(241)] 7. When $(B1+ B2 —2) > B3, the function o5t
dominates and the volume function F associated with the weight function
system Fy, = <I>Z-_1 is the product F = <I>1_1<IJQ_1<I>§1. If, instead, %(61 + B —
2) < B3, then we have F = (&71®;1)2.

In the case when 1, 82 > 1, one can check that

g {@11q>21q>31 if By <0,

Tl (@R N2 if Bs > 0.

In all cases (including those not discussed explicitly above),
F=0,'®, max{®; ', & ®; '}

The following examples illustrate some of the subtleties related to the
treatment of groups of polynomial growth that are not nilpotent.

Example 4.6 (Infinite dihedral group). — Recall that the infinite dihedral
group D can be presented as (u,v : u?,v?). This means it is the quotient
of the free group F(u,v) with two generators by the normal subgroup of
F(u,v) generated by u? v? (and all the conjugates of these). Obviously,
2 = e. Since {u,v}
generates D, any element ¢g can be written uniquely as g = (uv)™u® with
n € Z and € € {0,1} and also as g = (uv)™v" with m € Z and n € {0,1}.
For instance vu = (uv)~!. The Cayley graph looks like this:

the images u, v of u, v in the quotient, D, satisfy u? = v

Figure 4.1. Dihedral group: w in blue, v in red.

This group is not nilpotent because the commutator of (uv)™ by w is
(uv)®™. Let z = uv and Z = (z), the subgroup generated by z. Since z has
infinite order, this is a copy of Z. It is also a normal subgroup with quotient
the group with two elements {0, 1}. From what we said before, any element
g can be written uniquely g = t"u° and this gives a description of D as the
semi-direct product

D =7 x {(u).
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Obviously (from the picture) D has volume growth of degree 1. The
subgroup Z is abelian (hence, nilpotent) with finite index. Even so this
example is relatively trivial, it already illustrates significant differences with
the nilpotent case.

For instance, it is easy to see that Theorem 3.9 does not apply as stated
to this group. Indeed, take p = (1/2)(p1 + p2) € P(D,reg) where uj,
Lo are associated to ¢1(s) = s, ¢a(s) = s*2 on the subgroups (u), (v),
respectively. Assume that 0 < a3 < ag < 2.

On the one hand, since u,v have order 2, it is obvious that this is just
a weighted version of simple random walk on A with generators {u,v}.
On the other hand, we can consider the norm | - | associated with the
system {u,v}, Fu(s) = (1 4+ s)/*1 — 1, Fy(v) = (1 + s)/*2 — 1. That
would be the norm used in Theorem 3.9 if A was nilpotent. Obviously, the
element g = (uv)™u® as norm ||g|| =< (Je| + |n|)*2. If they where applicable,
Theorems 2.10 and 3.9 would say p(*™ (e) < n~1/ whereas, obviously,
P'(Qn)(e) = n~1/2.

Why is it the case that such situation does not appear in the nilpotent
case treated in Theorems 2.10 and 3.97 The reason is algebraic, namely, in
any finitely generated nilpotent group, the torsion elements form a finite
normal subgroup and torsion elements cannot play a significant role in
computing the type of length considered in Theorem 2.10. Obviously, the
dihedral group D is very different from this view point.

Example 4.7. — The goal of this example is to construct a multi-dimens-
ional version of the dihedral group above which will illustrate how our
results apply to groups of polynomial growth that are not nilpotent. Let
A be generated by s,s’,t, ¢ which are all of order two (involutions) and
which satisfy the following commutation relations

tt =t't, ss' =s's, s't' =t's’, stst’ = st'st, sts't = s'tst, st's't = s'tst’.

Technically, this means that A is the quotient of the free group generated
by four letters s, s’,t,t by the normal subgroup generated by the indicated
relations which are all commutation relations between two elements: ¢ and

t' commute ([t,t] = 1), s and s’ commute ([s,s’] = 1), s’ and ¢ com-
mute ([s',t'] = 1), st and st’ commutes ([st, st'] = 1), st and st commute
([st,s't] = 1), and st’ and s't commutes ([st’, s't] = 1). The next lemma

gives a concrete description of this group. But in the present case it is
possible to obtain a good picture of what happens.

There are three homomorphisms onto the Dihedral group D, 11,19, 93,
obtained by sending the pair (s',t) (resp. (s,t), (s,t’)) to (u,v) and all other

TOME 72 (2022), FASCICULE 3



1284 CHEN, KUMAGAI, SALOFF-COSTE, WANG & ZHENG

generators to the identity. For instance 1, is obtained by looking at the
homomorphism ¢ from the free group Fy (with four generators t,t,s,s’)
onto D which send s’ to u, t to v, and the other generators to the identity.
By construction, the kernel of this homomorphism contains the defining
kernel Na of the group A = F4/Na. It follows that 1 descends to an sur-
jective homomorphism ; : A — D. We get one such homomorphism for
each pair (s',t), (s,t) and (s,t’). This proves that the commuting elements
st,st’ and s't each have infinite order. There are also three copies of the
dihedral group (s',t), (s,t) and (s,t') in A.

LEMMA 4.8. — Any element g of A can be represented uniquely in the
form

g = (s't)" (st)"(st')"*s%, €€ {0,1}, ni,na,n3 €Z

and the commuting elements s't, st, st' generate a copy of Z3 as a subgroup

of A.

Proof. — Existence of (n1,ns,ns,e) can be proved by induction on the
length of words on the generators s,s’,t,#. For this, it suffices to check
that if g has the desired form, then we can also write gs, gs’, gt, gt’ in the
desired form. This is easy for s (!) and . If € = 1, it is also easy to move ¢
through since st commutes with st’. If ¢ = 0, move ¢ by writing ¢ = (¢s)s.
Finally, s’ commutes with s and ¢ so that

gs' = (s't)" (st)™2s'(st')"3s° = (s't)" (st)™*(s't)(ts)s(st') ™3 s°
_ (S/t)nl +1(St)n2—1(st/)né 88,7
where, on the right, we have used the fact that s(st’)"ss® = (st')"ss° since
any element in < s, > can be written in that form (of course, one can
also compute explicitly (n},e’) as a function of (ns,¢)).

To prove uniqueness, assume an element g in A can be written in two
different ways (n1,na,n3,€) and (nf,nh, nk,e’) or, equivalently,

S5 (5™ T (st)" T (st) 0 ST = 1in A

We consider the images of this by 1, 12, 3. It will be useful to note that in
D = (u,v), u"(uv)*u" =1 implies k = 0 and also v (uv)*v" = 1 implies
k = 0. Taking the image by i gives

0”2 (uv)™ ~"19™ =1 in the dihedral group.
This implies n; = n}. Taking the image by 2 gives

’ ’ ’
ue (’U/U)n2 n2un3 nz+e =1
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in the dihedral group which implies ny = n}. Finally, taking the image by
13 gives

’ ’ ’
ua +nz2—ny (UU)n37n3UE — 1

in the dihedral group which implies ng = nj. Obviously, we also must have
e=¢. O

Next we show that this writing is (almost) minimizing the degree of each
of the generator s,t,s’,t in a word representing g. For this, we first need to
observe that for each element w in the dihedral group (u,v : u?,v?), there
exists a smallest n > 0 such that w = w,, with w,, = (uv)™ or wy, = (uv)™"
or Wy, = (uw)"u or w,, = (uv)~ "v. Moreover, if w is any word over {u, v}
such that w = w then we have

(4.1) deg, (w) > deg, (wy), = u,v.

This fact is nothing difficult. Each element of D is, uniquely and minimally,
a product iterating between u and v. The four cases mentioned above are
exactly the cases when w starts with u and finishes with v, starts with v
and finishes with u, starts with w and finishes with u, and starts with v
and finishes with v.

Now, for any word w over {s,t,s’,t'} representing g = (n1, ne, ng, <) and
i=1,2,3, let 1;(w) be the word obtained in an obvious way by cancelling
those letters that are sent to the identity by ;. Note that the word ), (w)
represents the element v;(g) in the dihedral group. For = = s,t,¢',t/, we
have

deg, (w) > degy, ) (1hi(w)) > |ni| — 1

because, for instance, 1a(g) = ™1 (st)"25™37¢ = 1M (st)"25" with 51,12 €
{0,1}. Compare with (4.1) to obtain the desired result. Note that the previ-
ous inequality is optimal since in order to write ¢ in the form (nq, ne,ns, )
we have to write t = tss = (0,—1,0,1).

Let

01 = s't, O = st, O3 = st’
be the generators of the subgroup Z3 = (1,02, 03) in A. Let
Hy = (s',t), Hy = (s,t), H3 = (s,t')
be the three copies of the dihedral group. Pick

ar, az, a3 € (0,2) and ¢;(t) = (1+1)*.
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Let p; be a measure supported on H; with p;(h) < [(1+|h];)¢s(1+]h|:)] 71
and

p=(1/3)> pi € P(A,reg).
1

If A were nilpotent (it is not!), we would obtain an appropriate geometry
by setting ¥ = {s,s,t,t'}, w(oc) = max{1/a; : i € {j : 0 € H;}}, and
F,(t) = (14t)*(®)—1. (See Definition 2.4). Here we have picked a generating
set for each H;, assigned the weight 1/«; to the generators coming from H;,
reduced to ¥ to avoid repetition and picked the highest available weight
for each o € ¥. We can compute the associated geometry. We have

w(s) =max{l/as,1/as}, w(t)=max{l/a1,1/as},
and w(s') = 1/ay, w(t') = 1/as. Set
wy = min{w(s'),w(t)} = 1/ay,
(t)} = min{max{1/ag, 1/as}, max{1/a1,1/as}},
("} =1/as.

Note that wy = 1/aq if and only if @ < max{a;, az}. By inspection, using

wo = min{w(s),w

w3 = min{w(s),w

the lower bound on degrees derived above in terms of the |n;|, we find that
if ¢ is represented by (n1,nq,ns3, ), we have

lolls = max{lmn |1, na [, g/, e}
Accordingly,
#{HQHS < R} = RWitwatws

However, this quasi-norm is not appropriate to study the measure pu.

Now, let us follow carefully Definition 3.16 in order to obtain a quasi-
norm that is adapted to the study of the random walk driven by u. As a
normal nilpotent subgroup N with finite index in A, we take

N = Z3 = <S/t, St, St/> = <91, 92, 93>

We obtain N; = N N H; = (#;) with generating set S; = {6;}. We pick a
generating set Sy = {s,t,8',t'} of A. We form Yo = {61,602,05,,s,t,5,t'}
equipped with the weight functions system §a,

Fo(r)=Q+r)Y> -1, i=1,2,3,

and
F,(r) = Fy(r) = Fy(r) = Fy(r) = min{r,r'/?}.
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In this system, we can compute (this takes a bit of inspection) that if g is
represented by (n1,ne,ns,e) then

lgllz = {Inal "/, a2, na|*/e2, |el}

and #{||gllz, < R} < R with d = Z‘:’ 1/a;. Regarding the random walk
driven by u, we obtain

Ao u(v) = o™ V4 ) (e) < n .
Example 4.9. — Consider semi-direct product G = Z x , Z? where k € Z
acts on Z?2 by p* where p(n1,n2) = (—n2,n1) (i.e., pis the counter-clockwise

rotation of 90°). Concretely, the group elements are elements (k, nq,ns) of
Z? and multiplication is given by

(k,nl,’l’LQ) . (k/an/lan/Q) = (k + k/amlamQ)a
where
m = (m1,ma) =n+ pt(n'), n = (n1,n2), n’ = (n,nh).

This group is not nilpotent, but it is of polynomial volume growth of
degree 3 with normal abelian subgroup N = 47 x Z? because p* = id. Let
s,v1, vy be canonical generators of Z and Z2. Consider the subgroups

H1 = <45,’L}1>7 H2 = <4S,’U2>,

and set ¢(t) = (1 + )%, a; € (0,2), i = 1,2. Let
3

p=(1/3)3

0
with po = %1{5,571} and
wi((kyna,me) < (14 k|4 i) "2 %1y, i=1,2.
We now describe the geometries §¢ and §ny which are such that
I9llse = llgllzy forallg e N

and are compatible with the random walk driven by pu.

For S; (a generating set of NN H; = H;), we take S; = {4s,v;}. For Sy, a
generating set of G, we take Sy = {s,v1,v2}. We obtain X = {s,4s,v1,v2}
with associated F, functions Fi(t) = min{t,t'/?} < (1 +t)*/? — 1 and

Fis(t) = (1 4 t)ymaxt/ant/ask _q ¢ (1) = (14 ¢) /o — 1.
Set o = min{a, as}. By inspection, for g = (k,n1, ng),

[(k,m1,n2) |56 = max{[k|*, [na|*, [na|*}.
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The same power o appears for both ni,ny because of the use of the rota-
tion p.
Regarding the associated geometry on N, we take =y = {4s,v1,v2), and

Zi = {4s,vi, p(vi) = tvj, p*(v;) = —vi, p*(03) = Fus}, i # 4, 6,5 € {1,2}.
This gives ¥ = {4s,v1,v2} and
F,(t)=(1+ t)l/o‘, o = 4s,v1, V.
For g € N with g = (4k,n1,n2),
[[(4k, 1, n2) 55 = max{[k[%, |n1]%, |na|*}.

This confirms the fact that ||g|lz. < llgllgn When g € N. Regarding u, we
have
Ao pu(v) = v™3 pM(e) xn=3/

5. Pseudo-Poincaré inequality and control

We now turn to the extension of some results in [24] to random walk
driven by measures 1 € P<(G, reg), when G has polynomial volume growth.
Some of these applications are new even in the case of nilpotent groups.

We recall two definitions from [24] and a general result involving these
definitions. Note that these statements involve the more restrictive notion
of norm rather than the one of quasi-norm.

DEFINITION 5.1. — Let u be a symmetric probability measure on a
group G. Let ||-|| be a norm with volume function V. Let r : (0,00) —
(0,00) be a continuous and increasing function with inverse p. Let (X,)&°
be the random walk on G driven by p.

o We say that p is (|| - ||, r)-controlled if the following properties are
satisfied:
(1) For all n, p®™(e) < V(r(n))~*.
(2) For all € > 0 there exists v € (0,00) such that for all n > 1,
. (s (1) > 9r(n) <
0<k<n

e We say that p is strongly (|| - ||, 7)-controlled if the following prop-
erties are satisfied:
(1) There exists C € (0,00) and, for any x > 0, there exists c(k) >
0 such that, for alln > 1 and g € G with ||g|| < kr(n),

c(r)V (r(n))) ™ < p®(g) < CV(r(n))~".
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(2) There exist €,7v1 € (0,00) and 2 > 1, such that for all n,T
with 1p(r/n) < n < plr/),

inf P, ( sup {|Xgll} < yor; | Xn|l < 7') > k.
x|zl <7 0<k<n

PROPOSITION 5.2 ([24, Propositin 1.4]). — Let || -|| be a norm on G.
Assume that r : (0,00) — (0,00) is continuous and increasing with in-
verse p and that the symmetric probability measure p is strongly (|| - ||, )
-controlled. Then, for any n and T such that y17(2n) > 7, we have

inf PI( sup || Xkl < y2r; | X0 < T> > glt2n/p(r/m),
x|zl <7 0<k<n

Another key notion is that of pseudo-Poincaré inequality (see [9]).

DEFINITION 5.3. — Let G be a discrete group equipped with a symmet-
ric probability measure v, a quasi-norm ||- || and a continuous increasing
function r : (0,00) — (0, 00) with inverse p. We say that v satisfies a point-
wise (|| - ||, 7)-pseudo-Poincaré inequality if, for any f with finite support
on G,

Vged, Y |fzg)— (@) < CplglDES, F)-
zeG
PROPOSITION 5.4. — Let G be a group of polynomial volume growth

and p1 € P<(G,reg), see Definition 3.9. Let (X¢, §¢) be a geometry adapted
to p as in Definition 3.16. Then the symmetric probability measure p sat-
isfies a pointwise linear (i.e., r(t) =1t) || - ||z, -pseudo-Poincaré inequality.

Proof. — This follows from Proposition 3.3 and Corollary 3.23 via a
simple telescopic sum argument and the Cauchy—Schwarz inequality for
finite sums. O

THEOREM 5.5. — Let G be a group of polynomial volume growth and
w be a probability in P<(G,reg). Let (X¢,T¢) be a geometry adapted to
w as in Definition 3.16. Let

F=Fgs.

be as in Definition 3.22. Let §¢ 2 be a system of functions related to the
system §¢ as in Proposition 2.11 (c) so that, for each o € ¥,

Fy 5 is convex, Fy, < Fyo F~' and Fity=(1+t* -1

with w, > 0 as in Proposition 2.11. Then || -||3., is a norm on G, and it
satisties | - ||zq, = || - I5;, over G. Set

V(R) = #{ll9lsc.. < R}-
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With this notation, the following properties are satisfied:
(1) For all R > 1, V(R) < F(RY“+) and, for all n,
M (e) =< 1/F(n) < 1)V (n**).

(2) There exists a constant Cy such that, for all g € G, f € L*(G),
1/ws
> 1f(g) — F@)* < Cullglly€n(f ).

zeG

(3) There exists a constant Cy such that, for allmn,m € N and z,y € G,

1/2w,
m I3 .
™ (y) = p (@) < Co | -+ \/52 1™ e).

(4) There exists n € (0,1] such that, for all n > 1 and g € G with
I9ll5c.. < nn**, we have

pM(g) = 1)V (n*").

(5) The symmetric probability measure ju is (|| - |34, , 7)-controlled with
r(t) = t~.

(6) The symmetric probability measure p is strongly (| - ||z ., r)-contr-
olled with r(t) = t¥~.

Proof. — The first two items are results that have already been proved
above and which are now stated in terms of §¢ 2 instead of . The point
in doing this is that |- |z, is a norm whereas [ - |5, might only be a
quasi-norm. The third item (regularity) follows from the first two and Ap-
pendix A, see Proposition A.3. Item (4) immediately follows from (1) and
(3).

Given the relation between || - ||z, and || - ||z, ,, item (5) follows from (1),
the estimate on As ¢, stated in Theorem 4.3 and [19, Lemma 4.1].

To prove item (6), observe that the norm | - ||z, is well-connected in
the sense of [24, Definition 3.3] (this is a rather weak property satisfied by
any such norm), and that the pointwise pseudo-Poincaré inequality stated
as item (2) holds. Because of these properties and [24, Proposition 3.5],
(Il - I3 2> 7)-control (that is, item (5)) implies strong (|| - |z, 7)-control
(item (6)). O

Note that, by the symmetry of p, ||p®™ | = u"(e). Since n
140l s is obviously non-increasing, the on-diagonal estimate in Theo-
rem 5.5 (1) implies

(5.1) 11 loe = 1/F (n).
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6. Holder continuity of caloric functions

In this section, we place ourselves in the context of Theorem 5.5. Namely,
we consider a group G, finitely generated and of polynomial volume growth,
equipped with a probability measure p € P<(G,reg). Having chosen a nor-
mal nilpotent subgroup NV of finite index in GG, we construct the quasi-norm
Il -l as in Definitions 3.16 and the associated function F = F¢ 5 intro-
duced in Definition 3.22 so that #{g €: ||g9/lzs < R} < F(R), see Corol-
lary 3.23. Consider further the norm |- ||z, and positive real w, as in
Theorem 5.5 so that |||z, < |- |55 For any 2 € G and r > 0, let

G

B(z,r) ={2 € G: ||z 2|54, <7}
Also, for any x € G and A C G, let
HxilAHSG,z = ;22 ”xilyngcz

denote the distance between 2 and A with respect to || - |-

The goal of this section is to prove the Holder regularity of bounded
solutions of the discrete parabolic equation (1.1). More precisely, given a
(discrete) time interval I = [0, N] and a subset A of G, we say that a real
valued bounded function ¢ defined on I x G is a solution of (1.1) in I x A if

gin+1,2) —g(n,x) =[q(n, ) * (p—3))(z), n,n+1el, xzeA,
or, equivalently
gin+1,2) =q(n,-)xp(x), nn+lelxzeA

for all n with n,n+1 € I and all x € A. Note that this definition requires
q to be defined over all of G at all times in I. This is natural in the present
context since, typically, the measure p has infinite support. Because such
a solution ¢ is bounded and defined for each k € I on all of G, it is always
possible to extend it forward in time.

Let (X,,)5° denote the random walk driven by p started at Xo. For any
subset A C G, define

Ta=inf{n>0:X,, ¢ A}, oa=inf{n>1:X, € A}.

The argument developed below is mainly based on that of [2, Theorem 4.9],
which in turn is the discrete analog of that for [6, Theorem 4.14], and makes
use of the following notion of caloric function (we followed the definition
from [2, 6], though co-caloric might be more appropriate, see [11, p. 263]).

Let T = Z, x G. We will make use of the T-valued Markov chain Zj, :=
(Vi, Xi) where Vi, = V 4 k. Write Py; ;) for the law of Z started at (i, x)
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and let .%#; = o{Z), : k <i}. A bounded function u(k,z) on Y is said to be
caloricon D C Y, if k — u(Vinrp, Xkarp) is @ martingale, where

™D :inf{k Z 0: (Vk,Xk) ¢ D}
In the case Vo = 0 and D = I x A = [ky, ko] X A, k1 < ko, the condition
that k& — w(Viarps, Xearp ) is @ martingale is equivalent to

ulk—1,z) = [u(k, ) x p)](z), k,k—1€l, x € A.

This is the “backward version” of the parabolic discrete equation (1.1) in
the sense that, for any N, ¢(k,z) = w(N — k,z) is a solution of (1.1) in
Jx A, J =[N — ko, N — k1] (and vice versa). In particular, for any fixed
integer N and bounded function f on G, the functions

(k,2) — pN "M () and  (k,z) — f* NP ()
are caloric functions on [0, N] x G.

LEMMA 6.1. — Given any ¢ > 0, there exists a constant k := £(6) > 0
such that for any x,y € G, A C G with min {||z 7" Al|54,. Iy Allge.} =
kn“* and any n > 1,

P.(X, =vy,04 <n) <J/F(n).
Proof. — By the strong Markov property of X,, and (5.1), we have

P.(Xn=y,04 <[n/2]) =Bz |1{5,<m/2yPx,, (Xn—041 =)

C1

S Fn )t ea <2
C2
< WPI(JA < [n/2)).

Furthermore, due to Theorem 5.5(5), by choosing x := k(J) > 0 large
enough, we have

P, (04 < [n/2)) <P, ( sup o Xillgn > m“*> < 3/(2e2),
0<k<[n/2]

which yields that

(6.1) P.(X, = y,04 < [n/2)) < 3/(2F(n)).

We now consider P, (X,, =y, [n/2] < 04 < n). If the first hitting time of
A is between time [n/2] and time n, then the last hitting time of A before
time n is larger than [n/2]. So, setting 54 = sup{k < n: X}, € A}, we have

P, (X, = 9.[n/2) < oa <n) <P, (Xy =y.[n/2] <4 <n).
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We claim that by time reversal,
P.(X, =y,[n/2] <oa<n)=Py(X, =z,04 <n—[n/2]).

To see this, observe that the symmetry of the transition probability
p(x,y) := p(z~1y) implies that we have, for any [n/2] < k < n,
Pw(Xk = Zkan-&-l = Zk+1, e ,Xn = y)
= pr(2, 21)p(2k, 2641) - - P(Zn-1,Y)
= Py(Xl = Zn—1y--+, Xn—k = ZkaXn = I’),

where py(z,2) := Po(Xp = 2) = p® (27 1y). Summing over all z;, € A and
Zktls- -5 2n—1 ¢ A, we have

Pm(Xk € AvXk+l ¢ Av s aanl ¢ AaXn = y)
= Py(Xl §é A7 o, Xk ¢ A,Xn_k S A, X, = x)
Further, summing over [n/2] < k < n, this yields that
P,([n/2] <oa<nX,=y)=P,(0< 04 <n-—[n/2,X, =uz).

This proves the desired assertion. Arguing as in the first part of the proof,
we find that

P,([n/2] <04 <n, X, =vy)
=P, (0< 04 <n—[n/2],X, =x) <I/(2F(n)).

Therefore, the lemma follows from the estimate above and (6.1). O

PROPOSITION 6.2. — Let n € (0, 1] be the constant in Theorem 5.5 (4).
For all n > 1, there exist constants ¢; € (0,00) and 6 € (0,1) such that
for any z,y,z € G with max {||z7'2|/5¢., 1y 2l56..} < nn**/2 and r >

(n/0)<,

_ C1
P, | X,.=y, sup ||z 1Xk < r) > .
T < n ,nggn ” HSG,Q F(n)

Proof. — Note that since ||z 'y|lzo, < o7 2|50, + vtz
nn¥+, we have by Theorem 5.5(4) that

Fa,2 <
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Let § = ¢o/2 in Lemma 6.1. Then for all r > (k + 1)n¥* (where & is the
constant in Lemma 6.1 associated with this ¢), we have by Lemma 6.1 that

Px(Xn =Y, sup ||271Xk||gc‘2 < T)

RN

= Px(Xn = y) - P:r(XTL =Y, Sup ||Z_1XkH3G,2 > T)

IR

> P, (Xn=y) — Po(Xn =9,0B(:,r) <n)
2 ¢o/(2F(n)),
where in the last inequality we used the facts that
a7 B2, 1) g = 7 = 07 2ll50 = (K +mn® —gn® /2 > kn
and, similarly, |ly~'B(z,7)|5s., = wn*. This proves the desired assertion
with 0 = (k + 1)71/«-. O

The following is an immediate consequence of the last proposition.

COROLLARY 6.3. — Let n € (0,1] be the constant in Theorem 5.5(4).
There exist constants 8 € (0,1) and ¢; > 0 such that for every z € G,
n > 1, and A C B(z,nmn%~/2),

#A w
P, (Xn € A, TB(z,(n/6)~=) > n) > ClW for every x € B(z,nn®* /2).

The following is a key proposition concerning the space-time process
Zy = (Vie, X)) = (Vo+k,Xy) on T =Z, x G discussed before Lemma 6.1,
which will be used in the proof of Theorem 6.8.

PROPOSITION 6.4. — Let 7 € (0,1] be the constant in Theorem 5.5 (4),
and 6 € (0,1) be the constant in Corollary 6.3. Let m be the counting
measure on Y, and set

(6.2) Co = 25T4 /(n(@ A O“)) and Oy = nf»+ 21 T4,

For every § € (0,1) and v > Cy, there is a constant c¢g = co(5,Cq) > 0
(independent of ) such that for any xo € G, ng > 0, R > 1 with @RY*» > 1
and

AcC [no + {20(71%)1/%] no + [ 9(73)1/w*] + [GRl/”*}] x B(xo,C17R)

satisfying
m(A) > 6,
[ORY/<-] - 4 B(x0, C17R)

we have

P.(0A < TQ(ng,z0,vR)) = Co for every z € |ng,no + [ORY“*]| x B(xo,R).
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Here Q(ng, xzo,r) := [no,no + [Hrl/“’*]] X B(xg,r), and by abusing the no-
tation, o4 :=inf{k > 1: Z; € A}.

Proof. — First note that by the definition (6.2) of Cy, Cy = 8“<+1/(n(OA
0“+), and so for any v > Cy,

[O(yR)"/“] > 8[OR/“"].
Let A be the subset of T = Z, x G in the proposition. For j € N, let
Aj ={z € G: (j,z) € A}. There exists some

ke not 5000 |+ S0 R + or ]

so that
m(A)
Note that for any z = (n,z) € [ng,no + [IRY**]] x B(zo, R),
1
(6.4 SOOR > k= n > L[0GR))

In particular,
(6.5) nk—n)*/2>CiyR>24R and ((k—n)/0)”* <~R.
It follows from Theorem 5.5(1) and (6.4) that #B(zg,vR) < F(k —n).
Hence we have by (6.3), (6.5) and Corollary 6.3 that

P2y (04 < TQno.zonR)) = Pu(Xkon € Ap, TB(wy vr) >k — 1) = co.
This completes the proof of the proposition. a

The following is a special case of the Lévy system formula for Markov
chains. For any (k,z) € T and A C T, define Na(k,z) = P ) (X1 €
A(k+1)) if (k,x) ¢ A and 0 otherwise.

LEMMA 6.5. — For the Y-valued Markov chain (Vj, Xi), let A C T and
n—1

Jn = 14(Vo, Xp) = 1a(Vo, Xo) = Y Na(Vi, X,).
k=0

Then {Jpno,;n € N} is a martingale.
Proof. — See [3, Lemma 3.2] for the proof. O

We also need the following lemma.
LEMMA 6.6. — For r > 0, there exists a constant ¢y > 0 such that

Ew (TB(z,r)) g Clrl/w* .
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Proof. — By (5.1) and Theorem 5.5 (1), for any x,y € G and n > 1, we
have

P, (75(rr) > 1) < Py(X, € B(z,7)) < = F(r!/=).
’ F(n)
By taking n = cor'/“* for a proper constant c¢s > 0, Py, (7B >n) < 1/2.
Using the Markov property at time kn for k =1,2,...

Pa:(TB(a:,r) > (k' + l)n) < E; (Pan (TB(m,r) > n); TB(z,r) > k:n)

1
< §Px(TB(m,r) > kn)

By induction,
PI(TB(I,,.) > kn) < o=k
for kK =1,2,.... With this choice of n, we obtain that

oo
E.TB(2,m) anP —1)n < Tg,rm < kn) < nZka_l =:cn
which proves our result. O
PROPOSITION 6.7. — There is a constant ¢ > 0 such that for any s > 2r
and x € G,

r 1/ws
Py(Xry,, ¢ Bls) <o (5)
Proof. — Applying Lemma 6.5 with A = Z x B(z, s)¢ at stopping times
N A Tg(z,r) and then letting n — oo, we see that

TB(z,r)—1

Pm(XTB(z,r) ¢ B($, 8)) =E, Z NB(x,s)c (Xk)

k=0
TB(xz,r) 1
S U R DRy
k=0 yEB(z,s)°
< ECDTB(I,’I") sup Z :u’(z_ly)
2€B(z.7) yEB(z,s)¢

< Cl,rl/o.)*sfl/a.)*’

where in the last inequality we used Lemma 6.6 and the fact that
(6.6) Z pw(h) < ecor Ve >0,
Ihlls g 02T

Note that, (6.6) can be obtained following the same line of reasoning as
for (3.2), by using Theorem 5.5(1), |- [l3q. = |- Fns = ®; ' (see
Definition 3.18) and Remark 3.7. O
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From now, we take 6 € (0,1) and Cy, C be the constants in Corollary 6.3
and (6.2), respectively. For n € N, z € G and r > 1 with #r'/“+ > 1, define

Q(n,x,r) = [n,n+ [0r'/*]] x Bz,r).

The proof of the following theorem is similar to the proofs of [6, Theo-
rem 4.14] and [2, Theorem 4.9]. We remark that we also took this oppor-
tunity to correct an error in selecting subsets A and A’ in the proofs of [6,
Theorem 4.14] and [2, Theorem 4.9]. Such a correction was previously made
in the proof of [7, Theorem 6.3] on Holder regularity of caloric functions for
certain diffusion processes. Our proof is based on Propositions 6.4 and 6.7.

THEOREM 6.8. — Let Cy > 0 be the constant in (6.2). There are con-
stants C > 0 and 8 > 0 such that for any R > 1 with RV > 1
(where 0 is the constant in Corollary 6.3) and bounded caloric function g
in Q(0, 9, CoR) = [0, [8(CoR)Y/“*]] x B(xo, CoR), we have

- B
[ma —ma[** + ||z 1yllsc;,z)

a0ms,2) ~ aoma, )] < Cllle .
for all (mlax)7 (mQay) € Q(O,.’EO,R), and

lgllco = sup q(i,z).
(1,2)€[0,[0(Co R)L/#+ || x G

In particular, we have

Wi B
5 W) = ey < ¢ (et s
z€G LN

for all y € G and m1,mo > ng > 1.

Proof. — Recall that Z, = (Vi, Xy) is the space-time process of X,
where V, = V) + k. Without loss of generality, assume that 0 < ¢(z) <
llglloe = 1 for all z € [0, [0(CoR)"/“*]] x G.

By Proposition 6.4, there exists a constant ¢; € (0, 1) such that if zy € G,
no =0, r > 1 with 8r'/“+ > 1, v > C, and

1 1
AcC [no + [29(77")1/‘“*] ,no + [29(77«)1/%] + [GTI/W*]:| x B(zg, C1yr)
satisfying
m(A)
> 1/3,
[0r1/««] - #B(z0, C1yr) /
then

(6.7) P.(0a < TQno,zoyr)) = €1 for z € [no,no + [97‘1/‘”*]} x B(zg, ).
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Here C; = n#* /214« € (0,1) as defined in (6.2), where n € (0,1] is
the constant in Theorem 5.5(4). On the other hand, according to Propo-
sition 6.7, there is a constant ¢ > 0 such that if any € G, and s > 2r,
then

(6.8) PI(XTB(M) ¢ B(z,s)) < 02(7“/5)1/‘”*.
Let ng =1 — (¢1/4) and
p=Cyt A (10/2)“ A (cimo/(8ca))® < 1.

Note that for every (ng,z) € Q(0,z0,R), q is caloric in Q(ng,z, R) C
Q(0, 29, CoR). We will show that

6-9 sup  q—  inf_ g<nh
o Q(no,x,p?* R) Q(no,z,p?* R) =0

for all k < Ky, where Ky is the largest integer k so that 8(p*R)Y/«- >
1. For notational convenience, we write @Q; for Q(ng,z,p'R) and 7; =
TQ(no,x,piR)~ Define

a; = supgq, b; = inf q.

2i 21

Clearly b; —a; < 1 < nj for all i < 0. Now suppose that b; — a; < nj for
all © < k and we are going to show that byy1 — ary1 < nISH as long as
k+1 < Ko. Observe that Qaxy2 C Qart1 C Q2r and ap < ¢ < by on Qag.
Define

1 1
Q/2k+1 _ |:7”L0 + |:20(p2k+1R)1/w{| 1o +|:20(p2k+1R)1/w{|+ [9(p2k+2R)1/w*}
X B($0,01p2k+1R)
and

A= {z € Qhyyy : q(2) < (ar +by)/2} .

It is clear that @5, ., C Qak4+1. We may suppose that

m(4) >1/2
[0(p2k+2R)1/w*] . #&B(xo7 C’lp2k+1R) = .

Otherwise, we use 1 — g instead of ¢q. Let A be a compact subset of A’ such
that
m(A)
[0(p2k+2R)1V/w+] - #B(x0, C1p?*+1R)

>1/3.
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For any given 79 > 0, pick 21,22 € Qa(x+1) 50 that g(z1) = bry1 — € and
q(z2) < ag+1 + €. Then, according to (6.7), (6.8) and (6.9),
b1 — ap41 — 2¢
< q(21) — gq(22)
=B [0(Zoanrani) — a(22)]
=E. [0(Z5,) — q(22);04 < Top41]
+E. [¢(Zry 1) — a(22);04 > Topt1, Zryyry € Qo)

+ ZEzl T%H - Q(Z2); OA Z Tok41, Z72k+1 € QQ(k—i) \QQ(k+1—i)]

a +b
< ( : 2 = - ak) P. (04 < Torg1) + (bk — ap)P2, (04 2 Topt1)

+ Z(bk—i —ap—i)P. (Zryyr & Qaglr1—4))
=1

P. < ‘
< (b — ag) (1 - 1(0‘4 o ) + Zcm P o)t

(1= c1/2)ng + 2canp ™ p'/
(1—c1/2)n5 + cang /4 =np ™+
Since ¢ is arbitrary, we have bx41 — agpy1 < ng
claim (6.9).

For z = (i,2z) and w = (j,y) in Q(0, zo, R) with i < j, let k be the largest
integer such that

<
<

+1 and this proves the

Iz = wil == (17 = il/0)* + ll2™ Yllgq . < p**R.
Then log(||z — w||/R) = 2(k + 1) log p, w € Q(n, z, p** R) and

1 21
B k. klogmo |z — w) ogno/(21og p)
|Q(Z) Q(w)| <y =e < c3 7R .

This proves the first desired assertion.

Fix ng > 1, Ny > 2 and a bounded function v on G with ||u]e = 1.
Set q(n,x) = >, u(2)pNny—n(2, ) = ux pNo=™)(z). This function g is
a caloric function on [0, Ny — ng| (for example see [6, Lemma 4.5]), and
is bounded above by ||u|lcc = 1. Take R > 1 such that “~R = ng*.
(Note that in particular OR'Y/“+ > 1 so the first assertion will apply.) Let
my,ma € [ng, No] with my > mgy and z1, 22 € G. Assume first that

(6.10) my = ma|** + a7 2o||5e,, < 047 R = ng"
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and so (Ng — ma,x2) € Q(Ng — my,x1,R) C [0, Ng — ng] x G. Applying
the first assertion to this caloric function g(n, ) with (No —mq,21), (No —
ma, x2) and Q(Ng —mq,z1, R) in place of (mq,x), (ma,y) and Q(0, zg, R)
respectively, we have

) g me) s — c Wa - B
s p ™ (271 2) —un pl™2) (y712)| < + a1 woll56 )

= Bw.
L)

(Jm1 —mo

This inequality is also trivially true when (6.10) does not hold. So the
inequality above holds for every mi,ms € [ng, No| and 1,25 € G for all
ng = 1 and Ny > 2. This proves the second assertion after taking the
supremum over all u with |Ju]|e = 1. O

Remark 6.9. — From (6.8) we can get that

m m Wy — ﬁ
) (z) — pm2) ()] o ER S

c
< —F—— (lm1 —mg
< ) |

for any x,y € G and my, mo > ng > 1. However, this assertion is weaker
than that in Theorem 5.5(3).

As an easy application of Theorem 6.8, we have the following. Recall that
G is a finitely generated group of polynomial volume growth, equipped with
a probability measure p € P<(G, reg).

COROLLARY 6.10. — The pair (G, u) has the (weak) Liouville property,
namely, all bounded p-harmonic functions on G are constant. Moreover
there are constants C, > 0 such that, for any xo € G,R > 1 and any
bounded function u defined on G and p-harmonic in B(xzg,R) = {z € G :
”‘TO_lZ”S"G,Q < R}7 we have

-1 B
(611) V€ Blan R/2), Jule) — () < € (L2822 )

Remark 6.11. — For finitely generated nilpotent groups and any proba-
bility measure 1, the weak Liouville property was proved in [12]. In the case
of symmetric probability measures on finitely generated nilpotent groups,
the strong Liouville property (i.e., all non-negative p-harmonic functions
are constant) follows from [18]. Because any finitely generated group of
polynomial growth contains a nilpotent subgroup of finite index, these two
results extend to groups of polynomial growth (given a symmetric measure
on a group of polynomial volume growth G, one constructs a symmetric
measure on a nilpotent subgroup of finite index N so that the restric-
tion to N of any harmonic function on G is harmonic on N). In addi-
tion, for finitely generated group of polynomial volume growth and mea-
sures u € P<(G,reg) as treated here, the weak Liouville property follows
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also from a more general and direct argument given in [13, Corollary 2.3].
The different methods used in these papers do not provide estimates such
as (6.11).

Appendix A. Space-time regularity for u(")

This section provides details concerning the intrinsic regularity afforded
to the iterated convolutions of a symmetric measure, providing a straight-
forward extension and complement to [15, Theorem 4.2].

LEMMA A.1. — Fix ¢ € (0,1] and « > 0. If p is symmetric and the
spectrum of f — f x p on L*(G) is contained in [~1 + €,1], then there
exists a constant C; ., such that

VIeL?*(@),¥Yn=1,2,..., |f*(0—p)**u™|z<Cean|fl

Proof. — This is a simple consequence of spectral theory and calculus.
Indeed, (using the spectral resolution E) of the (self-adjoint) operator of
convolution by ), spectral theory shows that ||f * (6. — p)® * u(™]l2 <
M)\ fll2, where

M = sup{|1 = XN¥A"}, Je=[-1+¢,1].
AeJ.

The local maxima of the function A — |1 — A|*|A|™ on J; are at —1 + ¢ or
n/(a + n) so that

Mgmax{(l—s)"(Q—e)a,( Z ) ( i ) }gC&ano‘. O
a+n a+n

LEMMA A.2. — Fix ¢ € (0,1]. If p is symmetric and the spectrum of
f+ f*pon L*(G) is contained in [—1+¢, 1], then there exists a constant
C. such that, for all pairs of positive integers u,v such that n > u+ 2v, we
have

n-rm n m v
7 — oo < Cep®) (e,

Proof. — It suffices to prove this with m = 1. To that end, observe that
D = 0 oo < FoHD — |
= [l (D — ) o]
< Cepu™ |3

The result follows because ||u("]|2 = u(2%)(e). O
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PROPOSITION A.3. — Fixe € (0,1]. Let G be a discrete group equipped
with a symmetric probability measure u, a quasi-norm || -|| and a contin-
uous increasing function r : (0,00) — (0,00) with inverse p. Assume p
satisfies a pointwise (|| -||,r)-pseudo-Poincaré inequality with constant C
and that the spectrum of f + f* p on L*(G) is contained in [—1 + ¢, 1].
Then there exists a constant C. such that for all positive integers n, m, u, v
such that n = u + 2v and all z,y € G, we have

W (ag) - w0 @) < € ([ CUDY o)
u

Proof. — Tt suffices to prove the case m = 0 (for m > 0, use the previous
lemma to reduce to the case m = 0). By the Cauchy—Schwarz inequality
and the assumed Poincaré inequality,

1™ (@y) — ™ @)] < [ () = IOl
[C(lyl)Ex (), w2
[ColllyIDI /211 5 (8 = i)/ 5 ] |15

Colllol) o2
D a3

<
<

N

C1{5,1/2

C
PN TS -

’ U
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