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ABSTRACT
The performance of Adaptive Bitrate (ABR) algorithms for video
streaming depends on accurately predicting the download time
of video chunks. Existing prediction approaches (i) assume chunk
download times are dominated by network throughput; and (ii)
apriori cluster sessions (e.g., based on ISP and CDN) and only learn
from sessions in the same cluster. We make three contributions.
First, through analysis of data from real-world video streaming ses-
sions, we show (i) apriori clustering prevents learning from related
clusters; and (ii) factors such as the Time to First Byte (TTFB) are
key components of chunk download times but not easily incorpo-
rated into existing prediction approaches. Second, we propose Xatu,
a new prediction approach that jointly learns a neural network
sequence model with an interpretable automatic session clustering
method. Xatu learns clustering rules across all sessions it deems
relevant, and models sequences with multiple chunk-dependent
features (e.g., TTFB) rather than just throughput. Third, evalua-
tions using the above datasets and emulation experiments show
that Xatu significantly improves prediction accuracies by 23.8% rel-
ative to CS2P (a state-of-the-art predictor). We show Xatu provides
substantial performance benefits when integrated with multiple
ABR algorithms including MPC (a well studied ABR algorithm),
and FuguABR (a recent algorithm using stochastic control) relative
to their default predictors (CS2P and a fully connected neural net-
work respectively). Further, Xatu combined with MPC outperforms
Pensieve, an ABR based on deep reinforcement learning.
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1 INTRODUCTION
Recent years have seen much growth in Internet video, and video
traffic is expected to account for 82% of all Internet traffic by 2022 [2].
Despite much progress, consumer surveys indicate that users expe-
rience problems such as buffering when streaming video [4]. While
access and core network capacity continues to grow, optimizing
Internet video delivery will remain a challenge since we are only
beginning to see the adoption of technologies such as 4K video [1]
which may involve bitrates of tens of Megabits per second, and
since there exists (and will likely remain), a wide gulf in the quality
of both fixed and mobile broadband connections across households
globally [3].

Video streaming today typically involves splitting video into
chunks, each encoded at multiple bitrates. Clients pick bitrates for
each chunk so as to balance between achieving high video quality,
while avoiding rebuffering. Several Adaptive Bitrate (ABR) algo-
rithms [5, 8–10, 12, 14, 17] have emerged to tackling this challenge.
However, the design of these algorithms is complicated by the
fact that clients must predict chunk download times, a challenging
problem [13].

Most research in video streaming typically assumes that chunk
download times are primarily determined by network throughput,
and use local algorithms based on observations of prior chunks
to estimate throughput [5, 9, 10, 17]. CS2P [13], a state-of-the-art
approach, clusters sessions based on features such as the ISP and
CDN involved in streaming, and predicts throughput based on a
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Hidden Markov Model (HMM) trained for each cluster. Yet, predict-
ing throughput is challenging, often leading to overly conservative
bitrate selections, or aggressive selections that result in rebuffering.

In this paper, we are motivated by two questions: (i) what in-
formation can be made available that can aid in predicting video
chunk download times? (ii) how do we design frameworks that can
leverage such information to improve the accuracy of prediction
for streaming applications? We make the following contributions:

First, we present observations from an analysis of a dataset of
nearly 100K video session traces from real users. The analysis indi-
cates that (i) while features such as the ISP and CDN aid prediction,
pre-clustering sessions based on a combination of these features
and learning only from sessions in the same cluster can hurt predic-
tion accuracy; and (ii) chunk download time depends not only on
network throughput but also on factors such as the Time to First
Byte (TTFB) and chunk size, which are not easy to incorporate into
existing prediction approaches [13].

Second, motivated by these observations, we present Xatu1, a
prediction framework for video streaming applications. Xatu con-
siders static features that do not vary during a session (e.g., ISP,
CDN or city), and models sequences involving multiple temporal
features that vary across chunks in a session (e.g., TTFB), and not
just throughput. The main novel aspects are (i) Xatu learns from
other sessions with similar static features, but does not apriori par-
tition data; and (ii) Xatu proposes a gated mask neural network
mechanism that uses static features to modify the output of the
sequence model, and leverages neural sequence models (specifi-
cally, Long Short Term Memory networks (LSTMs) [7]) that can
handle multiple temporal features. We show that our output-mask
approach gives better accuracy in our task than the traditional
approach of combining static and temporal features closer to the
input stage of the sequence model used in other domains [6, 11, 15].
We also show that these masks help interpret the role played by
static features, providing a naturally automated way of clustering
sessions in contrast to pre-defining clusters [13].

Third, we evaluate Xatu using a combination of trace-driven
experiments using the above dataset2, and emulation experiments.
Our results show that Xatu reduces the median of the prediction
error across sessions relative to CS2P by 23.8%. The benefits come
from both the ability of Xatu to exploit static features without pre-
clustering data, and from its ability to model chunk-dependent fea-
tures besides throughput. We integrate Xatu with multiple ABR al-
gorithms including the widely studiedMPC [17], and FuguABR [16],
a recently proposed approach based on stochastic control which
considers perceptual video quality.When combinedwithMPC, Xatu
improves the median of a composite QoE metric [17] across ses-
sions by 38.9% relative to CS2P. The resulting system outperforms
Pensieve [10], an ABR algorithm that uses reinforcement learning
to make bitrate selections. When combined with FuguABR, Xatu
achieves significantly lower rebuffering (the 80𝑡ℎ rebuffering ra-
tio is lowered from 10% to 0%), and higher QoE scores relative to
FuguNN, a fully connected neural network proposed in [16].

We evaluate Xatu on an additional dataset obtained using con-
trolled measurements, which also has available the CDN layer an

1Named after a Pokemon character that can see into the future.
2We have made the data available at https://github.com/Purdue-ISL/XatuDataset

object is served from. The results further confirm Xatu’s benefits,
and show that Xatu is extensible, and can easily exploit new fea-
tures such as the CDN layer fromwhich a chunk is served to further
improve prediction accuracies.
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