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Abstract— In this paper, we introduce NNSynth, a new
framework that uses machine learning techniques to guide
the design of abstraction-based controllers with correctness
guarantees. NNSynth utilizes neural networks (NNs) to guide
the search over the space of controllers. The trained neural
networks are “projected” and used for constructing a “local”
abstraction of the system. An abstraction-based controller is
then synthesized from such “local” abstractions. If a controller
that satisfies the specifications is not found, then the best
found controller is “lifted” to a neural network for further
training. Our experiments show that this neural network-guided
synthesis leads to more than 50× or even 100× speedup in high
dimensional systems compared to the state-of-the-art.

I. INTRODUCTION

Abstraction-based control synthesis techniques have
gained considerable attention in the past decade. These tech-
niques provide tools for automated, correct-by-construction
controller synthesis from complex specifications, typically
given in the form of a Linear Temporal Logic (LTL)
formulae [1]. It is then unsurprising the vast amount of
developed software tools that can handle a wide variety of
nonlinear control systems including Pessoa [2], CoSyMa [3],
SCOTS [4], QUEST [5], FAUST [6], StocHy [7], and
AMYTISS [8]. At the heart of all these tools is the need
to obtain discrete abstraction of continuous-time dynamical
systems using various quantization methods for state and
input spaces. The resulting discrete abstraction is then tra-
versed to search for a feedback controller that conforms to
the required LTL specification. A significant drawback of
discrete abstraction is the vast number of combinations of
quantized states and inputs that need to be considered. The
problem is exacerbated in high-dimensional state and input
spaces, leading to the so-called curse of dimensionality.

Motivated by the recent success of machine learning
techniques in efficiently searching over the space of feedback
controllers (e.g., imitation learning and reinforcement learn-
ing), we ask the following question: Can machine learning
techniques be used to accelerate the process of synthesizing
abstraction-based controllers from LTL specifications? On
the one hand, machine learning techniques enjoy favor-
able scalability properties and eliminate the dependency on
state-space quantization. On the other hand, these learning-
based feedback controllers (or policies) do not come with
the guarantee that they conform to the LTL specifications.
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This motivates the need to closely integrate the scalability
of learning-based techniques with the provable guarantees
provided by the abstraction-based techniques.

Toward this end, we propose NNSynth, a new frame-
work for synthesizing abstraction-based controllers from
LTL specifications. Unique to NNSynth is the use of ma-
chine learning techniques to train a neural network (NN)
based controller, which will guide the synthesis of the final
abstraction-based controller. The advantages of the proposed
NN-guided abstraction-based controller synthesis are multi-
fold. First, it utilizes the empirically proven advantages of
machine learning algorithms to search the space of feedback
controllers without relying on expensive quantizations of
state and input spaces. Second, it limits the search over the
quantized spaces only to the neighborhood of the controllers
proposed by the NN training. That is, our approach uses NN
training to guide the search over the quantized abstract sys-
tem and eliminates the need to consider all combinations of
quantized states and inputs. Third, the use of neural networks
to guide the design of the abstraction-based controller opens
the door to encoding human preference on how a dynamical
system should act. Such human preference is crucial in
several real-world settings where a human user or an operator
interacts with an autonomous dynamical system. Current
research found that human preference can be efficiently
captured using expert demonstrations and preference-based
learning, but is hard to be accurately captured in the form
of logical formulae or reward functions [9]. We demonstrate
these advantages using several key applications and show
that NNSynth scales more favorably compared to the state-
of-the-art techniques by achieving more than 50× or even
100× speedup in high dimensional systems.
Related Work. The closest results to our work are those
reported in [10], [11], which propose a neurosymbolic frame-
work to train control policies represented by short programs
in a symbolic language. Similar to our approach, the work
in [10], [11] trains a NN controller, projects it to the space of
symbolic controllers, analyzes the symbolic controller, and
lifts it back to the space of NN policies for further training.
Differently, our approach focuses on designing a finite-state,
abstraction-based controller instead of short programs in a
symbolic language. This difference (short programs versus
finite-state controllers) manifests itself in all the framework
steps, particularly the NN training, projection, and lifting.
We confine our focus to synthesizing finite-state controllers
due to the extensive literature on analyzing such controllers
in tandem with the controlled physical systems [1]. Another
line of related work is reported in [12], [13] which study the
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problem of extracting a finite-state controller from a recurrent
neural network controller. We note that in our framework,
NN policies are not the final produced controllers, but are
used to guide the search for abstraction-based controllers.

II. PROBLEM FORMULATION

A. Notation

We denote the set of real numbers, positive real numbers,
and natural numbers by R, R+, N, respectively. Let |X| be
the cardinality of a set X and Int(X) be the interior of a
set X . Let ||x|| be the Euclidean norm of a vector x ∈ Rn

and x⊤ be the transpose of x ∈ Rn. Let the inner product
of two functions h1 : X → Rm and h2 : X → Rm be
defined as ⟨h1, h2⟩ =

∫
X
h1(x)

⊤h2(x)dx, which induces a
norm ||h1|| =

√
⟨h1, h1⟩. We use ∇J to denote the Fréchet

gradient of a functional J , and use the big O notation for
upper bounds.

B. Dynamical Model

We consider discrete-time nonlinear dynamical systems of
the form:

x(t+1) = f(x(t), u(t)) + g(x(t), u(t)), (1)

where x(t) ∈ X ⊂ Rn is the state and u(t) ∈ U ⊂ Rm

is the control input at time step t ∈ N. The dynamical
model consists of the priori known nominal model f and
the unknown model-error g capturing unmodeled dynamics.
Both functions f and g are assumed to be locally Lipschitz
continuous. As a well-studied technique to learn unknown
functions from data, we assume the model-error g can be
learned using Gaussian Process (GP) regression [14]. We
use GP(µg, σ

2
g) to denote a GP regression model with

the posterior mean and variance functions be µg and σ2
g ,

respectively. Given the dynamical system (1) with the model-
error g learned by GP(µg, σ

2
g), let τ : X×X×U → [0, 1] be

the corresponding conditional stochastic kernel. Specifically,
given the current state x ∈ X and input u ∈ U , the
distribution τ(·|x, u) is given by the Gaussian distribution
N (f(x, u) + µg(x, u), σ

2
g(x, u)).

We treat the nonlinear system (1) with the model-error
g learned by GP(µg, σ

2
g) as a continuous Markov Decision

Process (MDP) denoted by a tuple Σ ≜ (X,U, τ ). We denote
by T (A|x, u) the transition probability of reaching a subset
A⊂X in one step from state x∈X with input u∈U :

T (A|x, u) =
∫
A

τ(x′|x, u)dx′. (2)

This integral can be easily computed since τ(·|x, u) is a
Gaussian distribution.

C. Abstraction-based Controller and Specification

We consider to control the continuous MDP Σ (i.e., the
nonlinear system (1) with the model-error learned by GP)
using abstraction-based controllers. An abstraction-based
controller considers to partition the continuous state space
X ⊂ Rn into a finite set of abstract states X̂ = {q1, . . . , qN},
where each abstract state qi ∈ X̂ is an infinity-norm ball in

Rn. The partitioning satisfies X =
⋃

q∈X̂ q and Int(qi) ∩
Int(qj) = ∅ if i ̸= j. We denote by λ ∈ R+ the pre-
specified grid size used for partitioning the state space. Let
abs : X → X̂ map a state x ∈ X to the abstract state
q = abs(x) that contains x, i.e., x ∈ q, and ct : X̂ → X
map an abstract state q ∈ X̂ to its center ct(q) ∈ X , which
is well-defined since abstract states are infinity-norm balls.
With some abuse of notation, we denote by q both an abstract
state, i.e., q ∈ X̂ , and a subset of states, i.e., q ⊂ X .

Given a partitioning of the state space, an abstraction-
based controller Ψ : X → U assigns the same control input
to all the states in the same abstract state, i.e., Ψ(x1) =
Ψ(x2) if abs(x1) = abs(x2). We denote by S the set
of all abstraction-based controllers, where the underlying
partitioning of the state space can be different for different
abstraction-based controllers in S .

For the high-level specifications, though our framework
can be easily extended to general Linear Temporal Logic
(LTL) specifications in a bounded time horizon, we describe
our algorithms with safety and liveness specifications for
simplicity. Let ξx0,Ψ : {1, . . . ,H} → X denote a closed-loop
trajectory of the system (1) that starts from the state x0 ∈ X
and evolves under the control law Ψ in a bounded time
horizon H . Then, we use ξx0,Ψ |= ϕsafety and ξx0,Ψ |= ϕliveness
to denote a trajectory ξx0,Ψ satisfying the safety and liveness
specifications, respectively, i.e.,

ξx0,Ψ |= ϕsafety ⇐⇒ ∀t ∈ {1, . . . H}, ξx0,Ψ(t) ̸∈ Xobst,

ξx0,Ψ |= ϕliveness ⇐⇒ ∃t ∈ {1, . . . H}, ξx0,Ψ(t) ∈ Xgoal,

where Xgoal ⊂ X and Xobst ⊂ X represent the goal and the
obstacles, respectively. Given a specification ϕ = ϕsafety ∧
ϕliveness, we denote by Pr (ΣΨ |= ϕ) the average probability
that the continuous MDP Σ controlled by Ψ satisfies the
specification ϕ (averaged over initial states).

D. Main Problem

The goal of this paper is to synthesize an abstraction-based
controller Ψ ∈ S for the continuous system (1) to satisfy the
given specifications ϕ while minimizing some given cost.
The cost functional of a controller Ψ is defined as J(Ψ) =∫
X
c(x,Ψ(x))dµΨ(x), where c(x, u) is the state-action cost

and µΨ is the distribution of states induced by the controller
Ψ. Now, we can define the problem of interest as follows:

Problem 2.1: Given a cost functional J , a high-level spec-
ification ϕ and a user defined threshold p, we are interested
in synthesizing an abstraction-based controller Ψ : X → U
for the continuous MDP Σ to minimize the cost J(Ψ) while
satisfying the specification ϕ with probability at least p:

Ψ∗ = argmin
Ψ∈S

J(Ψ) s.t. Pr (ΣΨ |= ϕ) ≥ p. (3)

III. NNSYNTH FRAMEWORK

Our framework is featured by the use of neural networks to
guide the search for abstraction-based controllers satisfying
the specification ϕ, and the ability to utilize policy gradient
approaches for abstraction-based controllers to minimize the
cost functional J . In this section, we first give an overview
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<latexit sha1_base64="xy83P9DjdFXas6xeP0qq9FdVZVc=">AAACkXicbZFNT+MwEIbd8F2+4biXiAqJA6pixOetggvSXkBLAamJKseZBKu2E2yH3crKT+AKv23/zboh0lLKSLZezTwjv56JC860CYK/LW9ufmFxaXmlvbq2vrG5tb1zr/NSUejTnOfqMSYaOJPQN8xweCwUEBFzeIhHV5P6wwsozXJ5Z8YFRIJkkqWMEuNSv56HeLjVCbpBHf6swI3ooCZuhtutP2GS01KANJQTrQc4KExkiTKMcqjaYamhIHREMhg4KYkAHdnaa+Xvu0zip7lyRxq/zn7usERoPRaxIwUxT/prbZL8rjYoTXoeWSaL0oCkHw+lJfdN7k8+7idMATV87AShijmvPn0iilDjxtMOE0jdCGs7NiFqlCkAWVmVxZUNuicnh24mZ3hyB+6HCiT8prkQRCY2jKsBjqwNP7pjXkLVwdUMpqYwBUlDfWayKea/kZpsu13hr5uZFfdHXXzaPb497vQum60tox9oDx0gjM5QD12jG9RHFGXoFb2hd2/Xu/B6XsN6raZnF02F9/MfGz3KHg==</latexit>q1<latexit sha1_base64="xy83P9DjdFXas6xeP0qq9FdVZVc=">AAACkXicbZFNT+MwEIbd8F2+4biXiAqJA6pixOetggvSXkBLAamJKseZBKu2E2yH3crKT+AKv23/zboh0lLKSLZezTwjv56JC860CYK/LW9ufmFxaXmlvbq2vrG5tb1zr/NSUejTnOfqMSYaOJPQN8xweCwUEBFzeIhHV5P6wwsozXJ5Z8YFRIJkkqWMEuNSv56HeLjVCbpBHf6swI3ooCZuhtutP2GS01KANJQTrQc4KExkiTKMcqjaYamhIHREMhg4KYkAHdnaa+Xvu0zip7lyRxq/zn7usERoPRaxIwUxT/prbZL8rjYoTXoeWSaL0oCkHw+lJfdN7k8+7idMATV87AShijmvPn0iilDjxtMOE0jdCGs7NiFqlCkAWVmVxZUNuicnh24mZ3hyB+6HCiT8prkQRCY2jKsBjqwNP7pjXkLVwdUMpqYwBUlDfWayKea/kZpsu13hr5uZFfdHXXzaPb497vQum60tox9oDx0gjM5QD12jG9RHFGXoFb2hd2/Xu/B6XsN6raZnF02F9/MfGz3KHg==</latexit>q1

<latexit sha1_base64="VSpYRBkdftl9ZEIV/8JZqMF57fo=">AAACrHicdVFdb9MwFHXD11Y+1sEjPBgqpCFQ5FRL271N8MLTNKR1m5RElePcZFYdJ9gOUFl54dfwCv9m/wanLWLl40q2js49Vz4+N60F14aQ65536/adu/d2dvv3Hzx8tDfYf3yuq0YxmLFKVOoypRoElzAz3Ai4rBXQMhVwkS7edf2LT6A0r+SZWdaQlLSQPOeMGkfNB8/ikporRoU9iZ+ftAcf56NX+DWOMxCGzgdD4gejKRmHmPjjkISTIwcIOZpOxzhwoKsh2tTpfL/3Jc4q1pQgDRNU6yggtUksVYYzAW0/bjTUlC1oAZGDkpagE7v6RotfOibDeaXckQav2JsTlpZaL8vUKTvT+s9eR/6rFzUmnyaWy7oxINn6obwR2FS4ywRnXAEzYukAZYo7r5hdUUWZccn1XRa5S3dlx2ZULQoFIFurirS1xA/DNy6TSdDdxP1QgYTPrCpLKjMbp20UJNbG6+lUNNAOg/YvmdqSKcg2qpuaYkvz28hK2Xe7+rUQ/H9wPvKDsX/44XB4/HaztR30FL1AByhAE3SM3qNTNEMMfUXf0Hf0w/O9My/ykrXU621mnqCt8vKfywfUCA==</latexit>

NN (q2) + �

<latexit sha1_base64="vS6NqmDvfiV0/q1SxfYYK0cQLbU=">AAACo3icbVFda9swFFW8ry77StfHvXgLhQ5GsEq79rFsL4NB6UbTFmITruVrV0SSPUnuFoR/y163n7R/M9kxrGl2QeJw7rno6Ny0EtzYKPozCO7df/Dw0dbj4ZOnz56/GG2/vDBlrRlOWSlKfZWCQcEVTi23Aq8qjSBTgZfp4mPbv7xBbXipzu2ywkRCoXjOGVhPzUc7sQR7zUC40/j1abP3bU7fzkfjaBJ1FW4C2oMx6etsvj34EWclqyUqywQYM6NRZRMH2nImsBnGtcEK2AIKnHmoQKJJXOe+CXc9k4V5qf1RNuzY2xMOpDFLmXpl69Xc7bXk/3qz2ubHieOqqi0qtnoor0Voy7CNIsy4RmbF0gNgmnuvIbsGDcz6wIZxhrkPtbPjMtCLQiOqxukibVw0OTx85zM5ou0d+R9qVPidlVKCylycNjOaOBevplNRYzOmzYZMr8k0Zr3qtqZY0/wz0imHflf07mY2wcX+hL6fHHw5GJ986Le2RV6RN2SPUHJETsgnckamhJEl+Ul+kd/BbvA5+Bqcr6TBoJ/ZIWsVJH8BYqHQhw==</latexit>

NN (q1)

<latexit sha1_base64="ZJL4Gl9ObQGnrKsVw1NbtaG3/0Q=">AAACo3icbVFdS9xAFJ1NbWu3X2t97Et0ESyUJRGtPoq+FApii6vCJiw3k5s47MwknZnYLkN+i6/2J/XfdJIN1HW9MMPh3HOZM+cmJWfaBMHfnvds7fmLl+uv+q/fvH33frDx4VIXlaI4pgUv1HUCGjmTODbMcLwuFYJIOF4ls9Omf3WLSrNCXph5ibGAXLKMUTCOmg42IwHmhgK3Z9HWWb37c7r3aToYBqOgLX8VhB0Ykq7Opxu931Fa0EqgNJSD1pMwKE1sQRlGOdb9qNJYAp1BjhMHJQjUsW3d1/6OY1I/K5Q70vgt+3DCgtB6LhKnbLzqx72GfKo3qUx2FFsmy8qgpIuHsor7pvCbKPyUKaSGzx0Aqpjz6tMbUECNC6wfpZi5UFs7NgU1yxWirK3Kk9oGo4ODzy6Tw7C5A/dDhRJ/0UIIkKmNknoSxtZGi+mEV1gPw3pFppZkCtNO9VCTL2n+G2mVfber8PFmVsHl3ij8Mtr/vj88Pum2tk4+km2yS0JySI7JV3JOxoSSObkj9+SPt+N98354Fwup1+tmNslSefE/ZM3QiA==</latexit>

NN (q2)

<latexit sha1_base64="F3X/Cxfaow5ZmbTO9B/QtpFFqCc=">AAACo3icbVFda9swFFW8duuyr3R93Iu7UGhhBLuk6x7L+jIYlLY0bSE24Vq+dkUk2ZPkbUH4t+y1+0n7N5Mdw5pmFyQO556Ljs5NSs60CYI/Pe/JxubTZ1vP+y9evnr9ZrD99loXlaI4oQUv1G0CGjmTODHMcLwtFYJION4k89Omf/MdlWaFvDKLEmMBuWQZo2AcNRvsRALMHQVuz6Lds3r/22x8MBsMg1HQlr8Owg4MSVfns+3ezygtaCVQGspB62kYlCa2oAyjHOt+VGksgc4hx6mDEgTq2Lbua3/PMamfFcodafyWfThhQWi9EIlTNl71415D/q83rUz2KbZMlpVBSZcPZRX3TeE3UfgpU0gNXzgAVDHn1ad3oIAaF1g/SjFzobZ2bApqnitEWVuVJ7UNRkdHH1wmx2FzB+6HCiX+oIUQIFMbJfU0jK2NltMJr7AehvWaTK3IFKad6qEmX9H8M9Iq+25X4ePNrIPrw1H4cTS+GA9PPndb2yLvyHuyT0JyTE7IF3JOJoSSBflF7slvb8/76l16V0up1+tmdshKefFfaSXQig==</latexit>

NN (q4)

<latexit sha1_base64="vS6NqmDvfiV0/q1SxfYYK0cQLbU=">AAACo3icbVFda9swFFW8ry77StfHvXgLhQ5GsEq79rFsL4NB6UbTFmITruVrV0SSPUnuFoR/y163n7R/M9kxrGl2QeJw7rno6Ny0EtzYKPozCO7df/Dw0dbj4ZOnz56/GG2/vDBlrRlOWSlKfZWCQcEVTi23Aq8qjSBTgZfp4mPbv7xBbXipzu2ywkRCoXjOGVhPzUc7sQR7zUC40/j1abP3bU7fzkfjaBJ1FW4C2oMx6etsvj34EWclqyUqywQYM6NRZRMH2nImsBnGtcEK2AIKnHmoQKJJXOe+CXc9k4V5qf1RNuzY2xMOpDFLmXpl69Xc7bXk/3qz2ubHieOqqi0qtnoor0Voy7CNIsy4RmbF0gNgmnuvIbsGDcz6wIZxhrkPtbPjMtCLQiOqxukibVw0OTx85zM5ou0d+R9qVPidlVKCylycNjOaOBevplNRYzOmzYZMr8k0Zr3qtqZY0/wz0imHflf07mY2wcX+hL6fHHw5GJ986Le2RV6RN2SPUHJETsgnckamhJEl+Ul+kd/BbvA5+Bqcr6TBoJ/ZIWsVJH8BYqHQhw==</latexit>

NN (q1)

<latexit sha1_base64="vS6NqmDvfiV0/q1SxfYYK0cQLbU=">AAACo3icbVFda9swFFW8ry77StfHvXgLhQ5GsEq79rFsL4NB6UbTFmITruVrV0SSPUnuFoR/y163n7R/M9kxrGl2QeJw7rno6Ny0EtzYKPozCO7df/Dw0dbj4ZOnz56/GG2/vDBlrRlOWSlKfZWCQcEVTi23Aq8qjSBTgZfp4mPbv7xBbXipzu2ywkRCoXjOGVhPzUc7sQR7zUC40/j1abP3bU7fzkfjaBJ1FW4C2oMx6etsvj34EWclqyUqywQYM6NRZRMH2nImsBnGtcEK2AIKnHmoQKJJXOe+CXc9k4V5qf1RNuzY2xMOpDFLmXpl69Xc7bXk/3qz2ubHieOqqi0qtnoor0Voy7CNIsy4RmbF0gNgmnuvIbsGDcz6wIZxhrkPtbPjMtCLQiOqxukibVw0OTx85zM5ou0d+R9qVPidlVKCylycNjOaOBevplNRYzOmzYZMr8k0Zr3qtqZY0/wz0imHflf07mY2wcX+hL6fHHw5GJ986Le2RV6RN2SPUHJETsgnckamhJEl+Ul+kd/BbvA5+Bqcr6TBoJ/ZIWsVJH8BYqHQhw==</latexit>

NN (q1)

<latexit sha1_base64="vS6NqmDvfiV0/q1SxfYYK0cQLbU=">AAACo3icbVFda9swFFW8ry77StfHvXgLhQ5GsEq79rFsL4NB6UbTFmITruVrV0SSPUnuFoR/y163n7R/M9kxrGl2QeJw7rno6Ny0EtzYKPozCO7df/Dw0dbj4ZOnz56/GG2/vDBlrRlOWSlKfZWCQcEVTi23Aq8qjSBTgZfp4mPbv7xBbXipzu2ywkRCoXjOGVhPzUc7sQR7zUC40/j1abP3bU7fzkfjaBJ1FW4C2oMx6etsvj34EWclqyUqywQYM6NRZRMH2nImsBnGtcEK2AIKnHmoQKJJXOe+CXc9k4V5qf1RNuzY2xMOpDFLmXpl69Xc7bXk/3qz2ubHieOqqi0qtnoor0Voy7CNIsy4RmbF0gNgmnuvIbsGDcz6wIZxhrkPtbPjMtCLQiOqxukibVw0OTx85zM5ou0d+R9qVPidlVKCylycNjOaOBevplNRYzOmzYZMr8k0Zr3qtqZY0/wz0imHflf07mY2wcX+hL6fHHw5GJ986Le2RV6RN2SPUHJETsgnckamhJEl+Ul+kd/BbvA5+Bqcr6TBoJ/ZIWsVJH8BYqHQhw==</latexit>

NN (q1)

<latexit sha1_base64="vS6NqmDvfiV0/q1SxfYYK0cQLbU=">AAACo3icbVFda9swFFW8ry77StfHvXgLhQ5GsEq79rFsL4NB6UbTFmITruVrV0SSPUnuFoR/y163n7R/M9kxrGl2QeJw7rno6Ny0EtzYKPozCO7df/Dw0dbj4ZOnz56/GG2/vDBlrRlOWSlKfZWCQcEVTi23Aq8qjSBTgZfp4mPbv7xBbXipzu2ywkRCoXjOGVhPzUc7sQR7zUC40/j1abP3bU7fzkfjaBJ1FW4C2oMx6etsvj34EWclqyUqywQYM6NRZRMH2nImsBnGtcEK2AIKnHmoQKJJXOe+CXc9k4V5qf1RNuzY2xMOpDFLmXpl69Xc7bXk/3qz2ubHieOqqi0qtnoor0Voy7CNIsy4RmbF0gNgmnuvIbsGDcz6wIZxhrkPtbPjMtCLQiOqxukibVw0OTx85zM5ou0d+R9qVPidlVKCylycNjOaOBevplNRYzOmzYZMr8k0Zr3qtqZY0/wz0imHflf07mY2wcX+hL6fHHw5GJ986Le2RV6RN2SPUHJETsgnckamhJEl+Ul+kd/BbvA5+Bqcr6TBoJ/ZIWsVJH8BYqHQhw==</latexit>

NN (q1)

<latexit sha1_base64="vS6NqmDvfiV0/q1SxfYYK0cQLbU=">AAACo3icbVFda9swFFW8ry77StfHvXgLhQ5GsEq79rFsL4NB6UbTFmITruVrV0SSPUnuFoR/y163n7R/M9kxrGl2QeJw7rno6Ny0EtzYKPozCO7df/Dw0dbj4ZOnz56/GG2/vDBlrRlOWSlKfZWCQcEVTi23Aq8qjSBTgZfp4mPbv7xBbXipzu2ywkRCoXjOGVhPzUc7sQR7zUC40/j1abP3bU7fzkfjaBJ1FW4C2oMx6etsvj34EWclqyUqywQYM6NRZRMH2nImsBnGtcEK2AIKnHmoQKJJXOe+CXc9k4V5qf1RNuzY2xMOpDFLmXpl69Xc7bXk/3qz2ubHieOqqi0qtnoor0Voy7CNIsy4RmbF0gNgmnuvIbsGDcz6wIZxhrkPtbPjMtCLQiOqxukibVw0OTx85zM5ou0d+R9qVPidlVKCylycNjOaOBevplNRYzOmzYZMr8k0Zr3qtqZY0/wz0imHflf07mY2wcX+hL6fHHw5GJ986Le2RV6RN2SPUHJETsgnckamhJEl+Ul+kd/BbvA5+Bqcr6TBoJ/ZIWsVJH8BYqHQhw==</latexit>

NN (q1)

<latexit sha1_base64="ZJL4Gl9ObQGnrKsVw1NbtaG3/0Q=">AAACo3icbVFdS9xAFJ1NbWu3X2t97Et0ESyUJRGtPoq+FApii6vCJiw3k5s47MwknZnYLkN+i6/2J/XfdJIN1HW9MMPh3HOZM+cmJWfaBMHfnvds7fmLl+uv+q/fvH33frDx4VIXlaI4pgUv1HUCGjmTODbMcLwuFYJIOF4ls9Omf3WLSrNCXph5ibGAXLKMUTCOmg42IwHmhgK3Z9HWWb37c7r3aToYBqOgLX8VhB0Ykq7Opxu931Fa0EqgNJSD1pMwKE1sQRlGOdb9qNJYAp1BjhMHJQjUsW3d1/6OY1I/K5Q70vgt+3DCgtB6LhKnbLzqx72GfKo3qUx2FFsmy8qgpIuHsor7pvCbKPyUKaSGzx0Aqpjz6tMbUECNC6wfpZi5UFs7NgU1yxWirK3Kk9oGo4ODzy6Tw7C5A/dDhRJ/0UIIkKmNknoSxtZGi+mEV1gPw3pFppZkCtNO9VCTL2n+G2mVfber8PFmVsHl3ij8Mtr/vj88Pum2tk4+km2yS0JySI7JV3JOxoSSObkj9+SPt+N98354Fwup1+tmNslSefE/ZM3QiA==</latexit>

NN (q2)

<latexit sha1_base64="E6c/OsGkalAoBQ4A6DMJ1HSVZXY=">AAACo3icbVFdb9MwFHUDY6Mb0LFHXgLVpE1CVcK+eJzYCxLSNNC6TWqi6sa5yazaTmY7QGXlt/A6fhL/BieNxLpyJVtH554rH5+blJxpEwR/et6Tp2vP1jee9ze3Xrx8Ndh+faWLSlEc04IX6iYBjZxJHBtmON6UCkEkHK+T2VnTv/6OSrNCXpp5ibGAXLKMUTCOmg52IgHmlgK359Hb83rvbnqwPx0Mg1HQlr8Kwg4MSVcX0+3ezygtaCVQGspB60kYlCa2oAyjHOt+VGksgc4gx4mDEgTq2Lbua3/XMamfFcodafyWfThhQWg9F4lTNl71415D/q83qUz2MbZMlpVBSRcPZRX3TeE3UfgpU0gNnzsAVDHn1ae3oIAaF1g/SjFzobZ2bApqlitEWVuVJ7UNRkdH710mJ2FzB+6HCiX+oIUQIFMbJfUkjK2NFtMJr7AehvWKTC3JFKad6qEmX9L8M9Iq+25X4ePNrIKrD6PweHT49XB4+qnb2gZ5Q96RPRKSE3JKPpMLMiaUzMkvck9+e7veF++bd7mQer1uZocslRf/BWb50Ik=</latexit>

NN (q3)

<latexit sha1_base64="E6c/OsGkalAoBQ4A6DMJ1HSVZXY=">AAACo3icbVFdb9MwFHUDY6Mb0LFHXgLVpE1CVcK+eJzYCxLSNNC6TWqi6sa5yazaTmY7QGXlt/A6fhL/BieNxLpyJVtH554rH5+blJxpEwR/et6Tp2vP1jee9ze3Xrx8Ndh+faWLSlEc04IX6iYBjZxJHBtmON6UCkEkHK+T2VnTv/6OSrNCXpp5ibGAXLKMUTCOmg52IgHmlgK359Hb83rvbnqwPx0Mg1HQlr8Kwg4MSVcX0+3ezygtaCVQGspB60kYlCa2oAyjHOt+VGksgc4gx4mDEgTq2Lbua3/XMamfFcodafyWfThhQWg9F4lTNl71415D/q83qUz2MbZMlpVBSRcPZRX3TeE3UfgpU0gNnzsAVDHn1ae3oIAaF1g/SjFzobZ2bApqlitEWVuVJ7UNRkdH710mJ2FzB+6HCiX+oIUQIFMbJfUkjK2NFtMJr7AehvWKTC3JFKad6qEmX9L8M9Iq+25X4ePNrIKrD6PweHT49XB4+qnb2gZ5Q96RPRKSE3JKPpMLMiaUzMkvck9+e7veF++bd7mQer1uZocslRf/BWb50Ik=</latexit>

NN (q3)

<latexit sha1_base64="E6c/OsGkalAoBQ4A6DMJ1HSVZXY=">AAACo3icbVFdb9MwFHUDY6Mb0LFHXgLVpE1CVcK+eJzYCxLSNNC6TWqi6sa5yazaTmY7QGXlt/A6fhL/BieNxLpyJVtH554rH5+blJxpEwR/et6Tp2vP1jee9ze3Xrx8Ndh+faWLSlEc04IX6iYBjZxJHBtmON6UCkEkHK+T2VnTv/6OSrNCXpp5ibGAXLKMUTCOmg52IgHmlgK359Hb83rvbnqwPx0Mg1HQlr8Kwg4MSVcX0+3ezygtaCVQGspB60kYlCa2oAyjHOt+VGksgc4gx4mDEgTq2Lbua3/XMamfFcodafyWfThhQWg9F4lTNl71415D/q83qUz2MbZMlpVBSRcPZRX3TeE3UfgpU0gNnzsAVDHn1ae3oIAaF1g/SjFzobZ2bApqlitEWVuVJ7UNRkdH710mJ2FzB+6HCiX+oIUQIFMbJfUkjK2NFtMJr7AehvWKTC3JFKad6qEmX9L8M9Iq+25X4ePNrIKrD6PweHT49XB4+qnb2gZ5Q96RPRKSE3JKPpMLMiaUzMkvck9+e7veF++bd7mQer1uZocslRf/BWb50Ik=</latexit>

NN (q3)

<latexit sha1_base64="F3X/Cxfaow5ZmbTO9B/QtpFFqCc=">AAACo3icbVFda9swFFW8duuyr3R93Iu7UGhhBLuk6x7L+jIYlLY0bSE24Vq+dkUk2ZPkbUH4t+y1+0n7N5Mdw5pmFyQO556Ljs5NSs60CYI/Pe/JxubTZ1vP+y9evnr9ZrD99loXlaI4oQUv1G0CGjmTODHMcLwtFYJION4k89Omf/MdlWaFvDKLEmMBuWQZo2AcNRvsRALMHQVuz6Lds3r/22x8MBsMg1HQlr8Owg4MSVfns+3ezygtaCVQGspB62kYlCa2oAyjHOt+VGksgc4hx6mDEgTq2Lbua3/PMamfFcodafyWfThhQWi9EIlTNl71415D/q83rUz2KbZMlpVBSZcPZRX3TeE3UfgpU0gNXzgAVDHn1ad3oIAaF1g/SjFzobZ2bApqnitEWVuVJ7UNRkdHH1wmx2FzB+6HCiX+oIUQIFMbJfU0jK2NltMJr7AehvWaTK3IFKad6qEmX9H8M9Iq+25X4ePNrIPrw1H4cTS+GA9PPndb2yLvyHuyT0JyTE7IF3JOJoSSBflF7slvb8/76l16V0up1+tmdshKefFfaSXQig==</latexit>

NN (q4)

<latexit sha1_base64="F3X/Cxfaow5ZmbTO9B/QtpFFqCc=">AAACo3icbVFda9swFFW8duuyr3R93Iu7UGhhBLuk6x7L+jIYlLY0bSE24Vq+dkUk2ZPkbUH4t+y1+0n7N5Mdw5pmFyQO556Ljs5NSs60CYI/Pe/JxubTZ1vP+y9evnr9ZrD99loXlaI4oQUv1G0CGjmTODHMcLwtFYJION4k89Omf/MdlWaFvDKLEmMBuWQZo2AcNRvsRALMHQVuz6Lds3r/22x8MBsMg1HQlr8Owg4MSVfns+3ezygtaCVQGspB62kYlCa2oAyjHOt+VGksgc4hx6mDEgTq2Lbua3/PMamfFcodafyWfThhQWi9EIlTNl71415D/q83rUz2KbZMlpVBSZcPZRX3TeE3UfgpU0gNXzgAVDHn1ad3oIAaF1g/SjFzobZ2bApqnitEWVuVJ7UNRkdHH1wmx2FzB+6HCiX+oIUQIFMbJfU0jK2NltMJr7AehvWaTK3IFKad6qEmX9H8M9Iq+25X4ePNrIPrw1H4cTS+GA9PPndb2yLvyHuyT0JyTE7IF3JOJoSSBflF7slvb8/76l16V0up1+tmdshKefFfaSXQig==</latexit>

NN (q4)

Fig. 1. A cartoon figure summarizing the NNSynth framework. NNSynth starts by training a neural network controller NN using the data provided by the
expert D. The obtained neural network is then projected to an abstraction-based controller by evaluating the neural network on the representative points of
abstract states, i.e. using the control actions NN(ct(q)). The obtained finite-state abstraction is then augmented with control actions in the neighborhood
of the actions proposed by the neural network NN(ct(x))± iδ. A controller is then synthesized from the augmented model. In case a controller was not
found, the “best” controller so far is then lifted to a neural network controller which is further trained using the expert data D to obtain a new NN. The
loop continues until an abstraction-based controller is found.

Algorithm 1 NNSYNTH (Dexp, ϕ, H , p, ς , η)
1: Initialize NNinit with random weights
2: NNinit = UPDATE(NNinit,Dexp, η)
3: Ψ0, Vavg = PROJECT-BY-SYNTH(NNinit, ϕ,H)
4: for k = 0, . . . ,K − 1 do
5: if Vavg ≥ p+ ς then
6: Return Ψk, Vavg
7: NNk = LIFT(Ψk)
8: NNk+1 = UPDATE(NNk,Dexp, η)
9: Ψk+1, Vavg = PROJECT-BY-SYNTH(NNk+1, ϕ,H)

10: Return ΨK , Vavg

of our framework and then present each step separately in
the following subsections.

The overview of the proposed NNSynth is depicted in
Figure 1. Algorithm 1 outlines the framework. After ini-
tializing an abstraction-based controller Ψ0 (line 1-3 in
Algorithm 1), NNSynth lifts the abstraction-based controller
Ψk to a neural network NNk through imitation learning of
the data generated by Ψk (line 7 in Algorithm 1), updates
the neural network through either imitation learning of the
expert dataset Dexp or reinforcement learning (by providing
the state-action cost function c instead of expert data) with
learning rate η (line 8 in Algorithm 1), and finally synthesizes
a new abstraction-based controller Ψk+1 under the guidance
of NNk+1 (line 9 in Algorithm 1). This loop iterates until the
satisfaction probability Vavg is no less than the pre-specified
threshold p+ ς (line 5 in Algorithm 1).
A. Step 1: NN Training

Starting from the expert-provided trajectories Dexp =
{ξ1, ξ2, . . .}, we use imitation learning to train a neural
network controller NN for the continuous MDP Σ. Alter-
natively, the NN controller can be trained by reinforcement
learning, which requires the expert to provide the state-action
cost c : X × U → R instead of the dataset Dexp. Neural
networks are highly parameterized and can be updated using
gradient-based approaches NNk+1 = NNk − η∇J(NNk),
where η ∈ R+ is the learning rate. The gradient ∇J(NNθ)
of a neural network parameterized by weights θ can be
approximated using sampled trajectories:

∇J(NNθ) ≈
1

M

M∑
i=1

H∑
t=1

∇θNNθ(ui,t|xi,t)Q̂
t
i (4)

where M is the number of trajectories, H is the bounded
time horizon, and Q̂t

i is the estimated cost-to-go. We use the
neural network to improve the controller’s performance (i.e.,
minimizing the cost functional J) although the gradient of
an abstraction-based controller, denoted by ∇J(Ψ), does not
exist. Detailed optimality analysis is given in Section IV.

B. Step 2: NN Projection

Regardless of the use of imitation learning or reinforce-
ment learning, the resulting neural network NN is not
guaranteed to satisfy the specification ϕ and hence can not be
used directly as a controller. Nevertheless, the neural network
contains relevant control actions that can be used to obtain
the final controller. To that end, NNSynth constructs a finite-
state abstraction guided by NN. Given a partitioning of the
state space, we denote by X̂ = {q1, . . . , qN} the correspond-
ing set of abstract states, where the partitioning grid size λ ∈
R+ is determined based on the theoretical guarantees to be
achieved (see Section IV). Then, the finite-state abstraction
induced by NN is given as a tuple Σ̂NN ≜ (X̂, ÛNN, T̂NN)
with X̂ = {q1, . . . , qN}, ÛNN = {NN(ct(q)) | q ∈ X̂}, and

T̂NN(q′|q, u) =
{
T (q′|ct(q), u) if u = NN(ct(q))

0 otherwise,

where the transition probabilities T (q′|ct(q), u) can be com-
puted as (2). In other words, the finite-state abstraction Σ̂NN

considers only one control action NN(ct(q)) at each abstract
state q and discards all other possible control actions. Com-
puting such abstraction Σ̂NN is straightforward and entails
evaluating the NN controller at the center of each abstract
state and computing the transition probabilities associated
with these actions.

C. Step 3: System Augmentation

As shown in Figure 1, the finite-state abstraction Σ̂NN

may contain transitions that violate the given specification ϕ.
This stems from the fact that Σ̂NN considers only the actions
taken by the trained network NN. Therefore, the next step is
to “augment” Σ̂NN with additional transitions corresponding
to control actions that are close to those given by NN. This
augmentation will provide the controller synthesis algorithm
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with more freedom to choose other control actions. Given a
precision δ ∈ R+ and a range parameter I ∈ N (δ and I are
determined based on theoretical guarantees in Section IV),
we construct the augmented finite-state abstraction Σ̂NN+δ ≜
(X̂, ÛNN+δ, T̂NN+δ) where:

X̂ = {q1, . . . , qn}, (5)

ÛNN+δ = {NN(ct(q))± iδ | q ∈ X̂, i = 0, 1, . . . , I}, (6)

T̂NN+δ(q′|q, u) =


T (q′|ct(q), u) if u ∈ {NN(ct(q))± iδ|

i = 0, 1, . . . , I}
0 otherwise,

(7)

where with some abuse of notation, we use NN(ct(q)) ±
iδ to denote NN(ct(q)) + [±i1δ,±i2δ, . . . ,±imδ]⊤ with
i1, i2, . . . im ∈ {0, 1, . . . , I}. In other words, the augmented
abstraction Σ̂NN+δ takes into account all the control actions
that are δ, 2δ, . . . Iδ away from those given by the neural
network NN, where the distance is considered for each
dimension of the control input u ∈ Rm.

D. Step 4: Controller Synthesis

The next step is to synthesize a controller Ψ̂ for the
augmented abstraction Σ̂NN+δ to satisfy the specification ϕ.
We emphasize that though the controller Ψ̂ : X̂ → U is
synthesized for the finite-state abstraction Σ̂NN+δ , it yields
an abstraction-based controller Ψ : X → U for the con-
tinuous system Σ by letting Ψ(x) = Ψ̂(abs(x)). In other
words, the controller Ψ controls the continuous system Σ by
applying the same control action Ψ̂(q) at all states x ∈ q,
where q ∈ X̂ . The difference in the probabilities of satisfying
the specification ϕ for the finite-state abstraction Σ̂NN+δ

controlled by Ψ̂ and the continuous MDP Σ controlled by
Ψ can be bounded [15] (see Section IV).

With the notations introduced above, let Σ̂NN+δ

Ψ̂
be the

finite-state abstraction Σ̂NN+δ controlled by Ψ̂. Given the
bounded time horizon H , we define the value function
V : X̂ × {0, . . . ,H} → [0, 1] by letting V (q, t) be the
probability of satisfying the given specification ϕ in H − t
time steps when the system Σ̂NN+δ

Ψ̂
starts from q ∈ X̂ . Then,

the average probability of satisfying the specification ϕ is
given by:

Vavg ≜ Pr
(
Σ̂NN+δ

Ψ̂
|= ϕ

)
=

1

|X̂|

∑
q∈X̂

V (q, 0). (8)

Algorithm 2 presents details on the abstraction-based con-
troller synthesis, which summarizes Subsections III-B, III-
C, and III-D. To maximize the probability of satisfying
ϕliveness (similarly for ϕsafety), we solve the following dynamic
programming (DP) recursion:

Qt(q, u) =
∑
q′∈X̂

V ∗
t+1(q

′) T̂NN+δ(q′|q, u) (9)

V ∗
t (q) = max

u∈{NN(ct(q))±iδ|i=0,...,I}
Qt(q, u) (10)

with the initial condition V ∗
H(q) = 1 if q ⊆ Xgoal and

0 otherwise, where t = H − 1, . . . , 0, and the transition
probability matrix T̂NN+δ is given by (7). Critical to the

Algorithm 2 PROJECT-BY-SYNTH (NN, ϕ, H)
1: if ϕ == Safety then
2: V (q,H) = 1 for all q ∈ X̂
3: else
4: V (q,H) = 0 for all q ∈ X̂
5: Ubuffer(q) = set() for all q ∈ X̂
6: for t = H − 1, . . . , 0 do
7: for q ∈ X̂ \ (X̂goal

⋃
X̂obst) do

8: for u ∈ {NN(ct(q), t)± iδ|i = 0, . . . , I} \Ubuffer(q) do
9: Ubuffer(q).add(u)

10: Compute T̂ (q′|q, u) for all q′ ∈ B̂ρ(f(ct(q), u))
11: if ϕ ̸= Safety then
12: Compute transition prob. to the goal T̂ (Xgoal|q, u)
13: T̂ (q′|q, u) = 0 for all q′ ∈ X̂goal

14: for q ∈ X̂ \ (X̂goal
⋃

X̂obst) do
15: Vmax = 0
16: for u ∈ {NN(ct(q), t)± iδ|i = 0, . . . , I} do
17: Q(q, u) =

∑
q′∈B̂ρ(f(ct(q),u))

T̂ (q′|q, u)V (q′, t+ 1)
18: if ϕ ̸= Safety then
19: Q(q, u) = Q(q, u) + T̂ (Xgoal|q, u)
20: if Q(q, u) > Vmax then
21: Vmax = Q(q, u)
22: Ψ̂(q, t) = u
23: V (q, t) = Vmax

24: Vavg = 1

|X̂|

∑
q∈X̂ V (q, 0)

25: Ψ(x, t) = Ψ̂(abs(x), t)
26: Return Ψ, Vavg

speedup of NNSynth is that entries T̂NN+δ(q′|q, u) are
nonzero only when u ∈ {NN(ct(q)) ± iδ|i = 0, . . . , I},
i.e., the control actions are close to that suggested by the
neural network. This avoids computing all the transition
probabilities T̂ (q′|q, u), and searching for the optimal actions
(that maximize Qt(q, u) in (10)) over the whole discretized
input space, which are the computational bottlenecks for
abstraction-based controller synthesis.

In Algorithm 2, NNSynth first computes entries of T̂
that are suggested by the neural network NN (line 7-13 of
Algorithm 2). In particular, line 8 of Algorithm 2 checks
if control action u is close to the action given by NN, and
computes the corresponding entries of T̂ only if u has not
been considered before at q, i.e., u ̸∈ Ubuffer(q). The optimal
control action at each state is determined by maximizing the
Q-function (line 14-23 in Algorithm 2). Unique to NNSynth,
it only searches the local action space that contains NN(q, t)
at q (line 16 in Algorithm 2). Since the optimal policy is in
general time-dependent, we explicitly include the time steps
t in the input feature to the neural network NN. In line 10
and 17 of Algorithm 2, B̂ρ(f(ct(q), u)) denotes the subset
of abstract states that are in a ball centered at f(ct(q), u)
with radius ρ, where ρ is a user-provided probability cut-off
(when probability is smaller than the cut-off, the probability
is treated as zero), which allows further speedup by limiting
the transitions due to the model-error [8].

E. Step 5: Lift to NN

To further minimize the cost J(Ψk), NNSynth “lifts” the
abstraction-based controller Ψk found in the previous step
to a neural network NNk, which allows us to employ the
well-developed deep policy gradient approaches to update the
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controller. Such lifting can be done by imitation learning with
sampled trajectories of the continuous MDP Σ controlled
by Ψk. The obtained neural network is then used as an
initialization for further training by either reinforcement
learning or imitation learning of the expert dataset D. In
Section IV, we analyze the performance of the synthesized
controllers by taking into account the error due to the lift.
This loop of training a NN, obtaining a local abstract model,
synthesizing a controller, and lifting back to a NN is then
continued until a controller is found.

IV. THEORETICAL ANALYSIS

A. Specification Satisfaction Guarantee

We provide theoretical guarantees of NNSynth in both
satisfying the given specification ϕ and minimizing the
cost functional J in this section. The satisfaction of ϕ
with pre-specified probability is correct-by-construction. In
particular, the procedure PROJECT-BY-SYNTH (Algorithm 2)
maximizes the probability for the finite-state abstraction
Σ̂NN+δ

Ψ̂
to satisfy ϕ, and the difference in the satisfaction

probability is bounded between the finite-state abstraction
and the original continuous system [15, Theorem 2.1]:∣∣∣Pr(Σ̂NN+δ

Ψ̂
|= ϕ

)
− Pr (ΣΨ |= ϕ)

∣∣∣ ≤ λHALτ , (11)

where Ψ(x) = Ψ̂(abs(x)), λ is the grid size in partitioning
the state space, H is the bounded time horizon, A is the
Lebesgue measure of the state space X , and Lτ is the
Lipschitz constant of the stochastic kernel τ . Therefore, we
only need to set the margin ς = λHALτ in Algorithm 1
to ensure that the continuous MDP ΣΨ satisfies ϕ with the
pre-specified probability p.

Theorem 4.1:Consider Algorithm 1 returns an abstraction-
based controller Ψk with average probability Vavg > p + ς ,
where ς = λHALτ . Then, the continuous MDP Σ controlled
by Ψk is guaranteed to satisfy the given specification ϕ with
probability at least p, i.e., Pr (ΣΨk

|= ϕ) ≥ p.

B. Optimality Guarantee

Now, we focus on the performance analysis of NNSynth,
i.e., the optimality of controllers returned by Algorithm 1
in terms of minimizing the cost functional J . In Algo-
rithm 1, the procedure UPDATE (line 8 in Algorithm 1)
improves the neural network NNk using its gradient, i.e.,
NNk+1 = NNk − η∇J(NNk), where η is the learning
rate and ∇J(NNk) can be evaluated as (4). This can be
treated as an approximation of updating the abstraction-based
controller Ψk directly through Υk+1 = Ψk − η∇J(Ψk),
where Υk+1 : X → U is not necessarily an abstraction-based
controller and need to be projected back to the abstraction-
based controller space S . We take into account this gradient
approximation error, along with the lift and projection errors
corresponding to line 7 and line 9 in Algorithm 1, to provide
the overall performance guarantee of NNSynth in terms of
regret as follows:

Theorem 4.2: Consider the loop (line 4-9) in Algorithm 1
executes K iterations and the abstraction-based controller
obtained at the end of each iteration is Ψk, k = 1, . . . ,K .

TABLE I
COMPARISON BETWEEN NNSYNTH AND AMYTISS.

Benchmark 2-d Robot 5-d Room Temp. 5-d Traffic
Specification ϕ Reach-avoid Safety Safety

Specification horizon H 16 8 7
Problem complexity |X̂| × |Û | 705600 3429216 1.25× 108

Satisfaction Probability Vavg 96% 95% 80%
NNSynth (time) [s] 49.0 319.1 367.7

AMYTISS (time) [s] 108.4 34640.0 23100.0
Speedup 2 x 108 x 62 x

Let Ψ∗ be the optimal abstraction-based controller, i.e., Ψ∗ =
argminΨ∈SJ(Ψ) s.t. Pr (ΣΨ |= ϕ) ≥ p. Then, the regret over
K iterations is upper bounded as follows:

1

K

K∑
k=1

J(Ψk)−J(Ψ∗) = O

(
1

ηK
+

δI + λLnn

η
+ λLnn + η

)
.

(12)
In the above theorem, η is the learning rate, λ is the grid

size in partitioning the state space, δ and I are the precision
and range parameters in system augmentation, respectively
(see (6)), and Lnn is the Lipshitz constant of the trained
neural network NN, i.e., ||NN(x1) −NN(x2)|| ≤ Lnn||x1 −
x2||, ∀x1, x2 ∈ X . Due to the space limit, we present the
proof of Theorem 4.2 in the extended version [16].

V. RESULTS

We implemented NNSynth in Python and evaluated its
performance on a Macbook Pro 15 with 32 GB RAM and
Intel Core i9 2.4-GHz CPU. To compare with existing tools,
we run all experiments on a single CPU core without using
GPUs to accelerate neural network training.

We compared the performance of NNSynth with the
state-of-the-art tool in synthesizing controllers for stochastic
systems, AMYTISS [8], on three benchmarks with increasing
complexity. Table I summarizes the comparison results. For
each of the benchmarks, we list the specification ϕ used in
the experiment along with its horizon H , the complexity
of the problem measured by the number of abstract states
times the number of discretized control actions |X̂|×|Û |, the
average probability of satisfying the specification (averaged
over the state space) Vavg, the execution time for each of the
two tools, and the corresponding speedup. Indeed, the last
row in Table I empirically proves that using neural networks
to guide the controller synthesis provides significant im-
provement to the overall execution time. Below, we provide
more details about each of the benchmarks.

Experiment #1: 2-d Robot. Consider a 2-dimensional
robot model given by:

x
(t+1)
1 = x

(t)
1 + u

(t)
1 cos(u(t)

2 ) + ς
(t)
1

x
(t+1)
2 = x

(t)
2 + u

(t)
2 sin(u(t)

2 ) + ς
(t)
2 ,

where the state space X = [−10, 10] × [−10, 10], control
input space U = [−1, 1] × [−1, 1], and the noise (ς1, ς2)
follows a Gaussian distribution with covariance matrix Σ =
diag(0.75, 0.75). We are interested in the task of steering
the robot into a goal set [5, 7]× [5, 7] in 16 time steps, while
avoiding the obstacle set [−2, 2]× [−2, 2] (see Figure 3).

To construct the abstraction-based controller, we partition
the state space with discretization parameters (0.5, 0.5), and
the input space with (0.1, 0.1). NNSynth starts by training a
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Fig. 2. State trajectories sampled from different initial conditions using the synthesized controller in Experiment #2.

neural network using imitation learning with a total of 121
expert trajectories. The neural network consists of two hidden
layers and ten neurons per hidden layer. We used Keras to
train the neural network with the default adaptive learning
rate optimization algorithm ADAM. The controller synthesis
is then executed to find a controller Ψ̂ that maximizes the
probability of satisfying the specification, and one was found
in 49.0 seconds with an average satisfaction probability of
96%. In Figure 3, we present 8 example trajectories under
the control of Ψ̂, by sampling some initial states. Using the
same discretization parameters, AMYTISS was able to find
a controller that satisfies the specs with 93% probability in
108.4 seconds. This shows a 2.2× speedup of our tool with
an increase in the satisfaction probability.

Experiment #2: 5-d Room Temperature Control. This
example considers temperature regulation of 5 rooms each
equipped with a heater and connected on a circle [8]. The
state variables are temperatures of individual rooms, and the
evolution of the 5 room temperatures is described as:
T

(t+1)
i = aiiT

(t)
i + γThu

(t)
i +ηw

(t)
i + βTei+0.01ς

(t)
i , i ∈ {1, 3}

T
(t+1)
i = biiT

(t)
i + ηw

(t)
i + βTei + 0.01ς

(t)
i , i ∈ {2, 4, 5}

where aii = (1 − 2η − β − γu
(t)
i ), bii = (1 − 2η − β), and

w
(t)
i = T

(t)
i−1 + T

(t)
i+1 (with T0 = T5 and T6 = T1), and the

parameters η = 0.3, β = 0.022, γ = 0.05, Tei = −1, Th = 50.
We consider a safety specification that requires the tem-

perature of each room to maintain in the safe set [18.8, 21.2]
for at least 8 time steps. As shown in Table I, NNSynth
achieves a satisfaction probability of 95% and 108× speedup
compared to AMYTISS. In Figure 2, we sample 100 initial
states and present the evolution of the 5 state variables, which
are all maintained within the safe set for at least 8 steps under
the abstraction-based controller provided by NNSynth.

Experiment #3: 5-d Road Traffic Network. This exam-
ple considers a road traffic network divided into 5 cells, and
state variables xi denote the number of vehicles per cell [8].
The 5-d road traffic network is modeled as:

x
(t+1)
1 = (1− τv1

L1
)x

(t)
1 +

τv5
L5

w
(t)
1 + 6u

(t)
1 + 0.7ς

(t)
1

x
(t+1)
i = (1− τvi

Li
− q)x

(t)
i +

τvi−1

Li−1
w

(t)
i + 0.7ς

(t)
i , i ∈ {2, 4}

x
(t+1)
3 = (1− τv3

L3
)x

(t)
3 +

τv2
L2

w
(t)
3 + 8u

(t)
2 + 0.7ς

(t)
3

x
(t+1)
5 = (1− τv5

L5
)x

(t)
5 +

τv4
L4

w
(t)
5 + 0.7ς

(t)
5

where w
(t)
i = x

(t)
i−1 (with x0 = x5). Given the state space

X = [0, 10]5, the input space U = [0, 1]2, and a noise
covariance matrix Σ = diag(0.7, 0.7, 0.7, 0.7, 0.7), we are
interested in designing a control strategy that keeps the
number of vehicles per cell in a safety set [0, 10] for at least
7 steps. As shown in Table I, NNSynth was able to solve this
problem in 367.7 seconds achieving more than 60× speedup
compared with AMYTISS.
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Fig. 3. Closed-loop trajectories sampled from different initial states using
the synthesized controller in Experiment #1.
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[3] S. Mouelhi, A. Girard, and G. Gössler, “CoSyMA: a tool for controller
synthesis using multi-scale abstractions,” in Proceedings of the 16th
international conference on Hybrid systems: computation and control,
2013, pp. 83–88.

[4] M. Rungger and M. Zamani, “SCOTS: a tool for the synthesis
of symbolic controllers,” in Proceedings of the 19th international
conference on hybrid systems: Computation and control, 2016, pp.
99–104.

[5] P. Jagtap and M. Zamani, “QUEST: a tool for state-space quantization-
free synthesis of symbolic controllers,” in International conference on
quantitative evaluation of systems. Springer, 2017, pp. 309–313.

[6] S. E. Z. Soudjani, C. Gevaerts, and A. Abate, “FAUST 2 : Formal ab-
stractions of uncountable-state stochastic processes,” in International
Conference on Tools and Algorithms for the Construction and Analysis
of Systems. Springer, 2015, pp. 272–286.

[7] N. Cauchi and A. Abate, “StocHy-automated verification and synthesis
of stochastic processes,” in Proceedings of the 22nd ACM International
Conference on Hybrid Systems: Computation and Control, 2019, pp.
258–259.

[8] A. Lavaei, M. Khaled, S. Soudjani, and M. Zamani, “AMYTISS:
parallelized automated controller synthesis for large-scale stochastic
systems,” in International Conference on Computer Aided Verification.
Springer, 2020, pp. 461–474.

[9] M. Palan, G. Shevchuk, N. Charles Landolfi, and D. Sadigh, “Learning
reward functions by integrating human demonstrations and prefer-
ences,” in Robotics: Science and Systems, 2019.

[10] G. Anderson, A. Verma, I. Dillig, and S. Chaudhuri, “Neurosymbolic
reinforcement learning with formally verified exploration,” Advances
in neural information processing systems, 2020.

[11] A. Verma, H. Le, Y. Yue, and S. Chaudhuri, “Imitation-projected pro-
grammatic reinforcement learning,” Advances in Neural Information
Processing Systems, vol. 32, pp. 15 752–15 763, 2019.

[12] G. Weiss, Y. Goldberg, and E. Yahav, “Extracting automata from
recurrent neural networks using queries and counterexamples,” in
International Conference on Machine Learning. PMLR, 2018, pp.
5247–5256.

[13] S. Carr, N. Jansen, and U. Topcu, “Verifiable rnn-based policies
for pomdps under temporal logic constraints,” in Proceedings of the
Twenty-Ninth International Joint Conference on Artificial Intelligence,
2020, p. 4121–4127.

[14] C. E. Rasmussen and C. Williams, “Gaussian processes for machine
learning,” the MIT Press, 2006.

[15] A. Lavaei, S. Soudjani, A. Abate, and M. Zamani, “Automated
verification and synthesis of stochastic hybrid systems: A survey,” in
Automatica, 2021.

[16] X. Sun and Y. Shoukry, “NNSynth: Neural network guided
abstraction-based controller synthesis for stochastic systems,”
arXiv:2111.08853, 2022.

2910

Authorized licensed use limited to: Access paid by The UC Irvine Libraries. Downloaded on April 02,2023 at 23:22:24 UTC from IEEE Xplore.  Restrictions apply. 


