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MODERATE DEVIATION PRINCIPLE FOR MULTISCALE SYSTEMS DRIVEN
BY FRACTIONAL BROWNIAN MOTION

S. BOURGUIN, T. DANG, AND K. SPILIOPOULOS

ABSTRACT. In this paper we study the moderate deviations principle (MDP) for slow-fast stochastic
dynamical systems where the slow motion is governed by small fractional Brownian motion (fBm)
with Hurst parameter H € (1/2,1). We derive conditions on the moderate deviations scaling and on
the Hurst parameter H under which the MDP holds. In addition, we show that in typical situations
the resulting action functional is discontinuous in H at H = 1/2, suggesting that the tail behavior of
stochastic dynamical systems perturbed by fBm can have different characteristics than the tail behavior
of such systems that are perturbed by standard Brownian motion.

1. INTRODUCTION

The goal of this paper is to study the asymptotic behavior, in the moderate deviations regime, of the
following system of slow-fast dynamics

dX[ = g(X7, Y )dt + Vef (X{, Y)W, X6 = o

€ 1 € 1 € €
(1) dYy = —c(Yy) + %U(Kﬁ )dBy, Y5 = yo.

Here € is a small parameter that goes to zero. We assume that ¢ € [0,1] and (X€,Y*¢) € R* x R9. Also, B
is a standard m-dimensional Brownian motion, while W is a p-dimensional fractional Brownian motion
(fBm) with Hurst parameter H € (1/2,1) independent of B. As is known, if H = 1/2 then W/2 will be a
standard Brownian motion. Moreover, the integral with respect to W is a pathwise Riemann-Stieltjes
integral and is commonly known as a Young integral (see Appendix A for a brief introduction).

Since, 1/e T oo as € | 0, we expect that under the appropriate conditions, the distribution of Y¢ will
be converging to its invariant distribution, while the equation that X€¢ satisfies can be viewed as a
perturbation of a dynamical system by small multiplicative noise of magnitude y/e. We can think of
X¢€ as the slow component and of Y€ as the fast component. Model (1) is a prototypical dynamical
system that exhibits multiple characteristic scales in time and is perturbed by small noise to account
for imperfect information and to capture random phenomena. Such systems arise naturally as models
in a great variety of applied fields, including physics, chemistry, biology, neuroscience, meteorology, and
mathematical finance, to name a few.

The novelty of this paper lies in the consideration of the tail behavior of (1) in the case where H # 1/2.
In the case of H = 1/2, i.e., when both the X¢ and Y¢ components are driven by Brownian motions,
the asymptotic behavior of systems like (1) have been extensively studied in the literature. We refer the
interested reader to [BF77, DS12, Fre78, FS99, FW12, Gui03, K199, MS17, LS90, PV01, PV05, Spil4,
Spil3], which contain results on related typical averaging dynamics, central limit theorems, moderate
and large deviations. Choosing the noise that perturbs the system to be standard Bronwian motion,
we embed the Markov property and semimartingale structure of the standard Brownian motion in the
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2 MODERATE DEVIATIONS FOR FRACTIONAL MULTISCALE SYSTEMS

system. However, many physical dynamical system exhibit long-range dependence or a particular sort of
self-similarity that may not be amenable to accurate description by a model driven by standard Brownian
noise.

One way to account for this issue, is to perturb the dynamical system by fractional Brownian motion.
Such practice has seen growing interest in literature, for example the references [BFGT19, BS20, Che03,
CR98a, Fukl7, FZ17a, GJRS18, HJL19, SV03b] to name a few. However, the corresponding literature for
multiscale systems like (1) in the case of perturbation by fractional Brownian motion is quite sparse and
still in its infancy. We refer the interested reader to the very recent papers of [BGS21, HL20, PIX20] for
results concerning typical averaging behavior, homogenization, and fluctuations corrections for multiscale
models like (1) under different sets of assumptions for the model coefficients. As discussed in these papers,
replacing Brownian motion by fractional Brownian motion creates a number of issues that need to be
overcome. These issues are mainly related to the partial loss of the Markovian structure as well as to the
proper averaging of the integral with respect to the fractional Brownian motion W# which originates
from the interaction of ergodicity and fBm.

The intent of this paper is to study the tail behavior of X in (1) as € | 0 in the moderate deviation
setting. To be more precise, letting h(e) — oo such that /eh(e) — 0 and defining X; = lim._,0 X (the
limit in the appropriate sense), we define the moderate deviations process
CXf-X,
(2) nt = ¢ .

Veh(e)

Moderate deviations for X¢ refers to large deviations for n¢. In fact the scaling by /eh(e) implies that
moderate deviations is in the regime between central limit theorem (corresponding to the choice h(e) = 1)
and large deviations (corresponding to the choice h(e) = 1/+/€). Moderate deviations for systems like (1)
and for H = 1/2, i.e., when both slow and fast components are driven by standard Brownian motions,
have been considered in [Gui03, MS17]. An interesting conclusion of our results for the case H # 1/2,
which will be discussed in Remark 7 is that the resulting action functional is not continuous in H at
H=1/2.

In order to study the moderate deviations principle for X ¢, we shall follow the weak convergence method
of [DE11]. The core of this approach lies in the use of a variational representation of exponential
functionals of the driving noise (W, B), see [DE11, Zha09]. In our case, such a representation leads to
a representation of the exponential functional of the moderate deviations process n° that appears in the
Laplace principle (which is equivalent to the moderate deviations) as a variational infimum of a family
of controlled moderate deviations processes 7% together with a quadratic cost over a suitable family
of stochastic controls w®. To be more precise, letting a be a bounded Borel function on C([0, 1]; R™), we
have the representation

(3) —h%(e)lnE[exp(—hQ(e)a(né))] = wmefsEB | +a(néywe)],

where S denotes the Cameron-Martin space associated with the process { (W, By): t € [0,1]} (see (42))
and the controlled deviations process n©®" is defined by

<X - X
4 €, W — t
( ) U \/Eh(é)
with the controlled processes (X", Y"") defined by (14).

Essentially, proving the moderate deviations principle for X¢ amounts to finding the limit as € — 0 to
(3). When H # 1/2, i.e., when the standard Brownian motion in the slow component is replaced by fBm,
a number of additional technical issues come up and the standard methodology needs to be modified.
After we introduce proper notation, we explain in Remark 9 of Section 3 one of the core ideas that allow
us to study the H # 1/2 case in a way that naturally extends the H = 1/2 setting.

The rest of the paper is organized as follows. In Section 2 we establish necessary notation, go over
our assumptions and present the main result, Theorem 1, on the moderate deviations principle with
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an explicit representation of the action functional, as well as a corollary of the aforementioned theorem.
Section 3 contains the details of the weak convergence approach for the problem at hand, introduces the
appropriate controlled processes and presents Theorem 2 which has a variational representation of the
moderate deviations action functional. Theorem 1 can be viewed as a direct consequence of Theorem 2.
In Section 3 we also go over one of the main ideas that essentially unlock the computation for the case
H # 1/2, in a way that naturally extends the standard H = 1/2 framework, see Remark 9. Section 4
contains examples that demonstrate our theoretical results.

Section 5 contains the proof of Theorem 2 and consequently of Theorem 1 as well. In particular, in Section
5 we prove tightness of the appropriate controlled processes and occupational measures introduced in
Section 3, we identify their weak limit which then allows to prove the limit Laplace principle lower and
the upper bound of (3). The proof of the Laplace upper bound leads to the exact representation of
Theorem 1. Next, Section 6 provides the proof of Corollary 1. Section 7 discusses avenues for future
work on this topic.

Appendix A recalls several aspects of fBm and necessary results on pathwise stochastic integration with
respect to fBm used in this paper. In Appendix A, we also discuss the Cameron-Martin space of fBm
and prove associated results that are potentially of independent interest as well. Appendix B recalls
regularity results of [PV01, PV05] on Poisson equations, proves necessary a-priori bounds of the slow-fast
process (X€,Y¢) in (1) as well as necessary a-priori estimates on 7" from (4) that allows to establish
the necessary tightness results in Section 3.

2. NOTATION, CONDITIONS AND MAIN RESULTS

In this section, we introduce some notation, present the main assumptions we make, and state our main
results. We work with a canonical probability space (€, F, P) equipped with a filtration {F;}o<i<r
satisfying the usual conditions (namely, {F;}o<:<7 is right continuous and Fy contains all P-negligible
sets).

We will denote by A : B the Frobenius inner product ¥; ;[a; ; - b; ;] of matrices A = (a; ;) and B = (b; ;).

We will use single bars | - | to denote the Frobenius (or Euclidean) norm of a matrix and double bars
| - || to denote the operator norm. For « € (0,1), | - | is the standard Holder semi-norm, i.e.
h(s) — h(t
= sy PO RO
o<sA<1 |8 — 1

In addition, for a given sets A, B and i, € N and ¢ > 0, C*/*¢(A x B) is the space of functions with
1 bounded derivatives in « and j derivatives in y, with all partial derivatives being (-Hélder continuous
with respect to y, uniformly in x.

2.1. Conditions. We start by stating the assumptions we make on the coefficients of Y¢ ensuring its
ergodicity. Note that these assumptions are satisfied in the context of the multi-scale models studied in
[BGS21, Theorem 1] and [HL20, Theorem A].

Condition H1.

- c(y) = —Ty + ((y), for which T' be a d x d positive matrix with bounded entries and ((y)
is a uniformly Lipschitz function with Lipschitz coeflicient L.. Moreover, ((y) < C'|y| and

(T = LcI)EE) =0 |€]? for some o > 0.

- ¢(y),o(y) have first and second derivatives that are a-Hdlder continuous for some o > 0.

- o(y)o " (y) is uniformly continuous, bounded and non-degenerate.

(e)o” Wy.w)
lyl®

There are positive constants 1, B2 such that 0 < 81 < < Ba, Yy € R\ {0}.

Remark 1. Condition H1 guarantees that the fast process Y€ has a unique invariant measure, which
we denote by p(dy) in the sequel.
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Denote by £ the normalized infinitesimal generator of the fast motion Y¢ (with respect to which averaging
is being performed). It is given by

(5) LF(y) = VyF ) ely) + 3ol () : VIF().

Set Y = RY. For any function G(z,y), define the averaged function G by

Glo) = [ Glay)n(ay).
y
In particular, the averaging of the drift term ¢ in the slow motion X ¢ with respect to pu will be given by

m@—Agmwmwy

Remark 2. Under the growth assumption on g and its derivatives in either the upcoming Condition
H2-A or H2-B, Theorem 4 implies that the partial differential equation

(6) Lo(z.y) = gla.y) — 9(x), A¢@wmwrw

has a unique, twice differentiable solution (that we denote by ¢(x,y) in the sequel) in the class of
functions that grow at most polynomially in |y|.

Finally, we provide two different sets of assumptions on the coefficients of X ¢, each of which is based on
the available averaging results for X ¢ appearing in [BGS21] and [HL20], respectively. Depending on the
specific multi-scale model at hand, one may choose to work with one set of assumptions or the other.

Condition H2-A. The assumptions below relate to the setting of [HL20].

- f(z,y) and g(z,y) are uniformly bounded with bounded first and second partial derivatives.

- There exists 3 in [0, 1] such that 8+ H > 1 and h(e)"'e % — 0 as e — 0.
Condition H2-B. The assumptions below relate to the setting of [BGS21]. We assume that there are
constants Dy, Dy, My, My, in [0,1] and « in (0, 1] such that

- g €CP(R™)Y).

- [ = f(y) and g satisfy the growth assumption

|f(y)] < C(l + IyIDf) and |g(z,y) + Vag(z,y) + Vag(z,y)| < C(l +ly

- Dy and Dy are related via 0 < Dy + Dy < 1.

Dg)

- f(y) and V,¢(x,y) f(y) are respectively My and Mj-Hélder continuous, where ¢(x,y) is defined
at (6). Moreover, we have min {% +H, M 4 H} > 1.
M

- h(e)_le_Tf —0ase—0.

Remark 3. Conditions H2-A and H2-B relate to the averaging results in [HL20] and [BGS21] that state
that the slow motion X€ converges in probability, as € goes to 0, to a deterministic limit X defined to
be the solution to the integral equation

dXt = g(Xt)dt, XQ = X.

In addition, we need to assume uniqueness of a strong solution. Without having to refer to it again, this
assumption is always in effect in this paper.

Condition H3. The stochastic differential equation at (1) has a unique strong solution.
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Remark 4. We direct readers to [GN08, MS11, dSEE18] for existence and uniqueness of solutions to
stochastic differential equations like (1).

Finally, define the operator Qg by
(7) Q¥ = f(X)Ku (JE(X)KH)* + /y V,y6(X,9)o(y) (Vo (X, y)o(y)) " uldy),

where p is the invariant measure defined in Remark 1, K is the operator (related to the fractional Brown-
ian motion) defined in (41) (see Appendix A.3). Let h € L?([0,1];R") then the operator f(X) Ky (f()_() KH)

admits the explicit representation

[F(X) e (F(X)Kwr) B] (1) = &, F (%)t
/t(t - z)H_3/221_2H /1(3 - z)H_3/2sH_1/2f(XS)Th(s)dsdz

0 z

such that the constant cy equals (H(2H — 1)/B8(2 — 2H, H — 1/2))"/?, where B(z,y) = Fr(?x)i;y)) is the
standard beta function.

Remark 5. In both this paper and the paper [BGS21], the latter of which provides averaging results on
multiscale models like (1), one needs to bound terms that are Young integrals. However, each paper uses
a different bounding technique which leads to different assumptions on (1). For instance, the authors of
[BGS21] use the maximal inequality in their Lemma 1 to bound

(8) /0 FYEyaw

an integral term which appears in (1). Having the kernel f(Y¢) independent from the driving process
WH simplifies the application of the maximal inequality and yields the necessary bound on the integral
(8). For this paper, we instead have to bound

) [ (e

an integral term which appears in (14). In this case, the control process w¢ is dependent on W | implying
the kernel f (Yf’we) is dependent on WH as well. This lack of independence between the kernel and the
driving process leads us to substitute the Young-Loéve inequality for the maximal inequality in order
to bound (9). The Young-Loéve inequality for Young integrals requires some kind of uniform Hoélder
continuity of the kernel, which explains why we impose certain uniform Hdélder continuity condition on
the coefficients of (1), an assumption not made in [BGS21].

2.2. Main results. The weak convergence approach to large deviations developed in [DE11] states
that the large deviations principle for nf is equivalent to the Laplace principle which states that for
any bounded continuous function a: C([0,1];R™) — R, there exists a rate function (also called action
functional) S : C(]0,1]; R") — R that satisfies

Elggo _h%(e) InE[exp(—h*(e)a(n))] = q)ec(i[r(})fl];w){SH(@) +a(®)}.

In this paper, we prove that the above Laplace principle holds and our main result, Theorem 1, identifies
that rate function S (®) explicitly. The statement of this theorem is given below.

Theorem 1. Let Conditions H1 and either H2-A or H2-B be satisfied. Moreover, assume that the
operator Qg defined in (7) is invertible. Then, the process {X¢: € > 0} satisfies the moderate deviations

principle, with the action functional ST (®) given by

sh(@) = [ (b~ Vaa%0e,) (@) (b, - VaalKe.)as

if ® € C([0,1];R™) is absolutely continuous, and oo otherwise.
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Remark 6. A sufficient condition for invertibility of Qg is that for all z and non-zero z € R™ and for
all y € R%, we have

(10) < /_y vy¢<x,y)a(yxvm(x,y)a(ym(dy)z,z> -0,

The sufficiency of this condition is established in Lemma 9. In most situations, Condition (10) proves
easier to verify than the invertiblity of Q)I% itself.

Remark 7. Let us now briefly compare the results in the H = 1/2 and H # 1/2 case. As can be
seen from the results of [MS17], when H = 1/2, i.e., when the slow motion in (1) is driven by standard
Brownian motion, the corresponding MDP is as in Theorem 1 but with Qg defined in (7) replaced by

(11) }/2=/yf(X,y)f(X,y)Tu(dy)+/yvyﬂﬁ(ff,y)a(y)(Vyﬂﬁ(X,y)o(y))Tu(dy).

It is interesting to note that the mapping H — Qg is not, in general, continuous in H at H = 1/2.

Indeed, if H = 1/2, then the discussion of Appendix A.3 shows that Kl/Q the operator defined in (41),
will be the identity operator, so one would actually expect that

lim Qﬁ{z/f(ff,y)u(dy)/ f(X,y)Tu(dyH/ V,0(X,9)0(y) (Voo (X, y)o(y)) " u(dy).
y Y N

H—1/2

which is of course different from (11). Hence, we indeed have, unless of course f(z,y) = f(x), that

1/2 . H
X7 ng?/z @x-

This result also immediately says that in general there is no continuity of the mapping H — SH at
H=1/2.

The lack of continuity does not come as a surprise. It is related to the fact that when averaging integrals
with respect to fBm with H € (1/2,1), then one averages the integrand directly as opposed to the
quadratic variation which is what happens when H = 1/2. We refer the interested reader to the recent
papers [BGS21, HL20, LS20] for further discussion on this.

In certain circumstances, we can provide an explicit formula for (Qg)_l as the following corollary of
Theorem 1 shows. The proof will be presented in Section 6.

Corollary 1. Let Conditions H1 and either H2-A or H2-B be satisfied. Assume further that 1/2 < H <
3/4, g = g(x) and f(X) is an invertible square matriz with a bounded inverse denoted by L. Then Qg
is invertible and the process {X: ¢ > 0} satisfies the moderate deviations principle as in Theorem 1. In

particular, given ¥ € L2([0,1];R™), (Qg)il has the explicit form
(Qg)il\P _ cl}QI‘(H _ 1/2)72LTt1/27HDf{—1/2t2H71Dé{+—1/2t1/27HL\I/
or equivalently,

(@) "w)(1) = T (H — 1/2)21(3/2 — H) L] 11/2 1

1 z
4 / (z — t)1/2_H,22H_1i / (z— )2~ H/22HL W ds| dz| .
dt t dz 0
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3. THE CONTROLLED PROCESSES

The proof of the Laplace principle is based on a variational formula established in [Zha09, Theorem 3.2],
which can be regarded as an abstract Wiener space counterpart of the stochastic control representation
from [BD98, Theorem 3.1] for the classical Wiener space. Recall that S denotes the Cameron-Martin
space associated with the process {(W#,By;): t € [0,1]} defined in (42). Let a be a bounded Borel
function on C([0,1];R™). Then, the variational formula (applied to the framework of this paper) from
[Zha09, Theorem 3.2] states that

g Bl (-12(at)] = i |3 ol +a(n) |

12 = inf + ﬁ§2ds+a( w)]
(12) vyt w3 as +a(
where the controlled deviations process ™ is defined by

. w X€ ’IJJ _ X
(13) ne = !

Veh(e)

and the controlled processes X" and Y are defined by
t
XU = zg + / g (Ko Vo) Ve f (X e acds
0

(14) + /0 t Ve (Xt v yawh

t t
e 1 . h(e) . 1 .
Yé,w = — (Yé’w ) = (Ye,’w ) ed / — (Ye,w )dBS
! y0+/o EC ° +\/EU ° et 0\/20 °

Note that, based on (13) and (14), we can rewrite %" in the form

' 1 € e _ t . .
nev :/ Veh(e) [g(XSE’“f L YEw ) —g(XS)} ds—|—/ f(X;’w Ysw )u;ds
' o Veh(e) ;

I ‘ .
(15) + —/ f(X;”” Yo )dWSH.

h(e) Jo
Let Y = R™ and V = RP. These are the spaces in which the control processes u¢ and v¢ take value in,
respectively. Define 6(z,n,y™,y®, u® u® v v s 1) RTxR" x Yx YxUXUXVxVx[0,1]x [0, 1]
by

9(.%, ;s y(l)a y(z)a u(l)a u(2)7 v(l)v ’U(z)a S, T) = (Vy¢(x7 y(l))a(y(l))v(l) + ng(f)n)
(16) +ef(ayW)(s — )32 2@ g ().

Condition H1 and Theorem 4 guarantee that the function @ is bounded in z, affine in 7, u® and v(*)
and bounded polynomially in |y].

Next, we introduce the occupation measure P€. Let A;, Ay, B and I" be Borel sets of U, V, ) = R? and
[0, 1], respectively. Let (X", V™) solve (14). Associate with (V%" 4, ¢) a family of occupation
measures P¢ defined by

(17) P(A; x Ay x BxT) = /rﬂAl( Vi, (0L (YU )ds.

Definition 1. Let F'(z,n,y™, y@, u® u® oM y@) s 1) RP xR x Yx YxUxUxVxV x[0,1] x[0,1]
be a function that has at most polynomial growth in |y|. Let £ be a second order elliptic partial
differential operator and denote its domain by D(L). A pair (¢, P) € C([0,1;R™") x P(UxV x Y x [0,1])
is called a viable pair with respect to (6, £) if

- The function ¢ € C([0,1];R™) is absolutely continuous.
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- The measure P is integrable in the sense that

/ ([0 + 1ol + lyP?] P(dudvdyds) < oc.
UXVxYx][0,1]

- For all t € [0,1],
1/% = / F(X57 1/)55 y(l)v 9(2)7 u(l)v u(2)a v(l) ) 1)(2), S T)
U2xV2xY2x[0,t]2
P @ P(du™ du® do™ dv® dy™ dy? dsdr).
- For all t € [0,1], it holds that

(18) P(dudvdydt) = v, (dudv)u(dy)dt,

where vy, is a kernel on U x V dependent on y € Y and ¢ € [0, 1], while x is the unique invariant
measure associated with the operator L.

In order to indicate that the pair (¢, P) is viable with respect to (F, L), we write (¢, P) € V(F, L).

The controlled process (13) and the definition of viable pairs (Definition 1) will be used to prove the
theorem below.

Theorem 2. Let Conditions H1 and either H2-A or H2-B be satisfied. Then, the process {X: e > 0}
from (1) satisfies the moderate deviations principle, with the action functional ST (®) given by

(19) SH(@) = {|u|2 + |v|2} P(dudvdyds)

inf —/
(@,P)EV(0,£) | 2 Jyrxvxyx[0,1]

with the convention that the infimum over the empty set is co.
Remark 8. As will be shown in the proof of Theorem 2, Theorem 1 follows directly from Theorem 2.

Remark 9. In this remark we discuss one of the key ideas that allows to naturally generalize the
computations to the H # 1/2 case. In the course of the proof, we will need to handle terms of the
form fg f(X;we, Y;’wé)u;ds, where u° is the control process introduced in the beginning of this section.
Roughly speaking, if H = 1/2 and P°¢ is the occupational measure defined as in (17), then one has
u¢ = 4° and thus

t
[ (e e yasas = [ FXE y)uP (dudodyds),
0 UXVXxYx[0,t]

and then after establishing tightness of (X W, P¢) one can study its limit. This approach does not work
exactly like that in the case where the Hurst parameter H # 1/2. In order to generalize this idea for
the case H # 1/2, we first notice that one can write that

d d .
U= g [Knaf],,
where Ky is the operator associated to fBm, see Appendix A.3. With this observation at hand we then

write
t

t
€ € € € d
[ vz Yisas = [ (e veo) 2 i, a
t s
=/ f(Xse’wéay;’wé) (CHSH_I/Q/ (s —T)H_3/2r1/2_Hﬁ§dr) ds
0 0

—cy / f(Xs,w€7 y(l))(s _ T)H73/28H71/2T1/27H’u(2)]l{oyt](8)]1[015] (T)
U2xV2xY2x][0,1]2

(20) P @ P (duMdu® dv® dv® dy ™ dy? dsdr)

which is what allows us then to take limits. The details are in Section 5.

)
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4. EXAMPLES

4.1. Fractional volatility model. In [Shi99, Chapter 4], the author collects various empirical studies
which observe persistence or long memory phenomena in financial data such as financial indexes and
currency cross rates, among others. This motivates us, for the first example of this paper, to consider
the multiscale volatility model

dX§ = Y<dt + erdWhH,
dY$ = B(0 — Y )dt +v\/Y:dB;.

We assume 7 > 0 and 3,6, v are real constants such that 230 > v2. (WH, B) is an independent pair of
one-dimensional fractional Brownian motion of Hurst parameter H > 1/2 and one-dimensional Brownian
motion. X € is a (re-scaled) log pricing of a security with a perturbed fractional Brownian noise (in order
to simulate the long memory effect). The fast volatility process Y follows the Cox—Ingersoll-Ross
model of interest rate and the assumption 286 > v? ensures that Y¢ is strictly positive. It is also worth
noting that adding fractional Brownian noise to financial models to simulate long memory has been an
increasingly common practice in literature, see [Che03, CR98b, FZ17b, HJL19, SV03a].

(21)

The stochastic differential equation of Y€ in (21) has the Cox-Ingersoll-Ross process as its unique
solution, which implies the process X€¢ as an integral function of Y¢ plus a fractional Brownian noise
term is well-defined. Moreover, in the context of the previous section, the invariant measure p has the
Gamma density ([FPSS11, Section 33.4])

2

N 1/
) = "1 ap0/02)

Then according to [BGS21, Theorem 1], X€ converges in probability in C([0,1]) to

X = /Ryu(dy) =90.

The Poisson equation at (6) has an unique solution ¢(y) due to Theorem 4 and this solution satisfies
o' (y) = —%. This implies the operator Q* defined at (36) is

2ﬁ9/0271€726y/v2, for y > 0.

2

H 27 % T

Q" =mTKuKy+ | —
TRH (26)’

which is invertible since 7 > 0 (see Lemma 9). Here Ky K} is the operator

¢ 1
[KHK}‘{h} (t) = 2172 / (t— z)H_3/2zl_2H/ (s — 2)A=3/26H=12(5)dsd.
0 z

Let us now discuss moderate deviations of X . We have already established Y ¢ has an invariant measure
1, which makes Condition H1 redundant for the model (21). Moreover, if we use the notation of Section 1
then the equation of X€ at (21) has f = 7 and (d%¢(y))f = 0. Therefore, based on the proofs of Lemma
12 and Lemma 15, Condition H2-B in this setting simplifies to |f(y)| < C’(l + |y|Df) and 0 < Dy < 1,
which is clearly satisfied for f = 7. Then, as long as there exists 5 € [0,1] such that 5+ H > 1 and

h(e)*le’g — 0 as e — 0, Theorem 1 asserts that for the moderate deviations process (X — X)/h(€)v/e,
its action functional, when finite, takes the form

s ((I))—/O D,(Q7) Dyds.

4.2. Fractional Langevin equation. For the second example, we consider the multiscale model

dXf = (=Q'(Yf) = V'(X))dt + Vev2Ddw,™,
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The equation of X ¢ can be viewed as a rescaled Langevin equation with a fractional Brownian noise. A
simpler version of this fractional Langevin equation that does not contain a fast process Y ¢ was studied
in [AMP21, CKM03, GJR18] among others. We assume that

- )V is the one-dimensional unit torus.
- There is a constant C such that |Q'(y)| + |V'(z)| + |[V"(x)| + |V (z)| < C(1 + |y|).
Q' (y) is Lipschitz.

- V"(z),Q" (y) are continuous.

- D is a real non-zero constant.

Our assumption implies that Q'(y), V'(z) are Lipschitz and that |Q'(y)| + |V’ (x)] < C(1 + |y|), so that
there is a unique strong solution to (22) based on [GN08, Theorem 2.2].

Next, we consider averaging of X¢. Since ) is the unit torus, Condition 3 in [BGS21, Theorem 1] is
not needed for ergodicity of Y¢. Condition 1 in [BGS21, Theorem 1] is met by our second and fourth
assumptions for (22) above. Thus, we conclude X ¢ converges in probability in C([0, 1]) to

—/Ot(—/yQ’(y)u(dy)—V’(Xs))ds

where, according to [PS07], the invariant measure p is the Gibbs measure
1
pldy) = e Q0P 7 = /ye‘Q(y)/Ddy.

The Poisson equation at (6) becomes
—Q'(y)¢'(y) + D" (y) = Q" - Q'(y), / ¢(y)u(dy) =0
such that Q' = f Q' (y . Its solution satisfies

¢ (y) = geQ(y)/D/ efQ(g)/Ddg_"_MeQ(y)/D i1
D 0

where the constant M is

o) 13
M Q/ o—Q()/D /yew)/D/ e*Q(E)/Ddgdpdy+/yefQ(y)/Ddy
D Jy 0 0 y
y _1
( / ~Q)/D / eQ(ﬁ)/Ddgdy> ,
y 0

At this point, we can consider moderate deviations of X°. In the notation of the previous section, we have
glz,y) = —Q'(y) — V'(z), c(y) = —Q'(y), f = 0 = V/2D. Since Y is the unit torus, the first recurrence
assumption in Condition H1 and Dy + D, < 1 in Condition H2-B are no longer needed. In addition, the
fact that -L¢(y) = 0 makes redundant the assumption Mj,/2+ H > 1 in Condition H2-B. Then the rest
of Conditions H1 and H2-B are satisfied by (22). In particular, we have g(x,y) € C>*(R? x ))) since
V"(z), V"' (x) are bounded. Next, the operator Q¥ in (7) becomes

QY =2DKy K},
2D Q" awy/p —Q(&)/D Qy)/D ’
e d¢ + Me +1] dy
0

where KgK7j; is

[KHK;:I@ (1) = 2 =172

¢ 1
/ (t — z)H=3/2,1720 / (s — 2)H=3/26H=12p(5)dsd.
0 z
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Thus, under the condition that Q¥ is invertible and there exists 3 € [0,1] such that 3 + H > 1 and

h(e)fle’g — 0 as € = 0, Theorem 1 says for the moderate deviations process (X¢— X)/h(e)v/e, its
action functional, when finite, is

SH(®) = /O 1 (€ +V"(X)2.) (@) (s + V"(X,)®, ) ds.

Remark 10. Here we compare the result above to the moderate deviations of X € in

dX{ = (~Q (V) — V/(X{))dt + Vev2Daw,,

(23) € 1 / € 1
Ay = —=Q'(¥{)dt + $\/2DdBt.

We assume W is a Brownian motion independent from B and ) is the one-dimensional unit torus.
Under appropriate conditions, [MS17, Theorem 2.1] says the moderate deviations action functional of
(23), when finite, is

SY2(3) = / 1 (6. +V"(X.)2,) (Q"?) - (&, + V" (X)) ds.
0

such that
= 2

o—Q)/D (QGQ@)/D / Y QD e 4 QWD 4 1) dy.
0

2D
Y2 =2p —/
@ 7z D

Yy

Notice in this particular situation, we have continuity of the mapping H + S at H = 1/2 (see Remark
7).

5. PROOF OF THEOREM 2

The proof of Theorem 2 will be divided into five subsections. In Subsections 5.1 and 5.2, we prove
tightness and convergence of the pair (ne’wé,PE), respectively. In Subsection 5.3, we prove the Laplace
principle lower bound. In Subsection 5.4, we prove that the level sets of S(-) are compact. Finally, in
Subsection 5.5, we prove the Laplace principle upper bound and the representation formula of Theorem
1. The main additional work that needs to be done due to the effect of the fBm is seen in the bounds
that we need in order to prove tightness (see also Appendix B) and in the proof of the upper bound in
Subsection 5.5.

5.1. Proof of tightness. The main result of this section is the following proposition on tightness.

Proposition 1. Let Conditions H1 and either H2-A or H2-B be satisfied. Consider any family {w®: e > 0}
of controls in S satisfying, for some N < oo,

1
sup |w||g = sup/ [as]? +05)* ds < N
e>0 e>0.J0
almost surely. Then, the family {(77“”6, P€): >0} is tight.

The proof of Proposition 1 will be divided into two parts which are the subject of Subsections 5.1.1 and
5.1.2.
5.1.1. Tightness of {P¢: e >0} in P(U XV x Y x [0,1]). The argument for tightness is similar to the
argument for tightness in [HSS19]. As a first step, we claim that
g(P) = / [lul® + o] + lyI?] P(dudvdyar).
UxVxYx[0,1]

is a tightness function from P(U xV x Y x [0, 1]) to RUoo. Since g is bounded from below, it is sufficient
to show that for every k € N, the level sets

Le={PePUxVxYx0,1]):gP) <k}
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are relatively compact. For ¢ > 0, let M be a positive constant large enough so that k/M < e and define
A¢ = {(u,0,y,t) €U XV x Y x [0,1]: [f(u,v,y,t)| > M}.

By Chebyshev’s inequality,

1
swp P(A) < 3 [ (0,6 P(dudvdyit
PeLy {(u,0,y,) EUXVXY*[0,1]: | f(u,v,y,t)[>k}
g(P) _ k
< = — .
i < Vi <€
Therefore, we get
sup P(UXxVxYx[0,1])\A°) >1—¢.
PeLy

Since (U x V x Y x [0,1]) \ A€ is also compact, this implies that Lj is a tight set of measures and g is a
tightness function on P(U x V x Y x [0,1]).

For the second step, define G : P(P(U xV x Y x [0,1])) = RU oo by

Gw) = / g(2)v(dz).
PUXVxYx][0,1])

Then, according to [DE11, Theorem A.3.17], G is a tightness function on P(P(U x ¥V x Y x [0,1])).
Moreover, the same theorem states that {P€: ¢ > 0} is a tight family in P(U x V x Y x [0,1]) as long as

sup G(L(P°)) < oo,
e>0

which is equivalent to

sup E[g(P€)] < 0.
e>0

As the above holds by Lemma 10 and Lemma 11, we get that indeed {P€: € > 0} is tight in P(U x V x
Y x[0,1]).

5.1.2. Tightness of {n>*": e >0} in C([0,1];R"). Let ws(5) = Sup|s_¢|<s [f(s) — f(t)| be the modulus
of continuity of a function f in C([0, 1]; R™). According to [Bil13, Theorem 7.3], the family {n“*" : ¢ > 0}
is tight in C([0, 1]; R™) if and only if

- For each positive ¢, there exist an a,dg > 0 such that P(

ng’we’ > a) < § for € < §y.

- For all a > 0, lims_ limsup,_,o P(w,c.ve (§) > a) = 0.

We only need to check the second condition above since the first condition is automatically true as
75" = 0. Recall from (15) that 7" is given by

i = o | o ey — gk asoe [ (e e Y
+ % /Ot F(xem yee)awh,

A combination of the Poisson equation stated in (6) and It6’s formula yields

[ bl ) =l o= sl YooY
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where

0= (o35 =t + 2 [ B Yo v

h(e) h(e)

t
6/ Vzgf)(X;’wé : }/;ﬂué)f(X?wé, }/;)wé)ﬁ:ds
0

t €
+%‘/O quS(X;’w Yew )a( )
(24) +%/Ot vm(x;@in“f )f(X“” yew )dWSH.

) .
Therefore, we can rewrite n©* as
t

t
n = [ wge(xem e Yo (ver Ysds o [ (e verYicds
0 0
I . ‘ = 1 K ‘ _
+—/ F(xee yen ) aw +—/ [9(xe7) = a(%)| ds + Ri (1)
6L Ve J (o)) do+ 5

(25) = Di(t) + D5(t) + D5(t) + D5(t) + Ri(t).
In combination with Markov’s inequality, Lemma 12 implies tightness of {D$: € > 0} and {D5: e > 0}.

Lemma 15 implies tightness of {D§: € > 0} and Lemma 16 implies tightness of {D§: e > 0}. It remains
to prove the tightness of {R$: e > 0}. The estimates at (43), (44) combined with Lemma 11 and the

fact that h‘(/f) — 0 imply that the first term in equation (24) converges to 0 in probability, which implies

tightness in C([0,1];R™). Furthermore, tightness of the remaining integral terms in (24) is implied by
Markov’s inequality, Lemma 12 and Lemma 15. This shows that {R{: ¢ > 0} is tight and hence that
{n=*": e > 0} is indeed tight in C([0, 1; R™).

5.2. Proof of existence of a viable pair. In the previous subsection, we have proved that the family
of processes {(nf’we,PE): €> 0} is tight (see Proposition 1). It follows that for any subsequence of ¢
converging to 0, there exists a subsubsequence of { ew ,Pe):e> O} which is convergent in distribution
to some limit (77, P). The goal of this subsection is to show that (7, P) is a viable pair with respect to
(0, L) according to Definition 1 (where L is the generator defined in (5)).

By the Skorokhod Representation Theorem, we may assume that n©®" converges to 7 almost surely
along any subsequence. This will allow us to obtain an equation satisfied by 7 since we can study the
almost sure limits of each individual summand in the representation of 7" we had obtained in (25).
Recall that we had

t

i = [ Voo v Yo (ver Yisas [ (e v Yias
(26) +15 (e e Yaw =5/ [o(oxem) —a(%.)] ds + Rico)

Note that we can write the term before last as
t
(27) / g(xe7) —g(X.) ) ds = / Vo g(Xo)ns™ ds + Rs(t),
Veh(e) 0

where the remainder term R;( ) is given by

= / VRggms (e - %) s

with ¢, being a point in between X" and X,. Under either Condition H2-A or Condition H2-B, V2g(x)
is bounded, so that we can write

(28) RS(t) < /0 1 ds.

€ € =
ng)w ‘ ‘X'?w B XS
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Lemma 17 assesses the convergence to zero of R5(t), and [DS12, Lemma 3.2] addresses the convergence
of all the other terms at play in (26) and (27) except for one, namely

Ae,wé (t) _ /t f()(?we7 Y:)we)’[j,:ds,
0
In order to deal with this last term, let us introduce the term
B (1) = /t f(XS,Y;*we)a;ds.
0
and prove that it has the same limit as A" (t). First, note that if we assume that Condition H2-B

holds, the assumption that f does not depend on x implies that A" (t) = BS*"(t) even before taking
limits. If instead we assume that Condition H2-A holds, we can use the Lipschitz continuity of f(x,y)

to write
t
0

Proposition 10 and the fact that X©™° converges to X in probability then imply that

Xov — X,

|45 ds < sup ’X;*we . ¢
0<s<1

A - o) < [
(29) ’Af’we(t) - Bf’we(t)‘ =0

almost surely as € goes to 0. Therefore identifying the limit of A%""(t) is the same as identifying the
weak limit of B¢ (t). Using the definition of our occupation measures given by (17) and Lemma 6, we
can rewrite BS"(t) as

t S
Bﬁv“’é(t)=/0 f(Xs,lfsﬁwe)(cHsH—l/?/o (S—T)H_3/2rl/2_HaTdr)ds

e [ F ()5 — r)H3/26H=1 2002 Hy @ ()1 ()
U2 X V2x Y2 x([0,1]2
P @ P(du™du® dv™ dv® dy™ dy® dsdr).
In order to somewhat compactify notation, let us introduce, for any ¢t € [0, 1], the function
k(yu)’y(z), u® @ 0 @ g r)
= cp f(Xe,y)(s — r) 32 H12p 220y g 4 (s)1 g 4 (7)
as well as, for 0 < ¢ < s, the sequence
%S (yu),y(z),u(l),u(z), o @), S’T)
- ch(yﬂ), y@ uD u@ M @) T)ﬂm_q (r).

With these definitions at hand, we can state the following convergence lemma.
Lemma 1. Assume Conditions H1 and either H2-A or H2-B hold. Then, one has that

(i) kSdP¢ ® dP¢ — / kdP¢ ® dP¢| — 0 a.s. as ( — 0;

U2 xV2xy2x[0,1]?

/Z/{2><V2><)/2 x[0,1]2

(i) kSdP¢ @ dP¢ — / kSdP ® dP| — 0 a.s. as e — 0;

U2xV2xY?x[0,1]2

~/Z/{2><v2><y2 x[0,1]?

k‘dP ® dP — kdP ® dP

— 0 a.s. as ( — 0;
/u2xv2xy2x[0,1]2 UxV2x Y2 x[0,1]2

(iii)
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Proof. We first prove part (7). Since k¢ — k pointwise as ¢ — 0, all we need to prove is that the function
k is integrable with respect to P¢ ® P€ on U? x V% x Y? x [0,1]? as then, the Dominated Convergence
Theorem applies and yields the desired limit. We have for some constant C' < oo

/ kdP® ® dP*
UzxV2xy?2x|0,1]?

1
<en [ oty
0

sH71/2/ (S—T)Hf?’/zrl/%H |@s.| drds
0

1, .
< [ Jree e [Ka i) ds

O S

1
< C\// ’f(XS=Ys€’wE)’2d57
0

where the second inequality follows by Lemma 6 and the last inequality is a consequence of Holder’s
inequality and Proposition 10. Now, the boundedness of f under Condition H2-A or the sublinear growth
of f under Condition H2-B together with Lemma 11 yield

1
/ kdP® © dP® < C\// (X, V)P ds < oc.
U2xV2xY2x][0,1]2 0
Part (ii7) is proven in the exact same way. Part (i7) is a consequence of the weak convergence of P¢ to
P and the uniform integrability of {P¢® P¢: € > 0} (implied by the second point of Definition 1). O

The above results allow us to obtain an explicit representation of the limit points (7, P), which is the
object of the following proposition.

Proposition 2. Let (7}, P) be a limit point of {(n>*", P¢): ¢ > 0}. Under Conditions H1 and either
H2-A or H2-B, it holds that

Nt = / [VU¢(X5, y)a(y)v + vmg(Xs)ﬁS]l[O,t] (S)] dp
UxVYxYx[0,1]

+cy /Z/12><V2><y2><[0 ” f(Xs,y(l))(s - T)H73/28H71/2T1/27H’U,(2)11[O)t](8)11[0)5] (r)dP ® dP.

Proof. As pointed out earlier, we can consider the limiting behavior of each individual summands in the
representation (26) of n©*". First, under Conditions H1 and either H2-A or H2-B, Lemma 1 and (29)
guarantee that

t

lim f(XSE’wé,Y;’wé)ﬁ;ds —ch F(Xy,y)(s — r)H=3/26H=1/2,1/2-H, (2)
0

e—0

/Z/(2><V2><y2 x[0,1]2
Lo, (s) 10,5 (r)dP @ dP.

Next, we consider the Young integral terms. Under Conditions H1 and H2-A, part (i) of Lemma 15
implies that, as € — 0,

} < C’h(e)_le_g — 0,

E[ sup % /Otf(X;’wé,Y;’we)de

0<t<1

and

E|| sup oo /OtW(X;’we,Y:vwé)f(xswé,n@wé)dvvf < Ch(e7et 0.

te0,1] h
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Likewise, under Conditions H1 and H2-B, part (i) of Lemma 15 implies that as ¢ — 0,

1 [t . M
E| sup —/ f(Y;””)dWsH < Chle) e =0,
t€[0,1] h(e) 0
and
e [ ¢ ¢ ¢ H 1 1Mk
E| sup —/ V(X Y ) f(YS™ )dW ‘ < Ch(e) e —0.
te[0,1] h(e) Jo

Consequently, under Conditions H1 and either H2-A or H2-B, we get

. 1 K €, w* ”rH
21—{% h(e)/o f(YS )d s =0
and

t
: € e, we e, we e, we H _

For the limits of the remaining terms in the representation (26) of n°*", we refer to [DS12, Lemma 3.2
in which these terms have already been addressed. O

The following proposition asserts that the invariant measure of Y and the Lebesgue measure are among
the marginals of P.

Proposition 3. Recall that  denotes the unique invariant measure associated with the generator L
defined in (5). Under Condition H1, we have the decomposition

P(dudvdydt) = vy (dudv)p(dy)dt,
where vy, is a kernel on U x V dependent ony € Y and t € [0, 1].

Proof. Let F be an element of a dense subset of C?())) that consists of bounded functions with bounded
first and second derivatives. By It6’s formula, we have

/ LE@)AP* = e(FG) — F(w))
UXVxYx[0,t]

(30) — e /O (VyF) (Yo ) (Y™ )dBs — v/ehl(e) /0 (VyF) (Yo Yo (Ve Yotds

Let us consider each individual term on the right-hand side of the above equation. The first term
converges to 0 given that F' is bounded. For the second term, an application of the Burkholder-Davis-

Gundy inequality yields
1
Jvas| | <ovayfe] [ e,
0

which converges to zero due to the boundedness of o(y)o " (y) in Condition H1. Similarly, by Lemma 10,
we have

Veh(e) / (V)T (Ve Yo (Ve Yicds

< \/Eh(e)\/ / t

< Cy/eh(e).

Hence, (30) becomes

(31) / LP(y)dP = 0.
UXVxYx[0,t]

t
/ (VyF) (YEY )o(YE™ )dB,
0

t
(9, 8) T (e ) (Vo )T (e )W, (ve ) ds [ Josf?ds
0
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Moreover, it is immediate to see that P<(U x V x ) x [0,t]) = ¢, which implies that the last marginal
of P is the Lebesgue measure. In other words, P is of the form P(dudvdydt) = v ,(dudv)m(dy)dt.
Moreover, since L is independent of the control (u,v), (31) implies that

/ LF(y)m(dy) =0,
y

which implies that m(dy) is the unique invariant measure p(dy) associated with L. O

The next proposition asserts that the pair (7, P) is indeed a viable pair with respect to (6, £), which was
what this subsection was aimed at proving.

Proposition 4. The pair (ﬁ,p) is a viable pair with respect to (0, L), where 0 is the function defined
in (16) and L is the generator defined in (5).

Proof. Lemmas 10 and 11 together with Fatou’s lemma ensure that P satisfies the first property in
Definition 1. The following two properties in Definition 1 have been established in Proposition 2 and
Proposition 3. O

5.3. Proof of the Laplace principle lower bound. The Laplace principle lower bound immediately
derives from Fatou’s lemma and Proposition 2, which is shown in the following proposition.

Proposition 5. Assume Conditions H1 and either H2-A or H2-B are satisfied. Then, for all bounded
and continuous mappings a: C([0,1];R™) — R, the following Laplace principle lower bound holds.

o 1 2 e : H
- — >
hIgi}l(I)lf 0 InE[exp(—h*(e)a(n))] > <I>ec(1[101,f1];R") SE(P) + a(P),

where the rate function S™ is defined at (19).

Proof. We can write

S 1 € B 1t ~ ¢ ~e e,w®
h?l}%lf_hz—(é)lnE[eXp(_hz(e)a(n = hrﬁgl(l)lfﬂﬂ{—/o [|us|2 + |Us|2} ds + a(77 ’ )} -4

= liminfE —/ [|u|2+|v|2] dP€+a(ne,wé>
€0 2 Juxvxyx[0,1]

1 _
5/ (10 + [of?] aP + a(s)
2 UxVxYx[0,1]

> inf  SH(®) 4 a(d).
deC([0,1];R™)

| —
— N

>E

The first inequality comes from the variational formula (12). The second line is a direct application
of the definition of the occupation measure P¢. The third line follows from Fatou’s lemma and the
convergence result in Proposition 2. Finally, the last line is a consequence of Proposition 4. O

5.4. Proof of the compactness of the level sets of S (-). We need to show that, for each k € R,
the level sets of ST given by

Ly ={®c C([0,1;R") : SH(®) <k}, k< 0.

are compact subsets of C([0, 1]; R"), which indicates that S is a good rate function. We will actually
show that, for any k € R, Ly is relatively compact and closed. We start with relative compactness,
which the following lemma addresses.

Lemma 2. Let {(®,,P,): n € N} be a sequence such that for every n € N, (®,,,P,) € V(0,L) and
®,, € Li. Assuming Conditions H1 and either H2-A or H2-B are satisfied, this sequence is relatively
compact in C([0,1]; R™).
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Proof. We can show that the family { P, : n € N} is relatively compact in the same way as in Subsection

5.1.1 where we proved the tightness of {P<: ¢ > 0}. To show the relative compactness of {®,,: n € N},
it is sufficient to verify that

lim sup we(d) = lim sup sup |®(t) — ®(r)| = 0.
020 per, 6=0cLy, [t—r|<5

By Proposition 7, the fact that (®,,P,) € V(0,L) implies there exists a pair of ordinary controls
(u,v) € L*(¥? x [0,1]%;R™ x RP) such that

t
(I)t:/ Vy¢(5fs,y)o(y)v(s,y)u(dy)ds+/ V. g(Xs)Pyds
Y x|0,t] 0
+/yx[o,t] f(XS,y)(KHu)(s,y)u(dy)ds.
Then,
— t —
b= [ V(o) uldnds + [ V.g(Xo)b.ds
Yx|[r,t] 0

[ ) (K (5.t
Yx|[r,t]
= A+ Ay + As.

The term A; can be estimated by

A1) < / \vygb(xs,y)a(y)fu(dy)ds/ lo(s, 4) 2 pldy)ds
Yx[rt] Y x[0,1]

< C\// ly[*P7 u(dy)ds
Yx|[r,t]
< CVt =

Similarly, we have
t
|As] SC’/ || ds < C'|t —r],

which is immediate as ® € C([0,1];R™) is bounded. For the final term Aj, we apply Proposition 10 to

get
. 2
|45] < \/ [ e u(dy)ds\/ [ ()| s
Yx[r,t] Yx[0,1]
< Cy/|t—r].

Combining the previous estimates leads to

@ = @] < (It = rl + VIE =),

which completes the proof. O

The next step is to prove that the limit of a sequence of viable pairs is a viable pair. This is the object
of the next lemma.

Lemma 3. Let {(®,,, P,): n € N} be a sequence such that for everyn € N, (9, P,) € V(0, L) and ®,, €
Ly. Furthermore, assume that the sequence {(®,, P,): n € N} converges to a limit (®,P). Assuming
Conditions H1 and either H2-A or H2-B are satisfied, we have (®,P) € V(0, L).
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Proof. Using Fatou’s lemma, we can write

/ [|u|2 n |v|2} dP < liminf/ [|u|2 n |v|2} P, < k,
UXVxYx[0,1] 0 JUxvxYx[0,1]

so that the second criterion in Definition 1 is satisfied. The third and fourth criteria can be proved in a
similar but simpler manner as in the proofs of Propositions 2 and 3. 0

The final step is to prove that the map S is lower semicontinuous, which is done in the lemma below.

Lemma 4. Assume Conditions H1 and either H2-A or H2-B hold. Then, ST (®) is lower semicontinu-
ous, which is equivalent to the statement that the level sets of ST are closed in C([0,1];R™).

Proof. Let ®,, converge to ® in C([0, 1];R™). We will show
liminf S7(®,,) > SH (®).

n—oo
When S (®,,) < oo, there exists P, such that (®,, P,) € V(6, L) and
1 1
sz 5 [ [luf? + o] dP, — T
2 UxVxYx[0,1] n

By Lemma 2, we can consider a subsequence along which (®,, P,) converges to (®,P). Moreover,
Lemma 3 guarantees (@, P) € V(6, £). Consequently,

1 1
liminf S7(®,,) =liminf —/ [|u|2 + |v|2} dP, — —
n—oo n—oo UxVxYx][0,1] n
1
=5/ (10 + [of?] aP
2 UXVxYx][0,1]
1
> inf / {|u|2 + |v|2} dP = SH (@),
2 (@,P)eV Juxvxyx[0,1]
which concludes the proof. O

We can now combine the preceding results in order to state the following proposition, which was the
object of this subsection.

Proposition 6. Assume Conditions H1 and either H2-A or H2-B are satisfied. Then, for every k € R,
Ly is a compact subset of C([0,1]; R™).

5.5. Proof of the Laplace principle upper bound and representation formula. We begin by
introducing an alternate representation of S (®). By the definition of viable pairs (see Definition 1)
and that of SH(®) (see (19)), we can write, for any ® € C([0, 1];R™),

1
SH(®) = inf —/ ul® + [v|?| P(dudvdyds
(@) (®,P)EV(0,L) [2 UKV XY [0,1] “ Iy |} ( yds)

— " (®, X),
where
_ 1
L'(®,X) = inf _/ {|u|2+|v|2} P(dudvdydt).
UXVxYx][0,1]

The set A% consists of elements P € P(U x V x Y x [0,1]) for which the decomposition (18) holds and
such that

/ [|u|2 + v)® + |y|2} P(dudvdyds) < oo
UXVxYx][0,1]
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and (recalling the definition of the function 6 given in (16))
/ 9(x7 RO R G NI IC I T) 4P & dP — @,
U2 X V2 x V2 x[0,t]2

Now, for any ® € C([0,1];R"), let us define

(32) L(0.%) = it 5 [ty st
weAg 2 Yx[0,1]
where the set A$ consists of elements w = (u,v): Y? x [0,1]?> = R™*P of S such that, for any ¢ € [0, 1],
N o LT (Ee )05, + Vog(Xe)®s+ FE (K (59 s =
Yx[o,t
and

/ [|U(tay)|2 + |v(t,y)|2} p(dy)dt < .
Y x[0,1]

Our claim is that one actually has that L” (<I>, X ) =1° (fl), X ), which will provide us with the represen-
tation of S (®) we need to derive the upper bound of the Laplace principle. The equivalence between
these two control systems is the object of the following proposition.

Proposition 7. Under Conditions H1 and either H2-A or H2-B, it holds that L" (‘ID,X) =1L° (‘ID,X).

Proof. Let us first show L" (@,X) > L° (@,X). Choose any P € Ag. Then, by definition of Ag, the
decomposition P(dudvdydt) = vy, (dudv)p(dy)dt holds. This allows us to define an element w = (u, v)
with
(34) u(t,y) = / vy (dudv) and  wo(t,y) = / vy (dudv).

UXV UXV
We claim that w € A%. Jensen’s inequality and the decomposition of P imply

/yx[o,u [Iu(t,y)|2+ IU(t,y)Iﬂ p(dy)dt = /yx[o,l] l(/uxvzll/t7y(dudv)>2

+(/Z/IXVZQVt,y(dudU))2 + (/uwwt,y(dudu))j pu(dy)dt

<[ (10l + [012] v () ()
UxVxYx[0,1]

(35) = / [|u|2 + |’U|2} P(dudvdydt) < oo.
UxVxYx[0,1]

Hence, the last property in the definition of A% is satisfied and based on (34), so is the first one. This
shows that w™(¢,y) € A$. Furthermore, (35) yields

_ 1
L"(®,X) = inf —/ [|u|2+|v|2} P(dudvdydt)
UxVxYx[0,1]

PeAy 2
> a5 [ )l + ot g
PEA;2 yX[O,l]
1 _
> it 5 [ ) it = 2°(2. X).
weAY 2 Yx[0,1]

It remains to prove that L" (<I>, X) <L° (<I>, )_(). To this end, choose any w = (u,v) € A3 and construct
a measure P € Aj, according to

P(dudvdydt) = 0yt (dw)dy (1) (dv) p(dy)dt.
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Checking that P satisfies all the needed properties to belong to A, is similar to what was done above.
We hence have a set B” C Ay, that corresponds to the set A%, from which we deduce that

_ . 1 2 2
r(@%) = it o[ [P+ )] s
( ) (u,v)€AG, 2 Yx[0,1]
1 i
> inf —/ {|u|2+|v|2} P(dudvdydt) = L' (@, X),
UXVxYx][0,1]

T PeAy 2

which concludes the proof. O

The next step is to derive an explicit expression of L° (@,X ) The statement of this expression re-
quires us to introduce some linear maps. For a given z € C([0,1];R"), let 7, : L*(Y x [0,1];R™) —
L2(Y x [0,1];R™) and p, : L*(Y x [0,1];RP) — L?(Y x [0,1]; R™) be two operators defined by

w(t)Z/yf(:v)KHU(t,y)u(dy), pmv(t)=/yvyﬂﬁ(:v,y)o(y)v(tay)u(dy)-

Under either Condition H2-A or H2-B, f(z) is bounded. This fact and Proposition 10 yield

. 2
172wl Lo pmmy < C\//y o ’KHU(MJ)‘ u(dy)dt < Cllull 2y xjo,1):rm) »
x [0,

so that m, is bounded. The operator p, is also bounded via Lemma 11 and the estimates (43), (44).
Therefore, the Hilbert adjoints 7} and p} are well-defined and given by 7;h = K}*_I ( f)T(x)h and pih =
a(~)T(Vy¢)T(:1:, -)h, respectively. It follows from these facts that

Yo (u,v) = mpu + pyv

is also a bounded operator. Thus, its Hilbert adjoint X% exists and is given by XXh = (nkh, pih). With
these definitions at hand, let us finally define the operator QZ from L?([0, 1];R"™) to itself by

(36) Q¥ =%,% = fl)ky (Fw)kn) + /y (Yl )0 )V, (@, y)o(y) nldy).
such that for h € L2([0,1]; R"),
[F (%) Few (F(X) Kwr) B] (1) = 3 F (%)

t 1
/ (t Z)H73/22172H/ (s — 2)H=3/25H-1/2 (%) T (s)dsdz.
0

z

We are now ready to present the explicit expression of L° (fl), X ), which is the object of the next propo-
sition.

Proposition 8. Assume Conditions H1 and either H2-A or H2-B, and further that the operator Qg
is invertible. Then the ordinary control problem (32) has a finite minimum cost if and only if @ is
absolutely continuous and ® (defined a.e.) is square integrable. In this case, the solution is given by

L°(®, X) :/

0

(- Vaa500.) (@) (6. - V.58, )

and is achieved for the optimal control

(@,7) = (w*(Qg)*l (cb - ng(f()cb) H(QE) ! (cb - ng(f()cb)).
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Proof. In one direction, let us assume (32) has a finite minimum cost then Equation 33 is satisfied for
some (u,v) € A}. Hence, ® is absolutely continuous. Furthermore, by Cauchy-Schwarz inequality,

. 1
@] -/
L2(0.1R"  Jo

(37) < o [Tt )+ (Vg 4|05 (i) o, s

/y [Vu6(Xes ) o (@)o(s,y) + Vag(Xo) @ + F(X) (Kir) (5.9)] u(dwrds

To see that ® is square integrable, we study the right hand side of this inequality. Vy¢()_(s, y)o(y)v(s, y) €
L3(Y x [0,1);R") due to Lemma 11, Remark 12 and boundedness of o(y)o(y)? in Condition HI.
Next, we have u € L*(Y x [0,1];R™), v € L?*(Y x [0,1];RP) and it follows from Proposition 10 that
Kpu € L2(Y x [0,1];R™). This along with the fact that f(z), V,§(x) is bounded under either Condi-
tion H2-A or H2-B, and the fact that ® is bounded since its derivative exists a.e. in [0, 1], implies the
remaining quantities on the right side of (37) are in L2(Y x [0, 1]; R™). Therefore, we can conclude @ is
square integrable.

In the other direction, let us assume that ® is absolutely continuous and that the a.e. defined derivative
is square integrable. Then ® — Vmg( )<I> is also square integrable. Then, we can construct a control
(,v) as in the statement of the proposition so that the set A3 associated with the ordinary control
problem (32) is non-empty and therefore, the minimum cost L° is finite. This settles the first claim of
this proposition.

Next, let us derive an explicit formula for the minimum cost. When ® is absolutely continuous and its
a.e. defined derivative is square integrable, we have

1@, D)7 (yx o) ey = N 22 o.11mm) + 10172 o.17:20)
= (@) (2= Vag(D)2)rm (@) (&= Vag(X)2)) L
+ (@) (9 - Vag(X)®), pp (@) 1 (¢ - V.9(X)B) )
— (@) (<I> V.a(X <1>), QU@ (<I> Vaa(X)®))
<(I) Vag(X 1( )>L2([0,1];R") '

Since we also know that (@,v) € A, this implies

L°(®, X,®) < (& - V,5(X)®, (@) (¢ - Vug(X)2))

L2([0,1;R™)

L2([0,1;R™)

L2([0.1):E") |
Furthermore, by Lemma 8 and the fact that ® — V,g3(X)n = Xx (u,v), we can write

Lo(.%) > it
(u,v)€AG

1
2% (QF) T B (u,v HL2 (¥x[0,1];R™ xRP)

2

- HE}(Q)I%IY1 ((I) B ng()_()@)‘ L2(Yx[0,1];R™ xRP)
= (@ (2- V.9(0)2) 25 @D (8- Vag(X)0))
= (¢ - V.g(X)2, Q) (& - Vaa(X)®))

Thus, the minimum cost of the ordinary control problem (32) is the quantity in the last line. O

L2([0,1;R™)

L2([0,1;R")

We are now ready to prove the Laplace principle upper bound, which is the object of the next proposition.
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Proposition 9. Assume Conditions H1 and either H2-A or H2-B, and further that the operator Qg 18
invertible. Then the following Laplace principle upper bound holds.

InE[exp(—h?*(e)a(n))] < inf SH(®) + a(®),

I
imsup — ~ ®eC(]0,1];R")

1
0 h2(e)
where the function S is the one defined at (19).

Proof. We can assume, without loss of generality, that infeecc(jo,1)zn) S™ (®) < 00, so that for any ¢ > 0,
there exists an element @ € C([0, 1];R™) for which

§%(®0) +h(®0) < | inf (ST(®) +A(D)) +C.

Let us also define
(6, ,y.m) = (@(6,2,9.m). 5(6,2,y.m) = (105" (&= Vag(@)n)., 020" (¢ = Vi) )
and
wo = (@0, X, Y ) 5 (g, X Yo e ),

We can then substitute wp into the control variable of equation (25) and take the limit of n“™° as € — 0.
This procedure is the same as the one that was carried out in Proposition 2 and after which we obtained

N = /Ot [P(p*(Qg)_l(‘ﬁo(S) - vmg(Xs)ﬁs>> + w(w*(Qg)‘l (rlio(s) - mei()_(s)ﬁs))} ds
+ /O t Vg(Xs)isds

=/OtQﬁ(Qﬁ)‘l(flio@)—Vmg(Xs)ns)dH/Ot V. 3(X,)iisds

(38) = Qo(t).
In addition, we have
€ € € 2
1iH(1JE|: / (o (s), X, e e )’ T(®o(s), XU, YU mo") ds}
e—
1 - = 2~ . _ 2
=E [5 / ‘U(Q)O(S)a Xs, Y, 775)| + ‘U((I)O(S)a Xs,Ys 775)| U(dy)dsl
yx[0,1
(39) = 5% (2y),
where the last equality is a consequence of Propositions 7, 8 and (38). Therefore,
: 1 2 € ~e |2 e,we
llmsup—z—lnE[eXp(—h (€)a(n))] = limsup 1nf E|- | °I*+o¢ ds + a(n : )
e—0 h (6) e—0 we©

1 [ . © we
< 1imsup1€[§/ ’u(‘bo(s),XsE’w YU mg )
0

e—0

€ € € 2
+ [5(@o(s), Xe" v ) | ds + alire ”“)]

=E % / |i(@o (), Xayy, )| + [3(@0(s), Xay . 7) | puldy)ds + a(ﬁs)]
Yx[0,1]
=57 (®g) +a(Po) < inf  (SH(®) + h(D)) + ¢,

deC([0,1];R)

where the first equality is due to the variational formula (12), the second line is due to the choice of a
particular control, and the last two equalities are consequences of (38) and (39). Finally, the fact that
¢ can be chosen arbitrarily yields the desired Laplace principle upper bound. O
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6. PROOF OF COROLLARY 1
First, observe that given any ¥ € L2([0, 1];R"), the quantities
Dy :LLH—1/2JZ()—()T\I,7 Dy :t1—2HIf£*1/2tH—l/2JE(X)T\I,
are in L2([0,1]; R™). Dy is square-integrable because H > 1/2 and f is bounded under either Condition

H2-A or H2-B. Regarding D, notice that the assumptions of Lemma 5 are satisfied with p = 2, =
H-1/2,=1-2H and v = H — 1/2 for values of H in the range (1/2,3/4). Then the operator

tl’”*’lfz_l/2sz’1/2 is bounded in L2([0,1];R™), which implies D, is square-integrable.
Next, g = g(z) implies V,¢(z,y) = 0, where ¢(x,y) is defined in (6). Thus,
QY = f(X)KnKyf(X)".
We also know
Ky = enD(H — 1/2)tH—1/2I£—1/2t1/2—H7 K}; = cnT(H — 1/2)t1/2—Hlll{—1/2tH—1/2
so that
QY = A T(H — 1/2)2f(X)H -2 [ 2 2H V212 gy T
Recalling that Lf (X) = f(X)L = I, at this point we want to show
(40) W = cT(H — 1/2) 2L ¢1/2-H pl-t/22H -1 pH=1/2 /21
is the left inverse of Q2. [KST06, Lemma 2.4] says given any h € L*([0,1]; R™), we have

H-1/2 yH-1/2, H-1/2 yH-1/2,
Dy 'y h =h, Dy - h = h.

This combined with the fact that Dy, Do € L%([0, 1]; R™) implies for any ¥ € L?([0, 1]; R"),
WQEW = (T (H —1/2) 2L /2= plIm /21 pil =t/ /et )
(DU — 12 F(R)H VI 23 2 i () T

T _H~H-1/2,20H— H—-1/2 H-1/2 _oH tH-1/2,H— 7o\ |
A e e T K (GOl

o+
— H-1/2 ;H—1/2 — Flo\ T
— [T1/2 H(Dr / I / )tH 1/2f(X) U=
Therefore, W is the left inverse of Q)f—g and ker Qg = {0}. Moreover, we know Q)f—g is self-adjoint, hence

QY = [ler(@)"] " = [rer @) = 0} = £2(10, 1 B

It follows that Q% is bijective. It is also bounded in L([0, 1]; R™) via Proposition 10, so we can conclude
it has a bounded inverse by the inverse mapping theorem.

Finally, the inverse of Qg must coincide with the left inverse W at (40) and by using the formula for

fractional derivatives in Appendix A, we get the second equation for (Qg)fl in the statement of this
lemma.

7. CONCLUSIONS AND FUTURE WORK

In this paper we established the moderate deviations principle for slow-fast systems of the form (1) where
the slow component is driven by fractional Brownian motion. There are many interesting potential
directions for future work on this topic.

In this paper, the fast motion is driven by standard Brownian motion and is independent of the slow
component. This was done in order to focus on the effect of fBm on the tail behavior of the slow
component. If the fast component was driven by fBm as well, then one would first need to understand
the proper ergodic behavior of the fast process, an issue still not fully resolved, see though [LS20] for
some preliminary results in special cases. Feedback from the slow process into the fast process would
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also mean interaction of the ergodic behavior of the fast process with the fBm driving the slow process,
see [HL20] for partial preliminary results in this direction.

Another interesting direction would be to include “unbounded homogenization” terms in the slow com-
ponent as done for similar systems driven by standard Brownian motion, see [Spil4].

Lastly, establishing the MDP opens the door to the construction of provably-efficient accelerated Monte
Carlo methods, like importance sampling, for the estimation of rare event probabilities. See [SM20] for
related work in the case where H = 1/2.

We plan to explore these avenues in future works on this topic.

APPENDIX A. FRACTIONAL BROWNIAN MOTION AND PATHWISE STOCHASTIC INTEGRATION

A.1. Fractional Brownian motion: definition and main properties. A fractional Brownian mo-
tion (fBm) is a centered Gaussian process W7 = {WH : t € [0,1]} C L?(Q), characterized by its covari-
ance function

1
Ry(t,s) = E(WHWH) = 5 (s”’ + 20— |t — s|2H) .

It is straightforward to verify that increments of fBm are stationary. The parameter H € (0, 1) is usually
referred to as the Hurst exponent, Hurst parameter, or Hurst index.

By Kolmogorov’s continuity criterion, such a process admits a modification with continuous sample
paths, and we always choose to work with such. In this case one may show in fact that almost every
sample path is locally Holder continuous of any order strictly less than H. It is this sense in which it is
often said that the value of H determines the regularity of the sample paths.

Note that when H = %, the covariance function is R% (t,s) = t As. Thus, one sees that W2 is a standard
Brownian motion, and in particular that its disjoint increments are independent. In contrast to this,
when H # %, nontrivial increments are not independent. In particular, when H > %, the process exhibits
long-range dependence.

Note moreover that when H # %, the fractional Brownian motion is not a semimartingale, and the usual
1t6 calculus therefore does not apply.

Another noteworthy property of fractional Brownian motion is that it is self-similar in the sense that, for
any constant a > 0, the processes {W/ : t € [0,1]} and {a=#WJ : t € [0,1]} have the same distribution.

The self-similarity and long-memory properties of the fractional Brownian motion make it an interesting
and suitable input noise in many models in various fields such as analysis of financial time series, hy-
drology, and telecommunications. However, in order to develop interesting models based on fractional
Brownian motion, one needs an integration theory with respect to it, which we present in the next
subsection.

A.2. Pathwise stochastic integration with respect to fractional Brownian motion.
Stochastic integrals with respect to fractional Brownian motion can be understood, when H > 1/2, as
generalized Stieltjes integral as introduced in the work of Zihle [Zah98]. Let f € L([a,b]) and a > 0.
The left-sided and right-sided fractional Rienmann-Liouville integrals of f of order a are defined for
almost all z € [a, ] by

I35 = e [ @m0

and

b
I f(x) = ﬁ/ (y —2)* ' fy)dy

respectively, where I'(«) is the Euler gamma function. The following integration by parts formula holds

b b
[ 1z s@gts = [ st gods
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for f € LP([a,b]),g € L([a,b]) such that 1/p+1/¢ <1+ a.

For 0 < a < 1, we can define the fractional derivatives

2 @) = 1) = rres g [ @00

and

b
Dy f(a) = 1" @) = sy s [, =) pe

as long as the right hand sides are well-defined. Furthermore, if f € I, (L”([a,b])) (respectively f €
I (LP([a,b])) and 0 < a < 1 then the previous fractional derivatives admit the Weyl representation

D210 = e (e o [ ) o)

X b X)) —
D) = £y ((bf—( x)>a vaf ]Ez(/ ’ i)w dy) ten(o)

respectively, for almost all z € [a, b]. There is also the integration by parts formula

/ D%, f(x)g(x)dz = / F(2) DY g(z)dx

for f e I (LP([a,b])),g € Iy" (L([a,b])) such that 1/p+1/¢ <1+ .

and

The upcoming lemma contains a useful technical result in [SKMT93].

Lemma 5. Letp > 1 and b > 0. Then the operator tﬁléﬂt'y is bounded in LP([0,b]) if « > 0,a+B8+v =0
and (v + 1)p > 1. Meanwhile, the operator t°I* ¢ is bounded in LP([0,b]) if « > 0, + B+~ =0 and
(a+7)p < 1.

Proof. This is a consequence of [SKM193, (5.45’) and (5.46")]. O

We refer to [SKM™93] for more detailed properties of fractional operators.
Next, let f(a+) = limy\ o f(a + z) and g(b—) = limg~ 0 g(b — x) and define
faJr (JJ) = (f((E) - f(a+))]l(a,b) (‘T)
9o () = (9(x) — g(b=))L(a,p)(2).

We recall from [Z&h98] the definition of generalized Stieltjes fractional integrals with respect to irregular
functions (in the sense of which we view the stochastic integrals with respect to fractional Brownian
motion appearing in this paper).

Definition 2 (Generalized Stieltjes integral). Suppose that f and g are functions such that f(a+),

g(a+) and g(b—) exist, f,+ € I% (LP([a,b])) and g,- € [1=°(LP([a,b])) for some p,q > 1, 1/p+1/q <1,
0 < a < 1. Then the integral of f with respect to g is defined by

b b
/ fdg = (1) / DY f(x)Dy=“gy- (x)dz + f(a+) (g(b—) — gla+)) .

Remark 11. If ap < 1, under the assumptions of the preceding definition, we have that f € 1% (LP([a,b]))
and we can write

/afdg— /Da+fa+ )D} =gy~ (z)dz.
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In [Z&h98], it was further shown that if f and g are respectively A and p-Ho6lder continuous such that

A+ p > 1, then the conditions for the generalized Stieltjes integral f; fdg are satisfied for p = ¢ = o0
and a < A\, 1 — a < p. In particular, this class of generalized Stieltjes integrals with Holder continuous
f, g coincides with the class of Riemann—Stieltjes integrals studied in [You36] by Young. We note here
that any Young integrals appearing in this paper are constructed from Hoélder continuous paths of a
fractional Brownian motion. Further details are given in [Z&h98, Section 5.1].

A.3. The Cameron-Martin space of fractional Brownian motion. Consider the deterministic
kernel

t
Kp(t,s) =cus'/>H (/ (u— S)H_3/2“H_1/2du>]l{t>s}

S

for which ey = (H(2H —1)/8(2—-2H,H — 1/2))1/2. Slightly abusing notation, we also write Ky for
the integral operator

Kpg(s) = /05 Ky(s,r)g(r)dr.
For H > 1/2, the operator Ky can be represented as
Kpg=cul(H — 1/2) 1L 4712 1712 1/2-H g,
Additionally, we denote by Ky the “derivation” of the operator Ky, i.e.,
(41) Kpg = exT(H — 1/2)t7 =12 124120 g,
The Cameron-Martin space Hp associated with W is
Hy = {Kng: g € L*([0,1];R™)},

equipped with the inner product (g, f),, = <g, f > Note that later on, we will alternate

L>([0,1;R™)
between g and K 131 g, which are equivalent ways of writing the same quantity.
In this paper, the noise process we consider in the slow-fast systems we study is of the form

{(WH(®),B(t)): t€0,1]},

where B is a m-dimensional standard Brownian motion, W# is a p-dimensional fractional Brownian
motion of Hurst parameter H and they are independent. We will hence need to work with the Cameron-
Martin space associated with the proces (W#, B), which, based on the previous description, is defined
to be the space S given by

(42) {(Kugi, K1282): (91,80) € L*([0,1; R™*7) }.

As a Cameron-Martin space, S is a Hilbert space equipped with the inner product given by

((91,92), (f1, f2))s = (91, fr)ayy + (920 f2)py, -

Let us now state an important fact regarding the differentiability of elements in Hpy when H > 1/2
which we will need throughout the paper.

Lemma 6. If H > 1/2 and u € Hpg such that u = Kgi,a € L*([0,1];R™), then we have
(t) = Kpa(t) = egT(H — 1/2)t7 V212120121 )

t
_ cHtH—1/2/ (t — s)H=3/2g1/2=Hy g
0

such that cy = (H(2H —1)/B8(2 — 2H, H — 1/2))"/?.
Meanwhile, if H =1/2 and u € Hy /2, then 1y = 1.

Proof. This is a direct consequence of formula (41). O
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The following is another important property of the operator Kpy.

Proposition 10. The map Ky as described in Lemma 6 is a bounded operator in L2([0,1]; R™).
Proof. The assumptions of Lemma 5 are satisfied for p = 2,0 = H —1/2,8 =0 and v = 1/2 — H,

hence the operator I£71/2t1/2_H is bounded in L2([0,1];R"). Since Ky = tH_1/21£71/2t1/2_H based
on Lemma 6, this implies

|t

) _ HtH_lﬂléfl/Qtl/?_Hf‘

<l

< Clfllpz(o,1:m) -

L2([0,1;R" L2([0,1;R™ L2([0,1;R™)

O

For more details about fractional Brownian motion, we refer the reader to the monographs [BHAZ08,
Nua06].

A.4. Results related to Young integrals. The two results presented here provide us with a way of
bounding Young integrals and with a version of change of variable formula for differential equations that
contain Young integrals, respectively.

Lemma 7 (Young-Loéve’s inequality). Let f and g be respectively o and 3-Holder continuous, such that
a+ B >1. Then a.s one has

t
/ fodgs — oo — 0)| < C 1oLl It — 7™+

Moreover, assume f is bounded then

t
/ fsdgs

Proof. Refer to [FV10, Proposition 6.4]. O

+
< CUflalglglt =™+ 1 fl b =" < CIfl, lglg [t =]

Theorem 3. Fori=1,...,m, let0 < a; < 1/2, f* € I§i (L*([0,b])) be bounded and g _ € I~ (L?([0,b])),
where the function g};_ is defined below Lemma 5. Moreover, assume h = (h',... h™) such that

t
= hy+ [ idg
0
Then for any C* mapping F : R™ x R — R™ such that g—fi cCli=1,....mandr <t <T, it holds
that

" [P OF o toF
F(hy,t) — F(hy,r) :Z/ %(hs,s)f;dg§+/ 55 (s )ds.
i=1" ' r

In particular, this change of variable formula applies to the special case when f; and g; are respectively
i and pi-Holder continuous such that \; +p; > 1,0 =1,...,m.

Proof. For the change of variable formula in the general case, we refer to [Z4h99, Theorem 5.2].

Now, let us consider the special case and assume there is a constant C' such that |fi],,.]g:[,, < C and
Ai +p; > 1 for 1 < i < m. Then one can choose «; in the interval (0,1/2) such that \; > «; and
i > 1—a; for 1 < i < m. Based on the previous fact, Lemmas 13.2 and 13.2” in [SKM193] imply
respectively that

fre IGLL2([0,0)), gy € I,=(L*([0,0))).

Moreover, f¢ as Holder continuous functions on [0, b] are necessarily bounded. Consequently, the general
change of variable formula covers this particular case. O
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APPENDIX B. REGULARITY RESULTS AND OTHER TECHNICAL LEMMAS

This appendix gathers results related to Poisson equations as well as the technical lemmas required for
the analysis of the control problems.

B.1. Results related to Poisson equations. The following theorem is a consequence of [PVO01, The-
orem 2] and [PV05, Theorem 3] for solutions of Poisson equations. Let £ be the infinitesimal generator
defined in (5).

Theorem 4. Recall C*¢(R™ x ) for some ¢ > 0 is the function space defined at the beginning of Section
2. Let h € C*S(R™ x V) such that

/h(%y)u(dy) =0
y
and that for some positive constants K and Dy,
W y)| + V(e )| + [ V2h(e,y)| < K (1+]y™")

uniformly with respect to x. Then, there is a unique solution to
Lule,) = ~ha.w). [ uleg)nldy) =0.
y

Moreover, u(-,y) € C?, V2u € C(R™ x V) and there exists a positive constant M such that

Ju(z, y)| + [Vyulz,y)| + [Voulz,y)| + [Viue,y)| + [V, Veule, )] < ML+ [y|”").

Remark 12. Consider the Poisson equation in (6). Under Conditions H1 and H2-A, Theorem 4 states
that there exists a positive constant C' such that, uniformly,

(43) |6z, )| + [Vyd(z,9)| + [Vad(z,9)| + [Vie(x,y)| + |V, Ved(z,y)| < C.

On the other hand, under Conditions H1 and H2-B, Theorem 4 states that there exists a positive constant
C such that, uniformly with respect to z,

(49) 16, y)| + [Vy(@y)] + Vbl )| + [V26(@, )] + |V, Vad(zy)] < C(1+[y").

B.2. Ancillary results related to the control problems. This subsection gathers all technical
results related to the study of the control problems appearing throughout the paper.

Lemma 8 (Lemma 5.2 in [HSS19]). Let H, H' be Hilbert spaces and a : H — H' be a bounded linear
operator. Moreover, let ¢ = aa* and ¢~ be the inverse of q. Then for any u € H,

la*q~ aul|, < llully -

Lemma 9. Assume that for all x and non-zero z € R™ and for all y € R?,

</yvy¢(:ﬂ,y)d(y)(Vyﬂﬁ(w,y)a(y))Tu(dy)Z=Z> > 0.

Then, the operator QX defined in (36) is invertible and its inverse (Q)~t is a bounded in L*([0,1]; R™).

Proof. Using the operators 7, 7*, p, p* defined in Section 5.5, we have Qh = (77* + pp*)h with

pph(t) = /_y V02 9)0 () (Vydlz, )0 () h(t, y)u(dy).
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Furthermore, 77*, pp* are positive and self-adjoint operators, which means that Q! is also positive and
self-adjoint. In addition, the fact that Qf > pp* and Condition H2-A or H2-B imply that (QX)? >
(pp*)? > 0. This leads to

inf HthHLz([o,u;R")

Pl 2 0,1 mm) =1

= inf 2y p, ;
||hHL2([0,1];Rn):1<(Q ) >L2([071];R)

2
*)h, h> >0,
<(pp ) L2([0,1];R™)

so that QX is bounded from below and ker QX = {0}. This combined with self-adjointness implies

= 1
1720l L2 0,173y =1

Im Q7 = [ker(Qf)*}L = [keer}J— = {0} = L?([0, 1]; R™).

It follows that Q% is bijective. The operator Q¥ is also bounded in L?([0, 1]; R™) via Proposition 10, so
we can conclude it has a bounded inverse by the inverse mapping theorem. O

Lemma 10. It can be assumed that there exists a finite constant N such that, almost surely, the control
process we appearing in the variational representation (12) satisfies

sup [[w|ls < N.
e>0

Proof. This is an immediate consequence of [Zha09, Theorem 3.2]. |

Lemma 11. Assume w® € S is a control such that
1
sup [l 5 = sup/ a2 + |6 ds < N
e>0 e>0.J0
for some finite constant N. Then, under Condition H1, it holds that for ey > 0 small enough,

1 2
supE{/ ’Y;’w ‘ ds} <C
e<eo 0

for some constant C > 0, which further implies that

E| sup

t€(0,1]

€, we
}/t ’

< C
Proof. The first estimate was proven in [SM20, Lemma 3.1]. For the second estimate, the dissipative
property of the drift coefficient of Y% and It&’s formula yield
t t
€ 1 € h €
Y;e,’w _ e—%f‘tyo +/ _e—%(t—s)g(ye,w )d8+/ (6)6—%(15—5)0(}/;,111 )’U;dS
o € 0 Ve

t
1 1 €
+/ —e*z“*S)a(Y;w )st.
0 Ve

We then apply the Burkholder-Davis-Gundy inequality to the It integral term and Holder’s inequality
to the Riemann integral terms to get

. 1 t 1
}/te,w ‘ < sup 6_%Fty0+ _\// e—%F(t—s)dS\/E[/ |<(Y€,w6)|2 dS:|
t€[0,1] € 0 0
h(e)\//t2r Loa 1 O .
4+ = e % (t S)dS/ |’U§| ds+ —4/|E / e 2T (t—s) O'(YV;’UJ)
Ve 0 0 Ve 0 ‘

E| sup
t€[0,1]

2ds}
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Since o(y)o T (y) is bounded and ((y) is sublinear, the first estimate of this lemma can be applied to the
expression E[fol |¢(yew) g ds}. Then, the simple fact that f: e~ tT=5)ds < ¢ JoT e ¥ds = 5= implies
that

E| sup ’Yf’we‘

t€(0,1]

Lemma 12. Assume w® € S is a control such that
! 2 2
sup s =sup [ Jas]? + o5 ds < N
e>0 e>0J0

for some finite constant N.

(i) Under Conditions H1 and H2-A, there exist constants C' that change from line to line such that

E| sup
0<rt<1
LIr—tl<p

vm(b(X;’wea Y:’we)g(X?we, Y'Se,we)ds

t
t 2
vy(b()(se,we7 Y:’we)U(Y;’wé>st

E| sup <Cp

J
J
J

LIr—tl<p

2
< Cp,

&

qus(Xg»Wi Y;’we)a (l/'sﬁ’wé>1)§ds

E| sup
0<rt<1
LIr—tl<p
2

< Cp,

~

E| sup
0<r,t<1
LIr—tl<p

t
€ e\ .
E| sup / f(Xj’“’,Y;’w )u;ds
o<r,t<1|Jo

LIr—tl<p

Voo (Xew vew) f(ver )asds

2
< Cp.
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(i) Under Conditions H1 and H2-B, there exist constants C that change from line to line such that
for any q in (1, ﬁ} , we have

t q

-1
E| sup < Cp?™+,
0<r,t<1
LIr—tl<p

vw¢ ‘X';,wé , Yv;’wé)g(X;’wé , Y'Se,wé) ds

t 2q

E| sup < COptt
0<r,t<1
LIr—t|<p

V(X Yo o (v )dB,

(
(
(
(

2q

E| sup <Cpit,
0<r,t<1

LIr—t|<p

vy (X Yo o (Yo )uds

t 2q

E|l sup |[ V.o XSE’“JG,Y;’WG) f(Y;’we)u;ds < Cpi L,
0<r,t<1

LIr—t|<p

t
E| sup /f(Y;’we)zl;ds
0<r,t<1|Jo

LIr—t|<p

J
J
[
/

2q
< COpit,

Proof. We start with part (¢). The first estimate is straightforward due to the boundedness of V¢ (z,y)
stated in (43) and the boundedness of g(z,y) guaranteed by Condition H2-A. For the second estimate,
we assume that 0 < r <t < 1 and apply the Burkholder-Davis-Gundy inequality to obtain

2

E| sup
0<r<t<1
Ir—t|<p

t
/ vygb(X;@i Y”) O’(}/;"ws)st

< EK/HP ‘Vyd)(X;’wé,Y;’“’E)U(Y;’wﬁ) ‘2 dsﬂ < Op.

For the third estimate, we can write

2

E| sup
0<rt<1
Ir—t|<p

t
/ quS(Xj’“f,Y';’wja(Y;’wé)bgds

t
<E| sup (/
0<rt<1\Jr

€ € € 2 1
vy(b(XSE»w ’Y'SE,w )U(Y'Se,w )‘ dS/ |U§|2 dS)
0
Ir—t|<p

t
<CE| sup (/
0<r,t<1 \Jr

Ir—t|<p

€ € € 2
vy¢(X§»w Yew )a(xf;»w )‘ ds> < Cp.

The last inequality in part (i) is a consequence of the boundedness of o(y)o ' (y) in Condition H1 and
the boundedness of V,¢(x,y) stated in (43) (requiring Condition H2-A). Finally, the two remaining
estimates of part (i) are derived similarly to the previous one.

We continue with part (i4). For the first inequality, the sublinear growth of V,¢(x,y) in y stated at (44)
(requiring Condition H2-B) and the sublinear growth of g(x,y) in y from Condition H2-B imply for any



MODERATE DEVIATIONS FOR FRACTIONAL MULTISCALE SYSTEMS 33

ain (1,2],
q
t € € € € 4 t € 2DQ
E| sup /Vng(X;’“’,Y;’“’)g(XSE’w,Y;’w)ds <CE|| sup /1+ yew | s
0<rt<1 |Jr 0<rt<1l Jr
[r—t|<p lr—t|<p
t € 2qu
=CpE 0<suP<1/ <1+ e )ds < 0o
T7 =
—tl<p .

where the last inequality is due to Lemma 11. For the second estimate, assume that 0 < r <t < 1.
Then, the Burkhélder-Davis-Gundy inequality combined with the sublinear growth of Vy¢(x,y) in y
(requiring Condition H2-B) and the boundedness of o(y)o " (y) in Condition H1 imply that for any ¢ in

1
(1)

2q

E| sup
0<r<t<1
Ir—t|<p

t
/ Vygb(X;’we, Y:’WG)O'(}/;’ME)CZBS

([ muorem v )o (e o) ]

t

< COp~'E| sup /1+
0<rt<1 Jr
[r—t|<p

<E

yer' | as| < cprt
A s| <Cp? .

The arguments for the three remaining estimates of part (i¢) are similar, so we will handle one case only.

The sublinear growth of V,¢(z,y) in y stated at (44) (requiring Condition H2-B) and sublinear growth

of f(y) in y in Condition H2-B imply that for any ¢ in (1 L

7m )
t 2q
Bl sup | [ (X ver ) p(vee isas
0<rt<1 |Jr
|r—t|<p
t € € € 2 4 1 4
<E| sup ( / Vao(xe ver ) p(ver)| ds) ( |u2|2ds)
0<r,t<1 \Jr 0
Ir—t|<p
1 ¢ c12a(Dy+Dy) 1
< Cp? 'E| sup / 1+ }Y;’w ds| < Cp?™+,
0<rt<1.Jy
Ir—t|<p
where the last inequality is once again obtained using Lemma 11. O

Lemma 13. Assume w® € S is a control such that
1
sup [lwe|lg = sup/ {|ﬁ§|2 + |1§§|2} ds < N
e>0 e>0.J0

for some finite constant N. Under Condition HI, for 0 < o < 1/2, we have the almost sure Holder
estimate

<

e,we C
¥ NG
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Proof. Without loss of generality, let us assume ¢ > r. The dissipative property of the drift coefficient
of Y and It6’s formula yield

€,w* —1ir(t—r)y e,w¢ ‘1 —1(t—s) €,we ! h(ﬁ) —1(t—s) €,we \ r€
Yo =ec Yor + [ —e7c C(Ye® )ds+ 76 € U(YS’ )vsds
r r €

€
b1 .
+/T ﬁe_?(t_s)o(Y;’w )dBS.

Now, by subtracting Yf*we from both sides and applying Holder’s inequality along with the Burkholder-

Davis-Gundy inequality, we get
1
/ F(t—s)dSE / K(Ye,wé) 2
0

<k
W s W o2 ds

1 ! . .
(45) + %E \// e~ el(t=s) o (Yo o T(YE)| ds |

o e

—iT(t-r) _ 1} lyew

To bound the first term on the rlght hand side, we combine the second estimate in Lemma 11 and the
fact that e— eIt — 1 =1 f eP(t=9)ds < |t — r|. For the second term, note that f e~ eLl=s) g =
Celt —r|. Moreover, the subhneanty of ¢(y) and the first estimate in Lemma 11 yield a finite bound

on the expression E [\ / fo |C(Yews))? ds} . The third term on the right-hand side of (45) can be treated

similarly with the help of Lemma 10. Regarding the last term, recall that o(y)o” (y) is bounded in
Condition H1. Thus, we have

€,we € 1 1/2
E| sup |Y;” —Yf’wugC —7r
[Osmg ' Ve ¢l
The Kolmogorov Continuity Theorem then yields the almost sure Holder contintuity of Y'&®". O

Lemma 14. Assume w® € S is a control such that
1
sup [|w|| g = sup/ {|ﬁ§|2 + |f)§|2} ds < N
e>0 e>0J0

for some finite constant N. Under Conditions H1 and H2-A or H2-B, there exists a constant C and €
small enough such that for 0 < 8 <1/2,

E {sup xew ‘

e<e€o

|<c
B

Proof. We begin by proving the result under Conditions H1 and H2-A. According to Condition H2-A,
f(x,y) is Lipschitz-continuous and bounded, so that f(z,y) is also v-Hélder continuous for 0 < v < 1.
This further implies

() - s e o) - o)
o) - ()

€ € € e |
< rl|xp - xe|] e e

< C(E[|xe = xe|] + e F i),
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and hence that for 0 < vy <1,

E[ f(Xf’we,Yf’W)u < C<IEUX““€H e >

This last estimate, together with the Young-Loéve inequality in Lemma 7 imply that for 1 — H < 8 <1,
t
E[/ f(Xg’we,Y;’wé)dWSH} < CIEDf(XWE,YG’wé)u jt — [

(46) SOIEUXE’we‘ﬁ+e_§] it —r|"

V2

Meanwhile, a similar estimate to the one stated in part (i) of Lemma 12 states that

E[ /Otf(X:we,ije)ugds

Moreover, boundedness of g(z,y) in Condition H2-A yields

t
E{ / g(XSE’we,Y;’we)ds

Thus, using the estimate IEHYE’“’e a] < C% a <
can deduce that, for 1 — H < 8 < 1/2,

sl — ] <o [ve
and consequently,

E[‘Xﬁvwé‘ﬂ] < C(E[\/E

]§C|r—t|5.

}§C|t—r|.

% in Lemma 13 (which requires Condition H1), we

Xf’we’ﬁ] =l =7t —r|),

Xe,wjﬁ} =[P gt =2 - r|1‘6>.

Now, by choosing €y small enough, we get E[‘Xé’wjﬁ} < C for some constant C. Since for 0 < 1 <

B2 < 1, Bo-Hoélder continuity of X% implies ;-Holder continuity, the conclusion follows.

We now present a proof of the claim under Conditions H1 and H2-B. Under Condition H2-B, f(y) is
M -Hoélder continuous while V" is -Holder continuous by Lemma 13, so that

. . é | My My My
o[l - sl v | <o e

sllr(r)

Then, the Young-Loéve inequality in Lemma 7 implies that, for 1 — % <K<H,

or equivalently

My
My <Ce 2.

2

t
|| [ (e Yaw|| < e, o= o5 | e | pw - w
T 2

1D
ap | =)
]

€ ﬂ
SC(‘Y”” |, [E=7 =+ E
5 te(0,1

M
(47) gc(ezf +eé) it—r|® <ce 2|t -,

where the first inequality is obtained by Condition H2-B and the last inequality is a consequence of the
estimate EHYE’“’ELJ < C%,a < % in Lemma 13 (which requires Condition H1). Moreover, similar

calculations to those performed in the proof of part (i7) of Lemma 12 yield that, for any ¢ in (1, Dif] ,

IE{ /Tt f(Y;’we)d;ds

:| SC(|t_r|%72_lqa
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?

E||Xov — xov <C t — " 4+ Jeh(e t—r%fﬁ—l— t—r% .
t T

as well as

t
/ g (X;*we, Y;’we)ds

} <Clt—r.

Consequently, we have

By choosing €y small enough and noting that K > 1 — % > %, we arrive at

E[sup X“”e’ﬁ] <C

e<e€o
1
for0< B < 5
Lemma 15. Assume w® € S is a control such that
1
sup s =sup [ [Ja3]* + [55*] ds <
e>0 e>0J0
for some finite constant N. Then, the following two assertions hold.

(i) Under Conditions H1 and H2-A, there exists a constant C such that for any 8 in (1 — H,1],

t
/ f (Xg,we, }/Se,we) dWSH
0

8

] < (Ce 2

E[ sup
0<t<1

and

t
sup [ Voo (e vee ) p(xen v Jaw || < ceh
170

te(0,1

|

(i) Under Conditions H1 and H2-B, there exists a constant C' such that

t € H ]\/If
E| sup /f(Y;*w)dWS < e
tefo,1] 1o
and
t € e 13 My,
2| sup | [ Vaolxe v e >de‘ <Ce ¥
tefo,1] 1Jo

Proof. We begin by proving part (i). The first estimate is immediate based on Lemma 14 and the
estimate at (46). Regarding the second estimate, the inequality at (43) and Condition H2-A imply that
Ved(xz,y)f(x,y) is Lipschitz continuous. Hence, by the Young-Loéve inequality for 1 — H < 8 < 1, we
have

<E Uvm(vawi yert) pxen yer)

t
/ Vng(X;’we, }/Se,we) Jc()(se,we7 }/;"we)dWsH
0

IE[ sup
0<t<1

|

< 9.t ol B| x|+ [ree]
< C(l + e*%)a

where the last inequality is a consequence of Lemmas 13 and 14.
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We now proceed to the proof of part (iz). For the first estimate, we perform a similar calculation to the
one that was done at (47) (this requires Conditions H1 and H2-B) and get

t €
[ (v )

Next, under Conditions H1 and H2-B, the Mj-Hélder continuity of V,é(x,y)f(x) together with the
estimates in Lemmas 13 and 14 yield

E| sup

t€(0,1]

2

< C(\Y“we M, +1E[(yo)Df]> <Ce

E[[Vap(x Ve ) fre) = Vao (X v f (v )|

. e | Mg
_IEUX:‘” X ‘ } +E[

e we | Mr
Yo ‘

My, My
SC(I—Fe*T) |r—¢t 72,
so that
€ € € Mk
E[]vzsb(xw YY) ] <O

My,
Pl

Therefore, as % + H > 1 in Condition H2-B, we can apply the Young-Loéve inequality to obtain

t
El sup / V(XU YO ) fY e )dwl
0

t€[0,1]

< c( |wH\HEUvz¢<XWiYﬁvwé)f(Y@wé) M_]

n Envm:co,yo)f(yo)n)

My,
< (Ce 2.

Lemma 16. Assume w® € S is a control such that
1
sup [uls = sup [ [Ja5]* + [55*] ds <
e>0 e>0J0

for some finite constant N. Under Conditions H1 and either H2-A or H2-B, there exists a constant C
such that

a2
IE[ sup ‘ng’w ‘ } <C.
0<t<1

Furthermore, this implies for any p > 0,

sup
0<rt<1
Ir—t|<p

< Cp.

[ o (a0~ 50

Proof. Under Condition H2-A or H2-B, V() is bounded. This fact, combined with equation (27) and
the fact that X% converges to X in probability, implies that there exists some constant C' such that

a [ o= -s)a | <c [ el

sup
0<t<1

2
Y ‘ }ds.
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T

In addition, based on equation (25), we have

2
ny" ‘ } §C<IE

| Ql

sup
0<t<1

IE[ sup
0<t<1

t
/ quS(X;’we,Y';’W)a(}/;’wé)vgds
0

T

1 € €
+E| sup —/ f(ij ,Y;*w)dWSH
lo<t<1|h(€) Jo

. 2
(49) +E| sup / f(X;*we,Y;’we)ll;ds —|—E[ sup |R§(t)|2]),
lo<t<1Jo 0<t<1
with
Ve 2
E[ sup |R§(t)|2} < C<IE sup —((b(Xf’w Yo ) —¢(x0,yo))
0<t<1 o<t<1 | h(€)
_ Je f 5
B sup | V5 [ ouo(xem e Yo (xXem e s
lo<t<1 | (e) Jo

t
+B| sup |e [ Tao(xev vew ) (e veeicds
lo<t<1| Jo

T
+E _0831221 % /Ot Vm¢(X§vw€,y;,we)f(X§xw67 yse,uf)dWSH 21
]

We will estimate the terms on the right-hand side of (49), starting with those which contain Young

integrals. Condition H2-A guarantees that there exists some § in [0,1] such that 3+ H > 1 and
h(e)*le’g — 0 as € — 0, so that part (i) of Lemma 15 (which requires Conditions H1 and H2-A) yields

wi [ (e v

Part (i) of Lemma 15 also implies that

1 [t ] ] .
+E| sup —/ vygz)(xng ,Ysw )a(xf;w )st
o<t<1|h(€) Jo

2

E| sup < Che) 2 ? = 0.

0<t<1

2

1
<C—— —0.

t € € € €
o | (et e ) p(xe e awl| | < O

E| sup
t€(0,1]

Meanwhile, under Condition H2-B, we use part (i7) of Lemma 15 to get, as ¢ — 0,

t . 2
i | o (e )aw

E| sup < Chle)2eMr 50
0<t<1
and
€ t 2
E| sup |— / vm(xgwé,y;vwé) f(Xg’we,Y;’we)dWSH < Chle)~22~Me 5 0,
t€[0,1] h(e) Jo

The remaining terms on the right-hand side of (49), except the term

/ot ﬁ(g(*x?we) - §(X,))ds

E| sup
0<t<1

i
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are bounded by using Lemmas 11 and 12 (which require Conditions H1 and H2-B). Thus, it follows from
the estimates at (48) and (49) that

012 1
ﬁ””ﬁa+@/Ebw
0

0<r<s

E[ sup
0<t<1

12
0 ’ }ds.
An application of Gronwall’s inequality then yields the first claim of our statement, which is

a2
IE[ sup |n;" ‘ } <C.
0<t<1

For the second claim, we proceed similarly to the derivation of the estimate at (48). Then for p > 0,

t t
1 . _ .
E| su / —(* XY — g(X, )ds <CE| su / e ‘ds
ootz | )y Ven(e) a( ) ~9(Xs) oemictJr |
[r—t|<p lr—t|<p

)
< CplE[ sup ‘77?“’ ‘ ] < Cp.
0<t<1

O

Lemma 17. Let RS be the remainder term that appears in equation (27). Under Conditions H1 and
either H2-A or H2-B , it holds that RS — 0 in C([0,1];R™) in probability along a subsequence.

Proof. For the purpose of identifying the limit of RS, we invoke the Skorokhod Representation Theorem

and assume that X" — X a.s. in C([0,1];R"?) as ¢ — 0. As X is bounded under Condition H2-A or
H2-B, the Dominated Convergence Theorem implies that

2

| -0

€ € el
ng ’ ’Xﬁ’” - X

(50) limE{ sup ‘X;,wé - X,

e—0 0<s<1

Now, we employ the bound (28) and get

E[ sup |R;<s>|} SE[/OI\Vié!OO

0<s<1

s

< CE| sup nz’we‘ sup ‘Xﬁ’we—)_(s}

Lo<s<1 0<s<1

I € 2 € _
< CE| sup [no" ‘ ]E[ sup }Xse’w — X

lo<s<1 0<s<1

]

In particular, the second inequality is due to the boundedness of V2g implied by either Condition H2-A
or H2-B. The last inequality is a consequence of Lemma 16 (which requires Conditions H1 and either
H2-A or H2-B). (50) then gives us the desired limit. O

- o
<CE| sup [X5¥ — X, } ,
L0<s<1
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