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Abstract: Because of the increasing demand, high-power, high-rate energy storage 
devices based on the electrode materials have attracted immense attention. However, 
challenges remain to be addressed to improve the concentration-dependent kinetics of 
ionic diffusion and understand phase transformation, interfacial reactions, and 
capacitive behaviors that vary with particle morphology and scanning rates. It is 
valuable to understand the microscopic origins of ion transport in electrode materials. 
In this review, we discuss the microscopic transport phenomena and their dependence 
on ion concentration in the cathode materials by comparing dozens of well-studied 
transition metal oxides, sulfides, phosphates, and in the anode materials including 
several carbon species and carbides. We generalize the kinetic effects on the 
microscopic ionic transport processes from the phenomenological points of view 
based on the well-studied systems. The dominant kinetic effects on ion diffusion 
varied with ion concentration, and the pathway- and morphology-dependent diffusion 
and capacitive behaviors affected by the sizes and boundaries of particles are 
demonstrated. The important kinetic effects on ion transport by phase transformation, 
transferred electrons, and water molecules are discussed. The results are expected to 
shed light on the microscopic limiting factors of charging/discharging rates for 
developing new intercalation and conversion reaction systems. 
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1. Introduction 
 

Lithium ion batteries is one of the currently most important energy storage cells 

due to the reversible electrochemical processes based on the 

intercalation/deintercalation of guest ions in the electrode materials accompanied by 

the electronic transport. Increasing need for these cells possessing long cycling 

capability and safety with high energy and power densities is vaster than ever before. 

To meet the high-rate charging/discharging requirements without significantly 

sacrificing the capacity, many efforts have been devoted to modifying the 

intercalation battery materials1-7 or exploring capacitive materials with bulk storage 

capability.8-12 Several effective strategies have been developed including 

crystallization of nanostructures,13-14 coating the particles with conductive 

materials,15-16 modifying the structural dimensions, boundaries, shapes, and 

orientations of the systems,1, 8, 17-19 and many others.20-21 Most of the methods have 

been mainly focused on the modification of ionic diffusion at the interior and 

interface of the electrode system because it is generally believed that the rate 

capability is limited by these processes. However, the microscopic ionic transport 

processes and kinetics depend on many parameters, such as the guest-ion 

concentration, crystal and electronic structures of the host, phase transformation, sizes 

and morphologies of the electrode particles; all these complicate the transport 

phenomena and present the challenges for finding out the microscopic rate-limiting 

step for a specific sample.  

 

For clarifying the transport capability of ions in an electrode, quantitative 

description of the collective movement commonly employs the diffusion coefficient D 

as defined in the macroscopic phenomenological Fick’s law. Without considering the 

local electric field induced by the polarized electrons, the diffusion coefficient in a 

neutral single-phase host is mainly controlled by the chemical environment of the 

intercalation compound, which can be measured based on the potentiostatic and 
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galvanostatic intermittent titration techniques (PITT and GITT),22-23 or 

electrochemical impedance spectroscopy (EIS).24-25 The value of D can span several 

orders of magnitude for a given system (e.g. 10-6~10-16 cm2/s in graphite)26-27 due to 

the boundary and concentration-dependent effects. It is very helpful to use D to 

estimate the ion mobility, and then to correlate with the rate performance for a given 

sample. However, experimental measurement of D usually relies on the response of 

the whole ionic transport process in a cell, which can obscure the boundary reactions 

and inner transport processes, and cannot provide the information about the 

microscopic ionic transport details and their dominant factors. Furthermore, the 

increase of guest-ion concentration in the host is usually accompanied by phase 

transformation during the charging/discharging processes. It can invalidate the 

diffusion kinetics described by D. In recent years, transformations of solid-state 

diffusion to the capacitive behavior caused by the size effects or the presence of water 

have been observed in many electrode materials, indicating the existence of the 

kinetic transformation condition for the tradeoff between the capacity and rate 

capability. These difficulties show the challenges for the kinetic description about the 

ionic transport phenomena. Many excellent reviews, such as those by Whittingham,5, 

28-29 Goodenough,30-31 and others,13, 20, 32-50 have summarized the electrochemical 

performances for several types of electrode materials and shed light on the ionic 

diffusion mechanisms under the single-phase limitation.34, 51-52 However, a knowledge 

gap is still left for the connections among different materials on these multiple kinetic 

processes. 

 

In this review, we summarize several electrode materials on their ionic transport 

properties. The selected systems belong to the well-studied electrode materials 

including the cathode materials, such as LixMO2 (M = Co, Ni, Ni1-y-zMnzCoy), LixTiS2, 

six polymorphs of MnO2, LixM2O4 (M = Mn, Ti), LiFePO4, and others, and the anode 

materials including graphite, graphene, MXenes, Li4Ti5O12, and others, where x is the 

concentration of guest ions. Lithium ion is selected as the representative guest species 

and some other representative ions are also discussed. The microscopic ionic transport 
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processes and kinetic effects are classified into several parts as depicted in Figure 1. 

We mainly focus on the phenomena and mechanisms of ion transport developed in 

this field. In single phases, the concentration-dependent diffusion processes are 

presented in Section 2. The dominant factors that influence the trends of the measured 

D(x) varied with increasing ion-concentration x are discussed based on the density 

functional theory (DFT) calculations and nuclear magnetic resonance (NMR) 

experiments. Because the measured values of D(x) depend on the geometries of the 

electrode particles and vary from sample to sample, we only discuss the trends 

observed in the measured D(x) curves with x that have been confirmed by several 

reported results rather than stressing their values. Phase transformation effects on the 

ion transport are described in Section 3. Two-phase coexistence transport and the 

typical order-disorder and metal-insulator transformation effects are presented and 

discussed. In Section 4, the size effects on the kinetic variation at different scales are 

summarized. The morphology-dependent diffusion including the interfacial and 

orientation effects has also been discussed here. The cooperative effects on the ion 

transport induced by the transferred electrons and water molecules are presented in 

Section 5. Summary and outlook can be found in Section 6.  
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Figure 1. Schematic diagram for the ionic transport phenomena classified from their 

different kinetic processes. The abbreviations and cycles denote the experimental and 

theoretical methods usually employed to quantitatively study these phenomena and 

their correlations. 

 

2. Concentration dependence of ionic 
diffusion in the single phase 
 

2.1. Concentration-dependent diffusion coefficient  
 

Collective transport behavior of guest ions in a single-phase solid-solution state can 

be quantitatively reflected by the chemical diffusion coefficient D defined in the 

Fick’s first law by J D C= −  , where J and C are the net particle flux and local 

particle concentration. D is always a function of ion concentration x as shown in 

Figure 2, which gives several measured D(x) for different electrode materials at room 

temperature. Each of the D(x) curves exhibits multiple trends at different intervals of x. 

The trends of D(x) present the evidence that there should be a dominant diffusion 

mechanism in each monotonic range. Characterizing the dominant effects on the ion 

diffusion mainly depends on the microscopic details of ion movement. An available 

method to visualize whether it is difficult or not to move ions in a specific interstitial 

network is to depict the migration energy profile along the preferred pathway in the 

host structure. The migration barrier (or activation barrier) E  along the pathway, 

defined as the difference of energies between the activated and equilibrium states as 

shown in Figure 2(a), can characterize the migration behavior of ions between the 

nearest-neighboring equilibrium sites under the thermodynamic state, and hence plays 

the dominant role in influencing the diffusion coefficient based the relationship of 

/E kTD e− ,53 where k and T are Boltzmann constant and temperature. Therefore, any 

change in the interaction imposed on the guest ions can reshape the migration energy 

profile, and then affect the value of D.   
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Figure 2. Measured D(x) and voltage (V) as a function of x with the representative 

migration pathways for different electrode materials. The numbers I (see Section 2.2), 

II (Section 2.3), III (Section 3.1), IV (Section 2.3.2), V (Section 2.3.3) have been 
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assigned to the trends of D(x) to identify their corresponding dominant mechanisms. T 

and O in (g) denote the tetrahedral and octahedral sites, respectively. Data of D(x) 

were obtained from (a)54, (b)55, (c)56, (d)57, (e)58, (f)59, (g)60, (h)61. Data of V(x) were 

obtained from (a)62, (b)63, (c)64, (d)65, (e)66, (f)67, (g)68, (h)39.  

 

When the concentration x is increased, the site energies of the guest ions along the 

migration route will be changed due to the extra interactions introduced from the 

newly added charged particles. It is possible to separately consider the influences of 

the interactions on the equilibrium and activated states based on the definition of 

migration barrier. The influences on the value of D come from the extra interactions 

can be classified as the changes of the interactions among the guest ions, interactions 

among the host cations and ions, site energies of ions induced by the coordination 

distortion, and the favorable pathways induced by the local vacancy concentrations 

around the intermediate sites. The effectiveness of these factors may vary with the 

system, leading to the different profiles of D(x) curves with the dominant mechanisms 

being identified in each monotonic interval of x. These mechanisms will be discussed 

in the following parts. 

 

2.2. Interionic repulsion effects 
 

Given a specific host structure, incorporation of guest ions and electrons needs to 

redistribute the charge population between the host anions and cations to stabilize the 

configuration. Supposing the ideal case, in which each new guest ion can gain the 

same stabilization in terms of energy from the host, the extra repulsive interactions 

among the newly added ions and the pre-existing ones will inevitably decrease the 

stabilities of overall guest ions, as embodied by increasing the energies of ions at their 

stable occupation sites. It may lower the migration barrier by pulling the energy at the 

equilibrium site upward. If the energy at the activation site undergoes a smaller 

change compared with that at the equilibrium site, it should give the prediction that 
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concentration-dependent diffusion should become easier when the concentration of 

ions is increased. 

 

As studied in layered LixTiS2, the stabilities of ions at the equilibrium sites can be 

correlated with their chemical potential. According to the Nernst equation,69 the Li 

chemical potential cathode
Li  as a function of concentration x in a cathode can be 

directly accessed from the open cell voltage ( )V x  according to 

cathode reference
Li Li( ) ( ( ) ) /V x x e = − − , where reference

Li  is the constant Li chemical 

potential in the bulk Li reference electrode and e is the magnitude of electron charge. 

Experimental V(x) curves62 show a nearly linear drop of voltage with x, indicating a 

decreasing stability of Li with concentration and a single-phase solid-solution 

behavior (See Figure 2(a)). However, this trend cannot ensure the decrease of 

migration barrier because it is not clear about the site energy at the activated state. 

Calculated energy profiles70 along the migration path with different ion concentrations 

(see Figure 2(a)) in LixTiS2 show a decreasing trend of migration barrier and a nearly 

consistent barrier height between the intermediate (P2 in Figure 2(a)) and activated 

states with increasing x, indicating that the activated state is more insensitive to the 

concentration than the equilibrium state in this case, which proposes that the 

dominating factor to control the concentration-dependent diffusion is the stability of 

Li changed by the increased interionic repulsive interactions. The newly added ions 

sometimes can induce an expansion of c-lattice parameter in the layered structure, 

such as in the LixTiS2 with the c-axis value increased from 5.7 (x=0) to 6.2 Å (x=1),71 

giving the associated effect with the decreased ion stability. The increasing trend of 

D(x) predicted by DFT70 can be observed in the experimental results (see Figure 2(a)) 

of LixTiS2 in the low concentration range. This ionic-stability-dominated mechanism 

(denoted by I in Figure 2) can also be applied to the observed D(x) curve on LixCoO2 

(x<0.4) (see Figure 2(b)). In this range, LixCoO2 also accompany a significant c-lattice 

increase from 12.88 (x=0) to 14.42 (x=0.4).72 A deceasing trend of migration barrier 

with x has also been confirmed through DFT calculations for LixCoO2.73 Current 
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research mainly focuses on this deep delithiation stage for increasing the upper work 

voltage over 4.2 V.74 Many studies believe the small diffusion coefficient of Li at low 

Li content and structural instability may be responsible for the capacity failure of 

LixCoO2 at high voltage. Therefore, multiple doping is developed as an effective 

strategy to modify the reaction kinetics of LixCoO2 at high cutoff voltage. For 

example, it has been demonstrated that Al doping can effectively improve the 

structural instability.75 Not only limited in the layered structure, this mechanism is 

also suitable for the case of cubic LixTiS2 in the low concentration range (see Figure 

2(c)). Both DFT calculations76 and NMR measurements77 have provided the 

evidences that the migration barrier in cubic LixTiS2 also exhibits the decreasing trend 

with x. On the other hand, the deceasing trends of D(x) with x in layered and cubic 

LixTiS2 in the high concentration ranges (see Figure 2(a) and 2(c)) pose the possibility 

that some other competitive mechanisms should exist to control the 

concentration-dependent diffusion as discussed below. 

 

2.3. Pathway dependence 
 

If we transfer our attention from the equilibrium to the activated state, it can be 

found that the local vacancy concentration around the intermediate site along the 

migration pathway may influence the site energy of the activated state under a specific 

concentration. As confirmed from DFT calculations70 and NMR results,78 a preferred 

pathway for Li diffusion in layered LixTiS2 is connected by two octahedral sites 

through an intermediate tetrahedral site (see Figure 2(a)). There are two different local 

vacancy configurations can be chosen along the path as shown in Figure 3(a). Lithium 

ion prefers the high local vacancy-concentration direction with a lower migration 

barrier (path 1) to move, as compared with that of path 2. Investigating the difference 

in interaction between the two paths can find that the low vacancy concentration 

around the intermediate site can introduce extra repulsive interactions among the 

neighboring pre-existing and the migrating ions. It exerts a much more significant 

influence on the activated state by pulling its site energy upward compared with the 
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equilibrium site, leading to an increase of migration barrier and providing the 

guidance for the ionic hopping direction. This correlated result can be regarded as 

another effect on ion diffusion generally refereed by the vacancy-cluster-dominated 

mechanism as denoted by II in Figure 2.52 The microscopic kinetic effects induced by 

the vacancy concentration may be derived from the different local lattice strains. This 

mechanism predicts that the ionic diffusion process may become more difficult under 

the high ion-concentration condition due to the decrease of local vacancies along the 

pathway. The decreasing trend of D(x) with x in layered LixTiS2 at the high 

concentration range (see Figure 2(a)) indicates the dominant factor is gradually 

changed from the ionic stability to the vacancy cluster. This dominant effect is more 

pronounced in the cubic LixTiS2 phase as the local vacancy concentration increases 

from two to three under the cubic configuration (see Figure 3(b)).76 The mechanism 

can also be applied to the system of LixCoO2 (0.6<x<0.75) to explain the decreasing 

trend of D(x) curve because it has the similar 2-dimensional (2D) 

octahedron-tetrahedron-octahedron (O-T-O) pathways73, 79 as exhibited in the layered 

LixTiS2. It seems that this competitive mechanism should always be responsible for 

the decreasing trend of D(x) in a high-concentration region under the single-phase 

condition, but it should be invalid if the migration pathway has only one choice, such 

as in the case of LiFePO4 as discussed below. It brings forward the requirement to 

classify the pathway-dependent diffusion processes.  
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Figure 3. Migration barriers along the pathways with different local vacancy 

concentrations around the intermediate sites in layered (a) and cubic (b) structures of 

LixTiS2, data collected from Refs.70, 76. 

 

2.3.1. 1D channel 
 

Many intercalation compounds are formed by anions (O or S) sublattice stacked 

along the specific crystallographic direction with repeated configurations of ABAB 

sequence (see LixTiS2 in Figure 2(a) and LiFePO4 in Figure 2(d)), which is usually 

denoted by O1 structure (CdI2 type), or ABCABC configurations (see LixCoO2 in 

Figure 2(b) and cubic LixTiS2 in Figure 2(c)), which is usually denoted by O3 

structure (-NaFeO2 type).80 Transition metal cations or guest ions can be filled into 

the octahedral or tetrahedral interstitial sites surrounded by the anions. The ordered 

arrangement of transition metal ions usually gives rise to the layered structure and 2D 

available sites for the guest ions. Disordered occupation of cations can lead to the 

cubic structure with 3D available interstitial network distributed among the O3 

configuration, usually producing the spinel or disordered rocksalt cubic structure. 
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Detailed description about these structures and transformations can be found 

elsewhere.34, 80-83 According to the available pathways for the ionic movement, these 

structures can be classified into the host 1D channels, 2D channels or planes, and 3D 

channels and spaces.  

 

Movement of ions in 1D channel can exist in the olivine LiFePO4, which has been 

confirmed through DFT calculations combined with molecular dynamics (MD) 

simulations.84-87 A direct evidence for Li+ ion transport in a zigzag pathway (see 

Figure 2(d)) along the b-lattice direction of LiFePO4 has been provided through the 

neutron diffraction experiment.88 Geometrically, Li+ ion located at one energetically 

favorable octahedral site can pass through a tetrahedral site (along b axis) or an 

octahedral site (along c axis) to the other octahedral site, but the migration barrier 

along the c axis is over 5 times larger than that along the b axis,85-87 thus inhibiting the 

ionic movement along this path. Some defects, such as antisite FeLi,85, 89 may 

distribute along the channel, and then impede the transport of ions.90-91 As embodied 

from the low diffusion coefficient (Figure 2(d)),57, 92-93 intrinsic 1D channel in bulk 

state accompanied with the favorable defects leads to a decreased ion mobility 

compared with other cases. Furthermore, the multiple trends in D(x) can neither be 

ascribed to the ionic stability nor to the vacancy cluster. The reason is that a 

commonly accepted two-phase reaction controls the Li+ ion insertion/extraction 

processes in FePO4/LiFePO4.94-95 Many different models94-99 describe the two-phase 

reaction as that one phase in the bulk state grows at the expense of the other without 

the presence of continuous solid-solution state LixFePO4 at room temperature. 

Lithium transport involves the kinetic processes100 influenced by the two-phase 

boundary of FePO4 and LiFePO4 (see Section 3). Hence, the measured values of D(x) 

can not be employed to predict the rate capability of LiFePO4. As evidenced by the 

surface modified nanoparticles of LiFePO4 with large-ratio coating of carbon,1 over 

60% of the theoretical capacity can be maintained at 200C rate, which is over most of 

the intercalation electrode materials that have larger measured bulk-diffusion 

coefficients than LiFePO4. Therefore, the improved rate performance should not 
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benefit from the bulk diffusion in single phase, but from the size effects (see Section 4) 

and its special two-phase boundary kinetics with the assistance of the transferred 

electrons (see Section 3 and 5).  

 

Another typical 1D channel system is MnO2. MnO2 has a large number of 

polymorphic structures,101 usually exhibited as the fine-grained and amorphous states 

under the natural condition.102-103 As shown in Figure 4, 1D channels exist in their 

specific  (hollandite type),  (rutile type), ramsdellite-type, and  phases 

(intergrowth between rutile and ramsdellite types). The  (layered type) and  phases 

(spinel type) have been categorized into the high dimensional channel systems 

because their configurations can form 2D and 3D networks. The 1D channels have 

been classified into 1 1  (), 1 2  (, ramsdellite), and 2 2  () tunnels 

according to the number of octahedral units in the cross section. Some 

electrochemical experiments have provided the evidences that the 1 1  tunnels are 

difficult to accommodate any significant quantities of Li,39 thus against the 

availability of crystalline  phase in the bulk state as an insertion electrode. Note that 

the nanoparticles of  phase can give different electrochemical behaviors in contrast 

with the micrometer-sized ones.104-107 -MnO2 has gained success for its application in 

primary batteries.108 Li diffusion in -MnO2 generally can be characterized by using 

the ramsdellite phase because it can be regarded as a mixture of 1 1  and 1 2  

tunnels. As confirmed by DFT calculations,109 the equilibrium site for single Li in the 

1 2  tunnels is located in the tetrahedral site in the dilute state and will be moved to 

the octahedral site if two Li are simultaneously inserted into the block under the 

high-concentration condition (see Figure 4(c)). The pathways follow a zigzag line of 

T-O-T-O-T with a smaller migration barrier under the dilute Li concentration 

compared with the migration of Li under the high-concentration limit in a 

single-channel pathway of O-T-O. Therefore, concentration-dependent Li diffusion in 

the 1 2  tunnels under the ideal solid-solution condition should become difficult in 

the high-concentration condition due to the vacancy-cluster-dominated mechanism 

discussed in section 2.3. This predicted decreasing trend in D(x) curve is consistent 
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with the experimental results.110 Note that the nearly full lithiation of ramsdellite 

MnO2 can expand the cell volume anisotropically over by 21%, which usually results 

in the poor reversible structural kinetics for the high-concentration case, so it is 

difficult to accurately measure the concentration-dependent value of D. In the primary 

batteries of MnO2, the guest ions usually involve protons instead of Li+. Observations 

on diffusion coefficients of protons in different types of MnO2111 gave the evidences 

that support the similar decreasing trends as shown in Figure 4. Detailed study on the 

diffusion processes of protons in -MnO2 may be generalized to the other types of 

ions.108, 112 For example, three types of protons have been identified as the water 

related protons with superior mobility, surface bonded species, and localized protons 

assigned to the particular sites in the lattice, respectively.113 Correspondingly, three 

sequential steps can be observed in the reduction voltammogram during the negative 

scanning process with the Mn reductions at the surface sites, 1 2  tunnels, and 1 1  

tunnels, respectively. The measured diffusion coefficient of protons ranged from 10-10 

to 10-16 cm2/s due to the ambiguities of measured proton types and the active surface 

areas.108, 111, 114 It is believed that the smaller value should be the characteristics of 

proton diffusion in the channels, and the larger value may come from the surface 

contribution. The accumulated knowledge on the proton diffusion in MnO2 boosts the 

study on aqueous secondary batteries based on the Zn/MnO2 electrodes.115-120  
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Figure 4. Structures of MnO2 in different polymorphic states and the measured 

diffusion parameters (AD1/2, where A represents the specific surface area) of protons 

in their corresponding host structures, where the data of AD1/2 were obtained from 

Ref.111. (a)  phase, (b)  phase, (c) ramsdellite-type phase, (d)  phase, (e)  phase, (f) 

 phase. 

 

The large tunnels, such as in the  phase, can easily accommodate a wide range of 

cations (such as Na+, K+, Rb+, Ca2+, Ba2+, Pb2+, NH4+)102, 121-123 accompanied by water 

molecules as the pillars through charge balance of partial Mn4+/Mn3+ to stabilize the 

stress in the spaces. This feature seems to be more appealing to the ion intercalation 

compared with the small tunnel system. By comparing the migration barriers in the 

ideal empty channels in  (0.1 eV)124 and ramsdellite phases (0.2 eV),109 it has been 

concluded that Li diffusion in the large empty channels should be easier than that in 

the smaller ones, but this advantage with the absence of pillars needs a tradeoff 

between the cycling stability and diffusion in the real case. The structural stability of 

-MnO2 needs introducing cations or Lithium oxide (such as Li2O) to stabilize the 

large tunnels.39 These cations also play the role of blockers to impede the diffusion of 

Li in the channels. On the other hand, comparative studies of different phases of 

nanoparticles MnO2 on the capacitive behaviors gave the specific capacitances in the 

order of >>, and then confirmed the intrinsic superiority of large tunnels used in 

the supercapacitors after excluding the specific surface-area effect.125 This advantage 

benefits from the different intercalation processes in aqueous electrolytes according to 

the following proposed charge storage mechanism:126-129 

 bulk/surface bulk/surface
2 3MnO MnOO  ( Li ,  Na ,  K ,  or H O )M e M M+ − + + + ++ +  = , 

where alkaline metal ions and protons are believed to be involved in the processes 

under the presence of water. The bulk insertion/extraction were observed that are only 

pronounced in the nanoparticles morphology compared with the thick composites.126 

Water molecules (see Section 5) and size effects (see Section 4) can trigger the more 

superior kinetic processes in contrast with the solid-state diffusion in Li-ion batteries. 
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In addition, the other dominant mechanisms denoted by III (Section 3.1), IV (Section 

2.3.2), V (Section 2.3.3) in Figure 2 will be discussed in the following sections. 

 

2.3.2. 2D channel 
 

2D channels can be classified into two types. One corresponds to the ions populated 

in the interlayer space without the anion-coordinated interstitial sites on the planes. 

The other corresponds to the ions populated at the interstitial sites in the 2D planes 

formed by the anion sublattice.  

 

For the first type, a typical representative system is graphite (see Figure 2(e)).130-132 

Previous DFT calculations have shown that penetrating a carbon honeycomb from 

one layer to another is energetically unfavorable for Li+ ions (approximately 8~10 

eV).133-134 The favorable occupation site of Li in graphite is at the center of six-carbon 

ring. Diffusion pathway is connected by the three central sites through two ring walls 

with a migration barrier no more than 0.5 eV (see Figure 2(e)).27, 135 It was evidenced 

that the diffusion of Li along the c-lattice direction in highly oriented pyrolytic 

graphite (HOPG) is limited by the number of grain boundaries,27 so the diffusion of 

ions in graphite may give a large control to the grain boundaries as well as their 

orientations. These morphology-dependent diffusion properties lead to the uncertainty 

of Li diffusion coefficients in graphite varied from 10-6 to 10-16 cm2/s.27, 136 However, 

the concentration dependent diffusion coefficient can still be observed in the film 

samples. As shown in Figure 2(e), it gives the multiple trends of diffusion coefficient 

with x in LixC6 (0<x≤1) measured from the thin-layer graphite.58 In the literature, it is 

well-admitted that the intercalation compound LixC6 follow the stage-sequence 

variation with x according to: dilute stage 1 → stage 4 → stage 3 → stage 2 → stage 

1,137 where stage n correspond to the phase configuration with n host layers placed 

between two successive Li layers (such as stage 2 (Li0.5C6) can be denoted by 

AAAA,138 and stage 1 (LiC6) by AA139, where A and  represent the C and Li 

layers, respectively). Each transformation between two stages always includes 
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intermediate multiple phase compositions. In contrast with the profile of V(x) (see 

Figure 2(e)), it can be found that concentration-dependent Li transport in the 

interlayer space of graphite should follow the phase-dependent process (see Section 

3).  

 

Intuitively, as a single layer of graphite, graphene should transform the sequential 

bulk diffusion of ions to the simultaneous surface adsorption with an increased 

accumulation rate. However, DFT calculated Li adsorption capacities on pristine 

graphene provoke a controversy,140-144 showing a large range from zero adsorption 

with respect to the metal bulk Li,140-141 to the LixC6 (0<x≤6) with respect to the 

isolated Li atom.142-144 Some experimental results obtained from different 

morphologies of graphene also provided a large measured range of reversible specific 

capacities from 460 to 800 mAh/g over the theoretical capacity of graphite (372 

mAh/g).145-147 In conflict with that, the decreased adsorption capability of graphene 

compared to graphite has also been reported.148 Some researchers believe that the 

reversible Li storage capacity of pristine graphene may be not superior to graphite due 

to the repulsive interactions among the guest ions while they are uniformly distributed 

(decreasing the capacity), or due to the possible Li cluster effects on the graphene 

surface while they are aggregated and staggered together (decreasing the cycling 

capability). However, the defect- and edge-dominated mechanisms can significantly 

enhance the adsorption and diffusion capabilities of Li, accounting for the large 

measured capacity values.140-141, 143, 146, 148-149 It is fortunate that this adsorption 

controversy should not bring significant influence on the diffusion processes because 

the migration barrier only depends on the energy difference along the pathway. As a 

representative 2D material, diffusion of ions on graphene not only involves the 

surface sequential diffusion process in the restacking configuration as behaved in 

graphite, but also includes the surface adsorption process as behaved in the porous 

hard (non-graphitizable) carbon150 for an electric double layer capacitor (EDLC) in 

the monolayer or bilayer structure. For the part of sequential diffusion, it has been 

reported that the edges of graphene with different functional groups (such as –O, –OH, 
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–H),151-152 and defects (such as vacancies, Stone-Wales defects, dopants)143, 153-155 in 

the interior region, are inclined to become stable cluster centers to trap ions. These 

disordered defects can diversify the activate states and migration pathways around 

these areas. DFT calculated results predicted that these centers generally can facilitate 

the diffusion of ions with lowered migration barriers. Cyclic voltammetry 

experiments conducted on graphene with the improved rate performance seems to 

support this conclusion, but the large irreversible capacities153 indicate that the 

improved diffusion capability may be only available for the shallow trapped ions, not 

working for the deep trapped ones. The edge-trapped effects also provide the 

evidences that it is convenient for the intercalation processes in graphite from the 

edge to the interior.151-152, 156 Note that it has been demonstrated that the rate capability 

of graphite could be effectively boosted by taking full advantage of diffusion kinetics 

of Li in graphene. For example,157 a sample of bilayer graphite (or bilayer graphene) 

shows a faster diffusion of Li than in bulk graphite and even surpassing the diffusion 

of NaCl in liquid water. The measured diffusion coefficient can reach as high as 

7×10–5 cm2/s. The results indicate that the sample acts as a single-phase mixed 

conductor with a high electronic and ionic conductivity. These properties can be 

generalized to the other 2D-structure materials to describe the effects of the 

non-periodic species (defects and edges) on the microscopic ionic diffusion processes. 

 

For the second type, typical 2D-limited electrode materials include layered LixMO2 

(M=Co, Ni, Ni1-y-zMnzCoy) with O3 structure,158-159 and layered LixTiS2 with O1 

structure as mentions before (see Figure 2). In addition to the diffusion dependence on 

the local vacancy concentration in these configurations, the species of transition metal 

and anions can also introduce different influences on ion transport. According to the 

intercalation voltage of LiMO2: Co3+/Co4+ (~3.9 V by experiment,160 3.75 V by 

calculation161), Ni3+/Ni4+ (~3.6 V,162 2.92 V161), Li chemical potential in LiCoO2 is 

lower than LiNiO2. This difference mainly results from the lower redox energy level 

of Co3+/Co4+ (belonging to the t2g orbitals) relative to that of Ni3+/Ni4+ (eg orbitals) as 

shown in Figure 5(a). Thus, in the migration-energy profile of LiCoO2, the 
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equilibrium-site energy should be lower than that in LiNiO2, but the calculated 

migration barriers of LiCoO2 and LiNiO2 have nearly the same values under the 

supposed same lattice parameters.163 It means Li-ion energies at the activated sites 

follow the consistent trend with the equilibrium sites, leading to the negligible 

influence on the diffusion barrier. Note that this conclusion should be only available 

in the full lithiation state under the ideal identical structure of LiMO2 (M=Co, Ni) with 

the same lattice parameters. In the real cases, multiple-stages phase transformations 

accompanied by different extent of expansion and contraction of c-lattice parameters 

will proceed in LixMO2 (0<x≤1, M=Co, Ni) with increasing x.164-166 These processes 

can result in different phase-transformation-dependent diffusion properties (See 

Section 3). In addition, LixNiO2 is more thermally favorable to form the 

antisite-defect structure referred by Li1-xNi1+xO2 with Ni randomly occupying the Li 

sites,167 which can impede the migration of Li168 and can lead to the weaker diffusion 

capability of Li in contrast with LixCoO2 as confirmed from the NMR 

measurements169 and rate-dependence results.170 A larger value of D (~10-7 cm2/s) 

over LixCoO2 has been reported for LixNiO2 with nearly ideal stoichiometric 

composition.171 In the alloy structure of Lix(Ni1-y-zMnzCoy)O2 (NMC), the redox 

couples follow the sequence of Ni2+/Ni3+ → Ni3+/Ni4+ → Co3+/Co4+ to oxidize with 

increasing voltage (see Figure 5(a)).172 The nonreactive behavior of Mn4+ observed in 

NMC is due to the donation of electrons to the lower level of Ni2+. These multiple 

valences configurations result in a more disordered migration-barrier distribution in 

the Li-occupation layer (see Figure 5(b)).173 It can overwhelm the phase-controlled 

diffusion process and lead to the trend of concentration-dependent diffusion in the 

solid-solution state similar with LixTiS2 as shown in Figure 2(f).59, 67 Investigation on 

the kinetic behavior of NMC based on a single-particle sample has suggested that the 

combination of interfacial reaction and bulk diffusion (denoted by IV in Figure 2(f)) 

and complete bulk-diffusion-limited processes are dominant in the high and dilute 

Li-concentration cases, respectively,174 which may account for the significant 

decreasing trend in D(x) of NMC at the high-concentration region. The obvious 

decreasing trend in this region also corresponds to a sharp rise of charge-transfer 
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resistance for the interfacial reaction with x at the high-concentration region as 

observed in LiCoO2 through electrochemical impedance spectra (EIS).175 It gave an 

indirect support for the kinetics transformation at the high-intercalation level in this 

system. The reason for this change of kinetics can be expected to be induced from the 

increase of resistance for the electron transport in NMC with the increasing x, because 

the electronic resistance can be increased by over 5 orders of magnitude in the 

high-concentration region,176 which can slow down the interfacial reaction as 

exhibited in the bulk state of LiFePO4 (see Section 4 and 5).177 On the other hand, 

although some analogies have been exhibited between LixTiS2 and NMC, the intrinsic 

diffusion capabilities in these systems should be different due to the different redox 

couples and anions. The higher redox levels in Ti pinned with anion S p-bands than M 

(M=Mn, Ni, Co) with O p-bands in NMC result in the decreased redox-voltage range 

in LixTiS2 (see Figure 5(a) and Figure 2). This deceased intercalation voltage also 

indicates a weaker stability of Li trapped in LixTiS2 relative to LixMO2. In addition, 

larger atomic distances between the Li+ ions and host cations in LixTiS2 have also 

been observed in contrast with LixMO2,163 which can result in the weaker repulsive 

influence of host cations on the activated states. These factors can lead to a better 

intrinsic Li-diffusion capability in LixTiS2 than in LixMO2 under the condition of 

solid-solution state based on the ionic-stability-dominated mechanism. The 

experimental measurements also usually gave the larger values of diffusion coefficient 

in LixTiS2 than in LixMO2 as shown in Figure 2. This feature seems to be more general 

for the anode that usually has better intrinsic bulk-diffusion capabilities of ions than 

the cathode in the layered intercalation system without considering the passivation 

layer at the interface. 
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Figure 5. (a) Schematic of the possible electronic contribution of transition metal M 

(M=Co, Ni, Mn) and Ti to the densities of states of LixMO2, NMC and LixTiS2, data 

obtained from Ref.31, 172. (b) Migration barriers in NMC along the pathways 

surrounded by different types of cations, data obtained from Ref.173. 

 

2.3.3. 3D channel 
 

Like in the case of 2D channels, 3D channels can also be classified into two types 

of pathways. One corresponds to the crosslinked channels connected by the 

coordinated sites in the 3D space. The other corresponds to the 2D planes with large 

interlayer spaces supported by pillars that allow the ions to move in the 3D continuous 

spaces. 

 

Typical configuration of the first-type 3D channels exists in the spinel structure. 

The representative systems include isostructural LixTi2O4 and LixMn2O4 (0<x≤2). In 

the system of LixTi2O4 under the low-concentration condition (x<1), the energetically 



 23 

favorable sites for Li are tetrahedral interstitials with the octahedral sites acting as the 

intermediate connection points in the migration pathways (see Figure 2(g)). 

Increasing the concentration of Li within the range of 0<x<1 gives rise to a 

solid-solution configuration with Li gradually filling up the tetrahedral sites as 

indicated in the V(x) (x<1) curve68 (see Figure 2(g)). Repulsive interactions among 

the guest ions play the dominant role of controlling the concentration-dependent 

diffusion in this region as confirmed by DFT calculations.178 It leads to the decreasing 

migration barrier with increasing Li concentration (see Figure 2(g)). A significant 

feature differing from the layered structure is that the insertion/extraction of Li+ ions 

are usually accompanied with negligible variations of lattice parameters due to the 

large mechanical tolerance of this system, especially in the Lix(Li1/6Ti5/6)2O4 (usually 

referred by Li4Ti5O12) composition.179-181 Lix(Li1/6Ti5/6)2O4 can be denoted by 

(Lix)8a[(Li1/6Ti5/6)2]16dO4 to identify the occupations (see Figure 2(g)), where 8a and 

16d are the Wyckoff notations to represent the tetrahedral and octahedral sites in the 

spinel structure. The excess Li in the 16d sites make it more durable for the cycling of 

guest Li+ ions. While x is increased from 1 to 2, the intermediate octahedral sites (16c) 

gradually become the equilibrium sites for the Li occupation. Full lithiation can 

transform the structure of (Li)8a[Ti2]16dO4 (tetrahedral occupation) to (Li2)16c[Ti2]16dO4 

(octahedral occupation) configuration. According to the diamond-type network 

formed by the tetrahedral 8a sites as shown in Figure 2(g), the strong repulsive 

interactions between the excess octahedral Li (16c) and the initial tetrahedral Li (8a) 

will push the Li+ ions to move from the tetrahedral to the nearest-neighboring 

octahedral sites through the two-phase reaction process during the range of 1<x<2, as 

indicated by the plateau in the V(x) curve (see Figure 2(g)). Under the condition of 

x>1, it can be found that the short diffusion distance and multiple pathways between 

the tetrahedral and octahedral sites, combined with the lower stabilities of the ions 

( Li 1.34  eV in Li1+yTi2O4 and 1.56 eV in Li1+y(Li1/6Ti5/6)2O4, where x=1+y and 

0<y≤1)68 relative to the layered LixMO2, result in the intrinsic advantages in Li 

diffusion capability in this two-phase mixture. This superiority has been proved by the 
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highly reversible Li-excess anode materials Li1+y(Li1/6Ti5/6)2O4 as indicated by the 

very stable diffusion coefficient as a function of x (see Figure 2(g))60 even under the 

two-phase-boundary-dominated mechanism (see Section 3). However, the 

state-of-the-art Li4Ti5O12 performance cannot satisfy the high capacity demand. The 

challenge requires constructing the stabilized and reversible electrode architecture by 

employing the improved phase transition kinetics of overlithiation, such as the 

reported heterogeneous phase Li4Ti5O12-rutile TiO2 composite electrodes, which has 

the potential to reach the theoretical capacity beyond 250 mAh/g.180 

 

A similar first-order transition can also be observed in LixMn2O4 from the spinel 

LiMn2O4 (-MnO2) to the rocksalt Li2Mn2O4 with tetragonal symmetry as indicated 

by the constant voltage plateau in the V(x) curve near 3 V (see Figure 2(h)).39, 182 A 

two-phase reaction process moves progressively from the surface into the bulk region, 

validating the phase-dependent diffusion process. However, differing from LixTi2O4 

with the solid-solution state while x<1, a phase-transition process can be observe in 

the spinel LixMn2O4 (x<1) before x=0.5, which triggers the disorder-order 

phase-dependent diffusion process near this concentration area (see Section 3) due to 

the formation of ordered occupation of Li at one half of the 8a sites in 

Li0.5Mn2O4.183-184 Under the dilute condition, many experimental results have shown a 

decreasing trend of D(x) in LixMn2O4 with increasing x (see Figure 2(h)) while x<0.5 

due to the two-phase boundary effects (see Section 3).61, 185-187 A decreasing trend of 

D(x) can be found while x is close to 1. Local vacancy-cluster-dominated mechanism 

can be excluded in this case because each intermediate octahedral site can only be 

connected by one pair of tetrahedral sites (see Figure 2(g)). The intermediate states 

may be the local minima or maxima. In this structure, the octahedral sites act as the 

activated states instead of the local minima. There are four equivalent intermediate 

octahedral sites for each tetrahedral site to choose to pass over, but the barriers are not 

equivalent. It has been found that different valence states of host cations around the 

activated states can significantly influence the migration barriers (see Figure 6).188 

Lower barriers can be obtained under the Mn4+ rich condition compare with the Mn3+ 
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rich condition. This feature can lead the ion to give preference to the pathway with the 

octahedral site surrounded by more Mn4+. Moreover, experimental and DFT 

calculated results have provided the evidences that suppressing the reduction of Mn4+ 

in LixMn2O4, such as by doping the lower valence-state cations, can lead to the 

improved rate capability of doped samples.189-192 Furthermore, LiMn2O4 samples 

doped by M (M=Co, Ni, Fe, Cr, Al) have also been synthesized to investigate their 

electrochemical performances. The results show much better cycling stability of the 

doped samples compared with pristine LiMn2O4. For example, LiMn1.85Cr0.15O4 

demonstrated the high capacity retention of 96.6% after 100 cycles, surpassing the 

referenced value measured in LiMn2O4 phase over 23%.193 The enhancement of 

cycling stability is obviously induced by the substitution of M for Mn that can 

significantly affect the kinetics of microstrain and phase transformation. These results 

indicate that a cation-valence-state-dominated mechanism (denoted by V in Figure 2) 

should be responsible for the decreasing trend of D(x) under the high concentration 

condition by decreasing the local concentration of Mn4+ around the octahedral site. 

The effectiveness of this mechanism can be understood by the Jahn-Teller effect of 

Mn3+.188, 194 It can distort the octahedrons and induce the internal strains around the 

activated site while the averaged Mn oxidation state is close to 3.5, and then make the 

guest Li more unstable at the activated state, leading to the increase of the migration 

barrier in this range.  

 
Figure 6. Trend of migration barriers along the pathways with different numbers of 

Mn4+ around the intermediate octahedral site in LixMn2O4 (x<1), data obtained from 
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Ref.188. 

 

For the second type of 3D channels, the existence of the continuous 3D space needs 

some extra pillars to support the atomic layers. One typical system is the layered 

Ti3C2Tx,195-198 where Tx represent the different types of surface functional groups 

(such as –O, –OH, –F). This system belongs to a large group of 2D layered materials 

commonly referred by MXenes. They are stacked by Mn+1XnTx (n=1, 2, or 3) atomic 

blocks along the c axis of hexagonal unit cell, where X is C and/or N and M denotes 

the early transition metal (such as Ti, V, Nb). A large variety of cations (such as Li+, 

Na+, K+, Mg2+, NH4+) and polar molecules (such as H2O, N2H4H2O, urea) can be 

intercalated into the Ti3C2Tx.8, 199 The intercalated water molecules and cations,200 or 

organic polymer,201 acting as the pillars,202 can expand the c-axis value by 5~25 Å. 

The large interlayer space allow the guest ions to transport in the 3D continuous space 

under the assistance of water molecules.200, 203 Different equilibrium sites under the 

oxygen covered sample Ti3C2O2 for the occupation of intercalated alkali-metal cations, 

protons, and H2O have been predicted by DFT calculations, which are located on the 

top of C atoms (close to 2c sites along the c axis), on the top of O atoms (4e sites), 

and on the top of O atoms (2b sites) in the middle of interlayer spaces, respectively 

(see Figure 7), where the Wyckoff notations correspond to the symmetry sites in 

space group P63/mmc.203-204 These different initial sites can lead to different 3D 

migration pathways for alkali-metal cations and protons as shown in Figure 7. 

Differing from the 2D diffusion in the layered transition-metal oxides, most of the 

capacity contribution in Ti3C2Tx thin film arises from the non-diffusion limited 

process in the bulk state as confirmed by the experimental results.199 These 

non-coordinated sites and intercalated water molecules may invalidate the limiting 

factors of solid-state diffusion205-206 as exhibited in the supercapacitor applications 

(see Section 5). For example,206 a electrode architecture of macroporous Ti3C2Tx 

MXene was designed for improving the ion accessibility to redox-active sites, which 

can improve the reaction kinetics to the level of carbon-based materials, as confirmed 

by the measured capacitance of up to 210 F g−1 at scan rates of 10 V s−1. 
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Figure 7. Schematic diagram of the 3D transport pathways for a guest ion and proton 

in the expanded interlayer space of Ti3C2Tx MXene, data obtained from Ref.203. 

 

The similar behaviors also have been observed in birnessite-type layered LixMnO2 

(-MnO2). There are several MnO2 polymorphs that can exhibit the layered 

configurations, such as Li(Li1/3Mn2/3)O2 (or Li2MnO3), monoclinic and orthorhombic 

LiMnO2.46, 207-208 Layered LiMnO2 with -NaFeO2 structure cannot be maintained 

well after delithiation due to the diffusion of Mn into the Li layers to form the spinel 

phase.208 The birnessite MnO2 (see Figure 4(e)) is a type of layered LixMnO2 with 

structural water and cations remained in the interlayer space acting as the pillars, 

which can expand the interlayer distances to over 7 Å. Removal of water can lead to 

the intrinsic instability as proved by the poor cyclability in this structure during the 

lithiation/delithiation processes,209 but this disadvantage does not take effects in the 

aqueous electrolyte for the supercapacitor applications.125 As proved by the 

experimental results of mass-to-charge ratio,127 the insertion/extraction of cations in 

different aqueous alkali salts are always accompanied by the change of content of 

water,210 indicating the participation of the hydrated ions during the charge transfer 

processes. An enhanced rate performance exhibited in -MnO2 compared with -, -, 

and -MnO2 emphasizes the diffusion advantage of the 3D space with the assistance 

of water in this structure (see Section 5).125 
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3. Concentration dependence of ion 
transport with phase transformation 
 

3.1. Two-phase boundary effects 
 

Phase transformation nearly occurs in most of the intercalation electrode materials 

as the concentration of guest ions is being increased.82, 211 In contrast with the ion 

diffusion in solid-solution state, phase-transformation-dependent transport processes 

are not disordered but follow the collective kinetic behaviors under the guidance of 

symmetry. The symmetry arrangement is the requirement of the principle of energy 

minimum. The kinetics should be derived from the interactions among the atoms, 

including the Coulomb force and local strain, vibration, and the space occupation 

property described by entropy, which should be the reason for the formation of crystal 

with a specific symmetry structure under a specific temperature. Two types of 

transformation are usually observed during the charging/discharging processes. One 

corresponds to the structural transformation of host structure. The other includes the 

order-disorder or metal-insulator transformation without disturbing the host symmetry. 

Structural transformation of the host structure usually involves simultaneous 

movements of the entire host and guest particles along multiple directions. The 

displacements of host particles from their original symmetry sites to the other ones 

usually lead to the poor cycling performance, such as the degradations of different 

types of MnO2 to the spinel phase during the insertion/desertion processes.39 An 

intercalation electrode with good cycling stability generally requires that the host 

structure (or symmetry) can remain unchanged during the lithiation/delithiation 

processes and the phase transformation mainly relies on the movements of guest 

particles through the two-phase coexistence process as stressed below. 
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Figure 8. Schematic diagram for the difference between the solid-solution diffusion (a) 

and two-phase reaction process (b), including the different distributions of electrons 

and guest ions.  

 

The two-phase coexistence process under the first-order phase transition can be 

observed in many systems, such as the (1-x)LiFePO4/xFePO4 in the range of 0x1,65 

the spinel (1-x)LiMn2O4/xLi2Mn2O4 (x1),39 or the LixC6 (x1) at different stages.46 It 

usually can be observed from the galvanostatic measurement results, corresponding to 

a large plateau in the voltage curve (see Figure 2). In this case, the averaged chemical 

potentials   of guest particles in the two-phase coexistence region are equal to each 

other, thus invalidating the diffusion coefficient defined in the transformed Fick’s first 

law according to the relationship between the net particle flux J  and  : 

J  − .52-53 A schematic diagram in Figure 8 can be employed to illustrate a 

two-phase reaction process in contrast with the solid-solution diffusion process. An 

isotropic radial shrinking core model has been employed to illustrate the 

phase-boundary movement process for many systems, such as the graphite 

intercalation compounds, LixMn2O4 (x>1), especially for the evolution process at the 
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LiFePO4/FePO4 interface as shown in Figure 9(a).97 Even though the progressive 

insertion/desertion of Li+ ions from the surface to the inner region is conceivable 

based on the concentration gradient intuition, it still invoked controversy in LiFePO4 

because the dominant driving force for diffusion should be changed from −  to 

the other sources and the 1D diffusion channels in LiFePO4 have anisotropic 

characteristics. An oriented “core-shell model” has been proposed based on the 

electron-energy loss spectra (see Figure 9(b))96, 212 for stressing that the cycling of the 

composite particles exhibit a FePO4 core covered by a LiFePO4 shell. The kinetics of 

this model has been supposed and then proved that the movement of Li+ ion can 

couple with a hopping electron in a pair in consideration of the poor ionic and 

electronic conductivities in both LiFePO4 and FePO4 phases.213 Therefore, the 

supposed migration sequence of Li+ ions was proposed to be correlated with the 

accumulated number of exciton-like Li+-e- pairs in the channels and the boundaries 

between the two phases. Based on these results, the biphase-boundary reaction 

process and Li-ion migration sequence are modified by another “domino-cascade” 

reaction model (see Figure 8(b)).95 They believed that the Li+/vacancy and Fe2+/Fe3+ 

polarons (see Section 5) localized in the biphase boundaries can destabilize the 

interfacial zone, leading to the wave-like movement of the interface during the 

reaction process. The driving force was ascribed to the elastic energy induced from 

the lattice mismatch between LiFePO4 and FePO4. Many researchers believed that the 

initial nucleation of the biphase interface should be the rate-limiting step that may 

start from the areas that have better contacts with the conducting matrix due to the 

prior electron transfer, as evidenced by the electrode composed of carbon-coated 

particles with significantly improved rate performance.1, 214 The transferred electrons 

play a key role in this case as will be discussed in Section 5. Note that the measured 

D(x) in this case is usually regarded as the “effective diffusion coefficient” in the 

literature to embody the two-phase boundary influence on the whole ionic transport 

process. The reaction process has been classified to the 

two-phase-boundary-dominated mechanism to clarify the measured trend of the 
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effective D(x) as shown in Figure 2(d) (denoted by III). It always leads to an abrupt 

drop of the effective diffusion coefficient from the single-phase diffusion to the 

two-phase reaction process.  

 

 
Figure 9. (a) Schematic diagram of the isotropic radial shrinking core model. (b) 

Schematic diagram of the oriented core-shell model. 

 

Other analogous results of thetwo-phase reaction can be observed in 

Lix(Li1/6Ti5/6)2O4 at the region of x>1 as shown in Figure 2(g). The abrupt decrease of 

D(x) near the voltage plateau corresponds to the two-phase coexistence region of 

Li(Li1/6Ti5/6)2O4 and Li2(Li1/6Ti5/6)2O4 controlled by the 

two-phase-boundary-dominated mechanism. In similarity, the reactions of 

lithium-graphite intercalation compounds also exhibit the nonuniform nucleation and 

migration processes between the occupied and unoccupied boundaries by Li. Lithium 

ions are intercalated into the interlayer spaces from the prismatic surfaces of graphite 

according to the generally accepted stage-formation process from stage 4 to stage 1 as 

mentioned above (see Figure 10).215-216 The transformation from stage 3 to 2 is still in 

a debate due to the lacking of very convincing stage information.216 There are three 

two-phase coexistence regions can be observed in the three potential plateaus (see 

Figure 2(e)), which have been assigned to dilute stage 1 and stage 4, stage 2L 

(in-plane disorder) and stage 2, and stage 2 and stage 1, respectively.217 The kinetics 

of these stepwise processes can be correlated with three types of driving force, 
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including the driving force between the transferred electrons (or accumulated 

polarized electrons) and guest ions (type I), the interlayer van der Waals force or 

structural deformation force (type II), and the repulsive force among the guest ions 

(type III). Competitive behaviors among these forces can lead to the rate-dependent 

phase-formation process. As evidenced by the in situ synchrotron XRD results under 

a high current density, the phase stages were suggested to be transformed to the 

sequence of dilute stage 1 → stage 2 → stage 1 instead of the traditional processes 

due to the increased contribution of type-I force under the polarization condition (see 

Section 5).218 This nonequilibrium phenomenon has also been observed in LiFePO4 

system.219-220 In the equilibrium state without considering the morphology and size 

effects, three possible rate-limiting kinetic processes have been found, including the 

insertion/extraction of Li+ ions at the graphite/electrolyte interface, the two-phase 

boundary movement, and the diffusion of ions in each single phase, as disputed by 

different researchers.217, 221-222 A process controlled by the interfacial reaction at the 

initial stage and then dominated by the interior ion transport has also been proposed.95 

If neglecting the interfacial effects (see Section 4), the clear decreasing trends can be 

observed in the measured D(x) at different stages (see Figure 2(e)), indicating that the 

two-phase coexistence stages can decrease the mobility of Li+ ions relative to the 

nearest neighboring single-phase stages in LixC6. These features exhibit the dominant 

effect of the two-phase-boundary-dominated mechanism compared with the 

single-phase diffusion and give an enhanced role to the type-II force. It deserves 

noting that the second plateau in the voltage curve, corresponding to the coexistence 

of disordered stage 2L and stage 2, follows an order-disorder in-plane transformation 

process. This type of transformation process can give a general influence on the 2D Li 

diffusion as discussed below.  
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Figure 10. Stage model for the insertion processes of Li into graphite. 

 

3.2. Order-disorder transformation effects 
 

Order-disorder transformation of Li+ ions on the 2D host sites can be observed in 

many intercalation systems, such as in LixCoO2,63 LixC6,137 or LixMn2O4183 while x is 

close to 0.5, LixTaS2 at x=1/3 and 2/3.223 A more general disordered distribution can 

lead to the interlayer mixing of all of the cations, such as Li and Ni in the 

LixNi2-xO2.224 In LixCoO2, the transformation process corresponds to two small 

plateaus in the voltage curve between about 4.05 and 4.2 V (see Figure 2(b)).63 The 

stable ordered in-plane distribution of Li has been confirmed by DFT calculations (see 

Figure 11).79, 165, 225 In this concentration range, lithium can move in the 2D planes 

under the thermodynamic and symmetric guidance just like in the thermal formation 

process of a crystal, controlled by the long-range cooperative behavior in terms of the 

symmetry requirement. The transport of ions not only relies on the local variation of 

ionic concentration, but also correlates with the collective behavior of all of the 

in-plane ions. It can slow down the movement of ions from the single-phase region 

and lead to significant changes in the diffusion behavior. As shown in Figure 2(b), 

2(e), 2(h), a common feature can be observed in the D(x) curves of LixCoO2, LixC6 

and LixMn2O4 that abrupt drops occur in the order-disorder two-phase regions 

followed with the increases in the subsequent single-phase areas. These trends of D(x) 

can be ascribed to the two-phase-boundary-dominated mechanism. Although it is 

impracticable to evaluate the kinetic difference between the ordered and disordered 

single-phase states with the same concentrations by experiments, the calculated 
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results of D(x) for LixCoO2 show that226 the value of ordered phase at x=0.5 is smaller 

than that in the neighboring disordered phase due to the increased activation barrier 

(see Figure 11). It is expected that the in-plane ordered ion occupation instead of the 

disordered configuration with the identical concentration can be regarded as another 

reason to affect the mobility of ions due to the increased stability of ions by the 

symmetry arrangement. It can lead to the decrease of energy at the equilibrium site in 

the migration energy curve and then increase the migration barrier in this case. 

Furthermore, it is intriguing that the phase transformation of LixCoO2 in the region of 

0.75<x<0.95, as observed in the voltage curve (see Figure 2(b)), can not be 

reproduced by DFT calculations, indicating the existence of non-structural 

transformation in this region as discussed below. 

 

 
Figure 11. Calculated trend of D(x) near the region of x=0.5 in LixCoO2 and the 

corresponding trend of the migration barrier, data obtained from Ref.226. The inset 

corresponds to the in-plane ordered distribution of Li while x=0.5, data obtained from 

Ref.225. 

 

3.3. Electronic-structure transformation effects 
 

A two-phase coexistence plateau can be observed in the LixCoO2 voltage curve at 

about 3.9 V (0.75<x<0.95) as shown in Figure 2(b), corresponding to two hexagonal 
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cells with the same crystal symmetry but only a small difference of about 0.1 Å in the 

c-lattice parameters (see Figure 12).63 This type of non-structural transformation has 

been proved that comes from the with the increasing x as indicated by the decreasing 

trend of electronic conduc metal to insulator transition tivity with x shown in Figure 

12.227-230 It has also been suggested that this phenomenon can be observed in 

WO3.2H2O.231-232 The transformation mechanisms, usually induced by the electronic 

correlation in electronic structures (Mott) and/or the degree of disorder in the crystal 

structure (Anderson), involve a large special topic referred by Mott and/or Anderson 

transitions.233-236 A Mott-type model was proposed for the first-order transition of 

LiCoO2 from a Mott insulator (x>0.95) to metal at Li-vacancy rich state (x<0.75) due 

to that the mixture of isolated impurity band and t2g bands of Co can form the partially 

filled valence bands during the deintercalation of Li+ from LiCoO2.237 However, the 

disordered distribution of Li vacancies cannot completely exclude the effect of 

Anderson transition.229 This electronic-structure transformation causes an unexpected 

increase of diffusion coefficient in the high-concentration single-phase region 

(0.95<x1) and a decrease trend in the two-phase region (0.75<x<0.95) as observed in 

many experiments (see Figure 2(b)).55, 238-240 These trends can still be ascribed to the 

two-phase-boundary-dominated mechanism. The driving force at the two-phase 

boundary has been phenomenologically ascribed to the electronic-state transformation 

from the delocalization to localization227 because the boundary strain in this case may 

be negligible due to the small differences in their lattice parameters, but the observed 

deformation of oxygen octahedrons and changed Co-Co bond lengths (see the inset in 

Figure 12) with different values of x may account for the structural effect on the 

transformation.227, 229 The increasing trend of diffusion coefficient at high 

concentration region is contrary to the decreasing trend of electronic conductivity (see 

Figure 12), indicating that the ion transport in the bulk state affected by the phase 

transformation is not always in positive correlation with the electronic conductivity as 

exhibited in LiFePO4 (see Section 5).  
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Figure 12. Measured electronic conductivity of LixCoO2 as a function of x, data 

obtained from Ref.229, and the corresponding c-lattice values, data obtained from 

Ref.63. The inset corresponds to the measured Co-Co bond length varied with x, data 

obtained from Ref.227. 

 

4. Geometry dependence 
 

4.1 Size effects 
 

It is generally believed that the intrinsic diffusion kinetics of ions in bulk state 

limits the rate capability, but extensive experimental results14, 83, 241-243 have confirmed 

that the electrode composed of nanosized particles can significantly affect the reaction 

process at the electrolyte/electrode interface and that a higher rate of 

intercalation/deintercalation processes can be achieved owing to the shortened 

diffusion distances according to the relationship between the characteristic diffusion 

time t  and the characteristic diffusion length L  by 2 /t L D= .13, 244 In addition, the 

size effects can also alleviate the defect hindrance on ion transports as exemplified by 

the defective LiFePO4.90 However, the improved rate performance may only be 

realized at the expense of cycling stability and capacity due to the unexpected surface 

reactions in some cases. For example, graphite particles at nanoscale can cause severe 

cycling and safety problems by the excessive formation of solid electrolyte interface 
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(SEI) layer and deposition of Li on the surface.13, 245 This deficiency is also applied 

for the nanosized Si negative electrode.246 Thus, thoroughly investigation of the 

reaction and diffusion kinetics during the charging/discharging processes with 

dependence on the grain size and boundary is required. 

 

Figure 13. Galvanostatic voltage curves for LixCoO2 nanoparticles with different sizes 

and their corresponding capacity retentions in contrast with that in bulk state, data 

obtained from Ref.247. 

 

In layered structure, such as LixCoO2, it has been proposed that size-dependent 

intercalation process under the high rate occurs gradually from the outer to the inner 

layers due to the non-stoichiometry on the surface and only a few host layers involved 

in the configuration readjustment.247 Smaller nanoparticles can enhance the kinetic 

properties of outer layers, leading to the diminishment of the two-phase coexistence 

region by substitution of a solid-solution process as indicated in the size-dependent 

voltage curves (see Figure 13). This surface-induced phenomenon has also been 

observed in the bulk graphite particles during the charging/discharging processes 

under high rates, corresponding to some intermediate Li-rich phases formed from the 

preferential occupation of the outer layers.218 The edge preference for Li occupation 

in graphite has also been confirmed from the bright-field high-resolution transmission 

electron microscopy (BFTEM).248 Within the scale of 100 nm, the electrode particles 

have chances to transform the diffusion kinetics from the two-phase boundary to the 
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solid-solution-state process completely. Correspondingly, the reaction process at the 

interface could become the rate-limiting step due to the increase of the 

surface-volume ratio and the improvement of the diffusion kinetics in the interior 

region. The enhanced interfacial reaction can also introduce significant influences on 

the cyclability of electrode as evidenced by the larger drop of capacity retention   of 

LixCoO2 nanoparticles compared with the bulk material (see Figure 13).247 Combined 

with the other results, such as the high reaction activity of nanosized graphite to form 

the surface SEI layer,13, 245 and the enhanced dissolution of manganese from the 

nanosized LixMn2O4 surfaces,249-251 it can be deduced that the competition between 

the surface and cohesive energies of the host252-253 in the very small particles can 

interrupt the symmetry movement (or the long-range collective behavior) of the host 

atoms in the bulk state, resulting in the disordered diffusion of Li and the 

disappearance of two-phase coexistence region while the nucleation condition is not 

satisfied. In this case, the mole surface energy can be increased to be larger than the 

heat of demixing transformation from the disordered solid-solution state to the 

two-phase mixture as estimated by LiFePO4.254-255 The driving force for the ion 

diffusion would be switched from two-phase boundary stress to the mixture of surface 

tension and coherency stresses (defined as the continuous strains across the 

interface256) in the multiphase particles.254, 256-258 This feature pronounces that the 

lower limit of the particle size should exist to guarantee the bulk stability and kinetic 

transformation (about 100~101 nm). For example, a particle of LiCoO2 with the size of 

about 6 nm has shown the complete violation from the solid-state diffusion defined in 

the bulk state (see Figure 13).247 For the LiFePO4 particle, a size of about 15 nm was 

predicted to be the critical size to completely transform the particle to the 

solid-solution-state LixFePO4 from the two-phase region254 and a particle size of 40 

nm has been confirmed that can satisfy this condition.259 Nanoparticles of LiMn2O4 

smaller than 15 nm have been proved that can realize the full lithiation without 

obvious two-phase-boundary movement at the high discharge rates.260 

 

In this small size region (about 100~101 nm), ion diffusion in the solid state of a 
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intercalation electrode has chance to be transformed to the capacitive behavior as 

identified by the signature of the slope line in the galvanostatic voltage curve (V(x)) 

or the distorted rectangular shape in the cyclic voltammogram (CV).12, 41, 261-262 The 

appearance of intercalation capacitance blurs the boundary between the bulk diffusion 

and the surface capacitive behaviors, especially in some layered 2D materials, such as 

the MXenes with bulk-involved intercalation capacitances,205, 263 or the porous 

materials, such as the small-pore carbon,264-265 and the -MnO2, which exhibit the 

significant contribution of ionic intercalation in aqueous electrolytes.125  

 

A very simple method to differentiate the diffusion and capacitive process is based 

on a power law between the peak current i  and scan rate   ( = /V t   ) in the CV 

curves according to the relationship of bi  , where b=1/2 corresponding to the 

diffusion process and b=1 corresponding to the capacitive process.266 It is feasible to 

separate the diffusion and capacitive current by defining the contribution of CV 

current from the two parts according to the fitted parameters of dk  and ck  in the 

relationship of 1/2
d ci k v k v= + .41, 267-268 The kinetic difference can be understood as 

that the ideal capacitive current is mainly driven by the surface force that comes from 

the change of local electrostatic potential eV  at the electrical double layer (EDL) 

interface. Since the measured V  mainly comes from the contribution of eV  with 

eV V    in this case, so the capacitance C should be independent of   as 

indicated by ( )i C =  . In contrast, the driving force for the diffusion current 

comes from the gradient of guest-element chemical potential − , which includes 

the contributions of interactions among the host atoms, transferred electrons, and 

guest ions.269 The nonlinear relationship between i  and   is inevitable. Note that 

this method cannot be employed to differentiate the contributions come from the 

intercalation pseudocapacitance, surface pseudocapacitance, and EDLC because all of 

them have been assumed to follow the consistent capacitive behavior in this model.262 

https://en.wikipedia.org/wiki/Double_layer_(surface_science)
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In the medium size region (about 101~102 nm), the miscibility gap in the 

multiple-phase particles should be a monotonic function of the particle size as 

evidenced by the contracted miscibility gap between LiFePO4 and FePO4 with the 

decreasing particle size (see Figure 14).254 The size-dependent two-phase region can 

also be found in the prominent voltage plateau of LiFePO4 that gradually shortens the 

range by decreasing the size of particles, exhibiting a widened x range of 

non-stoichiometry as shown in Figure 14. These features ensure the possibility to get 

a tradeoff between the rate capability and capacity based on the different kinetics 

processes between the solid-solution and the two-phase coexistence states in terms of 

particle size. For example, a size of 17 nm has been suggested to be sufficient to reach 

a compromise between the rate enhancement and capacity loss for the LixCoO2 

sample.247 Therefore, this scale (about 101~102 nm) can be regarded as the 

intermediate range for the kinetic transformation from the bulk-symmetry control to 

the solid-solution control. 

 

Figure 14. Galvanostatic voltage vs. normalized capacity curves for LiFePO4 

nanoparticles with different sizes and their corresponding miscibility gaps, data 

obtained from Ref.254. 

 

In the large size region (about 102~103 nm), the predictable size-dependent laws 
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should dominate the size effects on the diffusion process without changing the bulk 

kinetics. Specifically, the size effect on diffusion relies on the relationship of 

2
bulk/t L D= , where bulkD  represents the bulk diffusion coefficient. The improved 

rate performance in this scale mainly benefits from the shortened diffusion distance 

and larger specific surface area compared with that in the bulk state. As a prototype of 

the intrinsic insulator of ions and electrons, LiFePO4 can be improved to the practical 

level by using the nanoparticles (~102 nm) free270 or coated with carbon 

particles,271-272 stressing this size effect. Some other systems validated by this size 

effect include Li4Ti5O12273-274 and alloys.13, 275-276 To sum up, Figure 15 shows the 

effects of different size scales on the kinetics of ion diffusion. They can be coarsely 

divided into three regions denoted by the large-size region that follows the bulk-state 

kinetics, intermediate region between the two-phase reaction and solid-solution-state 

kinetics, and small-size region that belongs to the solid-solution state, respectively.  

 

Figure 15. Schematic diagram of the size effects on the kinetics of ion transport 

within different scale ranges. 

 

4.2 Interfacial and orientation effects 
 

According to the path dependence of Li diffusion (see Section 2), it is expected that 

well-aligned crystalline particles under specific orientation should facilitate the 

diffusion process of ions, especially in the 1D- and 2D-pathway structures. For 

LiCoO2, atomic force microscope study277 has provided the direct microscopic 

evidence for the increased Li diffusion at certain grains and grain boundaries by 

mapping the spatial variation of ionic diffusion time on a polycrystalline film. Study 

on orientation effect on Li diffusion in LiCoO2 has proved that the (104) oriented 
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facet is easier to diffuse Li than the (003) oriented samples with an increased diffusion 

coefficient by over one order of magnitude.278 The staggered morphology in the (104) 

facet along the c axis can facilitate the insertion/removal of Li+ ions into the 2D 

planes from the prismatic surfaces compared with the impenetrable (003) planes. It 

mainly benefits from the size effects based on the pyramid shape (see Figure 16(a)).279 

Analogously, the CV measurements on HOPG showed that an order of magnitude of 

current density induced from the edge planes larger than that from the basal planes 

can be observed.280 As another example, many works have confirmed that the 

orientation of LiFePO4 particles is one of the dominating factors to improve its 

electrochemical performance,281-282 especially for the (010) oriented samples.281, 283 

These features emphasize the correlation between the transport pathway of ions and 

the exposed surface of the sample. 

 

In addition to the orientation, the ion transport at the surface region also depends on 

the interfacial reaction kinetics during the intercalation/deintercalation processes, 

which is usually estimated by charge transfer resistance Rct. This part of kinetic 

contribution can usually be observed in the EIS with a semicircle profile at the lower 

frequency region in the experimental Nyquist plot (see Figure 16(b)) and can be 

simulated by using the Randles equivalent circuits.284-285 They are usually referred by 

a special topic on interfacial reaction kinetics286-287 described by many models, such 

as the Butler-Volmer kinetics,288-289 Frumkin isotherm model,290 and so on.289 The 

phenomena stressed here are the details of microscopic charge transfer process at the 

interface as shown in Figure 16(b). The value of ctE , defined as the activation 

energy of interfacial reaction, can be employed to illustrate the hindrance role on the 

charge transfer process according to the relationship of ct /
ct1/ E kTR e−
 , which 

depends on the solvent species due to that the process usually involves the desolvation 

steps of solvated ions.291-292 Incompletely desolvated ions can decrease the barrier if 

they can be inserted into the pores or the expanded interlayer spaces of electrode 

particles. The passivation layer, such as the anodic SEI film formed at the interface, 
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can also introduce resistance for the conduction of ions as usually observed in the EIS 

with a semicircle at the high frequency region (see Figure 16(b)). The charge transfer 

process at the grain boundary (electrode/electrolyte interface) can become a 

rate-limiting step while the bulk diffusion is very fast, corresponding to a much larger 

activation energy ctE  than the migration barrier in the interior. Such as in graphite 

with the intrinsic solid-solution-state diffusion coefficient of 10-6 cm2/s,27 the value of 

diffusion coefficient dominated by the interfacial effect can exhibit surface-dependent 

feature in the curves of concentration-dependent D(x) obtained from the natural and 

artificial graphites (see Figure 16(c)).293-294 In this case, the 

two-phase-boundary-dominated trends as exhibited in the thin-film sample (see 

Figure 2(e)) are obscured and the diffusion time t  is mainly contributed from the 

initial Li-ion transfer process under the low-concentration condition, which can be 

correlated with the surface area and the specific boundary orientation without 

considering the SEI layers. The observed decreasing trend in D(x) with x293-296 can be 

reproduced by the simulation with a model dominated by the interfacial reaction 

process.297 This feature can be understood as that the initial lithiation process strongly 

depends on the interfacial reaction process. The decreasing trend of D(x) corresponds 

to the transfer of the limiting step from the interfacial reaction to the interior diffusion 

control as evidenced by the decreasing trend of charge transfer resistance with the 

increasing x296, 298 (see Figure 16(c)) and the results of kinetic study on graphite from 

the initial dilute stage 1 to stage 4 as mentioned before.217 Note that the decreasing 

trend of charge transfer resistance can also match the increasing trend of electronic 

conductivity ( e ) in LixC6 with x.299-300 The inverse match, corresponding to the 

increasing trend of Rct175 and the decreasing trend of e  with x,227 can also be 

observed in LixCoO2, indicating the important role of electronic transport in the 

interfacial reaction kinetics (see Section 5).  
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Figure 16. (a) Morphologies of different oriented particles of LiCoO2, data obtained 

from Ref.279. (b) Schematic of interfacial reaction involving the desolvation process 

that can be estimated from EIS. (c) Measured (dots)293 and simulated (solid lines)297 

D(x) of natural and artificial graphite and their corresponding Rct,298 data obtained 

from Refs.293, 297-298. (d) Schematic of effect factors on the interfacial reactions with 

different competitive kinetics in analogy with the different gravitational potentials. 

 

The interfacial reaction kinetics also depends on the surface structure and grain 

boundaries of the electrode particles.301 Comparative study on the nanocrystalline and 

amorphous LixTiS2 has suggested that the surface-confined pathways with lower 

activation barriers may act as the dominant tracks for the interfacial diffusion.302 The 

other example is the surface-modified LiFePO4,1 which has been reported to be 

improved to a rate capability of about 20s full discharge by using an off-stoichiometry 

nanosized sample with amorphous surface, demonstrating the role of surface phase for 

ion conduction. The measured rate capabilities (10-20s) clearly demonstrate the 

enhancement of electrochemical performance of the LiFePO4 particles through 

modifying their interfacial reaction kinetics by constructing a fast ion-conducting 

surface. Although the results are controversial due to the large-ratio coating of carbon 

black and binder (over 70 wt%), the improved performance induced by surface 

modification provides a guidance to improve the kinetics. The interfacial reaction 
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kinetics of LiFePO4 is different from the layered compounds. The insertion models of 

LiFePO4 mentioned above (see Section 3) have provided us a picture that the 

interfacial reaction, nucleation and two-phase boundary movement should mix 

together at the same time to control the ion transport in this special structure, not like 

in the layered systems that follow the sequential processes. However, the 

determination of rate-limiting step on this structure still invoked controversy87, 303-304 

due to its poor electronic conductivity that can vary within the range of 10-7~10-11 

S/cm as measured in the bulk states.305-307 The kinetic source for the ionic insertion 

process usually needs the presence of transferred electrons, hence many researchers 

believed that the electronic transport plays the dominant role in the rate-limiting step 

because the additive of conductive carbon or doping of specific ions (such as Nb, Zr, 

Mg, Ti) can improve the rate performance of this system significantly by forming the 

percolating conducting networks, which can increase the electronic conductivity by 

over 7 orders of magnitude correspondingly.306, 308 On the other hand, the reported 

values on a single-crystal sample by using the electronic blocking cell gives a smaller 

ionic conductivity range (<10-9 S/cm) than electronic conductivity, suggesting the 

dominant role of ion transport.305 As a comprehensive evaluation, many studies 

reported that the transports of ions and electrons should be coupled together213, 309 and 

the real kinetic processes should be different from the separately measuring processes 

for electrons and ions, as supported by a better rate performance obtained from a 

mixed electronic/ionic conductive doped LiFePO4 compared with the electronic or 

ionic conductive samples.310 The study indicates that the competitive and cooperative 

behaviors between the transferred electrons and guest ions exist on the surface or the 

two-phase interface in the insulating particles as discussed in the following Section.  

 

To sum up, the interface-controlled condition relies on the kinetic process at the 

interface in addition to the specific surface area. Particle orientation, surface structure, 

and electronic transport can render a significant influence on this process as illustrated 

in the schematic diagram (see Figure 16(d)) about the possible limiting factors on the 

interfacial ionic transport process with different kinetics in analogy to the 

javascript:void(0);
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gravitational potentials. 

 

 

 

5. Cooperative dependence 
 

5.1. Transferred electron effects 
 

In a lithium-ion battery under the ideal open-circuit state, the two electrodes are 

difficult to transfer Li+ ions without considering the self-discharge mechanism.311 

Once an electron can be spontaneously transferred from a higher Fermi-level 

electrode (anode) to the lower one (cathode) through a conductor, the instantaneous 

local electric fields near the two electrodes will be enhanced and the field strength can 

be increased along with the accumulated number of electrons. While the field strength 

is enhanced enough to push the Li+ ions into or out from the electrodes over the 

equilibrium state, the deviation from the neutral states of the electrodes will be 

relieved and the transfer of a pair of charges is completed. It can be deduced that the 

movement of Li+ ions in the host structure should depend on the instantaneous local 

potential formed from the interactions among the host atoms and the transferred 

species (electrons and guest ions), site distribution, temperature, and so on. The 

kinetic effects come from these factors are usually described by using the gradient of 

guest-atom chemical potential −  under the neutral condition.53 In some cases, the 

transferred electrons may play the dominate role on the instantaneous local potential 

field as will be stressed here, especially for the high-rate condition or the poor 

electronic conductive system. 

 

Four competitive rate-limiting ionic transport processes can be identified from 

Figure 17(a) according to the different kinetic properties of the transferred electrons. 

At process 1, the transferred electrons act as the role of inducing local applied voltage 
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on the activation barrier in the initial ions insertion/removal processes. The 

equilibrium barrier can be lowered by the electrostatic interaction. If the electrons at 

the interface between the current collector and electrode or in the electrode are 

accumulated too fast, the enhanced desolvation process will happen, leading to a 

faster interfacial adsorption of ions and the blocking of active sites at the surface of 

the electrode due to the slow unmatched bulk diffusion process,312 which can enhance 

the polarization.313 In this case, a common phenomenon can be observed in most of 

intercalation electrodes that the capacity always decreases with the C-rate as shown in 

Figure 17(b).314-316 Process 2 corresponds to the general ionic diffusion process in the 

solid-solution state under the charge neutrality environment. It seems that part of the 

transferred electrons act as the role of delocalized electrons to contribute to the 

driving force of −  for the movement of ion under the disordered state as studied 

in graphite,299, 317 because the V(x) curve always exhibits a slope line feature just like 

the capacitive behavior as exhibited in the hard carbon (see Figure 17(c)).318 The 

similar trends can be found in LixCoO2 (0.5<x<0.75) under the mental state, and 

LixTiS2 (0.1<x<0.8) with high electronic conductivity (103 S/cm)319 as shown in 

Figure 2. The delocalized electrons also take part in the redox reactions of transition 

metal ions. These electrons may be concentrated at the electrode/electrolyte interface, 

but they are different from the free electrons in metal. They can be denoted by the 

quasi-delocalized electrons,319 because the kinetics induced by these transferred 

electrons is superior to the localized electrons participating in the two-phase 

transformation process as denoted by process 3 in Figure 17(a) and inferior to the 

electrons populated in the EDL capacitor that are driven by the pure electrostatic force 

between the guest charges. Process 2 is usually regarded as the analogy to the 

pseudocapacitive behavior as identified by the voltage slope curve due to their similar 

kinetics contributed from the transferred electrons and the disordered ion 

distribution.261, 269, 320 Process 3 corresponds to the two-phase process including the 

kinetic combination of the localized transferred electrons and ions along the 

two-phase boundaries as exhibited in the LiFePO4 with a large plateau exhibited in 
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the V(x) curve (see Figure 2(d)). The polaron model has been introduced to emphasize 

the effect of the transferred electron on the ionic transport process.309 The small 

polaron, defined as the excess localized electron (or hole) accompanied by the 

self-induced local lattice distortions,321-322 can be localized near the redox couple of 

Fe2+/Fe3+ in the FePO4/LiFePO4 two-phase boundary region.323 The movement of 

transferred electron (or hole) polarons can be realized by the hopping process between 

the transition metal sites accompanied with the transfer of local distortion, which can 

be facilitated by the cooperative coupled movement of the guest Li+ ion.213 Many 

researchers believed that the coupled movement of the exciton-like Li+-electron pairs 

along the two-phase boundary should be the dominant charge transport process,95-96, 

213, 309 exemplifying the cooperative role of localized electrons on the ionic transport 

process. However, in addition to the proposed driving force mentioned in Section 3, 

the dominant kinetic mechanism to drive this cooperative behavior and kinetic 

transformation still need to be further explored because many factors can affect its 

rate capability significantly, such as doping, coating, particle size, porosity, and 

surface-phase modification as mentioned before. As another representative, process 4 

corresponds to the transport process of ions under the assistance of solvent molecules, 

such as the water molecules in aqueous electrolytes. In this case, the role of 

transferred electrons may be more close to the free electrons in the EDL capacitor in 

contrast with that in process 2 because the presence of water can act as the role of 

dielectric layer as will be discussed in the following Section, which can intervene the 

bonding between the guest ions and the host by shielding the electrostatic interactions 

among the ions (such as H+, Na+, Mg2+, Zn2+) and the host blocks as exemplified by 

the large channel system (such as MnO2,324-325 V2O5,326 MXenes203, 206, 327-329), leading 

to the quasi-delocalized distribution of the transferred electrons as identified by the 

slope line in Figure 17(d). As far as the rate capability is concerned, it can be found 

that the kinetics for the ion transport in process 4 should be superior to process 2 but 

inferior to the geometrical metal capacitor. It has chance to behave like the EDL 

capacitor in process 4 even involving the bulk transport of ions as evidenced by the 

MXenes family.263 A sample of Ti3C2Tx MXene has been reported206 that can achieve 
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a capacitance of over 200 F/g in no more than 0.1 s based on the intercalation 

pseudocapacitance mechanism (corresponding to process 4),205 which is comparable 

with the carbon supercapacitor.330 

 

 

 

Figure 17. (a) Schematic diagram of four types of processes for the ion transport 

based on different kinetic properties of the transferred electrons. (b) C-rate correlated 

galvanostatic voltage curves for a LiCoO2-Carbon full cell, data obtained from Ref.314 

(c) Trend of voltage-capacity curve for the hard carbon, data obtained from Ref.318. (d) 

Trend of voltage-capacity curve for the Ti3C2Tx MXene, data obtained from Ref.327.  

 

Based on these different microscopic processes, the pseudocapacitive and 

battery-type behaviors may be differentiated by the different kinetics of the 
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transferred electrons. It can be found that the increase of electronic conductivity can 

introduce significant improvements on processes 2 and 4 based on the 

pseudocapacitive kinetics contributed from the quasi-delocalized electrons, but the 

improvement on process 1 and 3 should come from the enhancement of the charge 

transfer kinetics or the two-phase boundary kinetics induced from the fast (localized 

or delocalized) electron transfer, as evidenced by the consistent trends between Rct 

and electronic resistance (1/ e ) with x exhibited in LixC6 and LixCoO2 as mentioned 

before, which is also supported by the significant improvement of electrochemical 

performance in LiFePO4 by carbon coating.331 Hence, intrinsic poor electronic 

conductivity in the electrode material can lead to the decreased rate capability through 

decreased kinetics in processes 2 and 4, but not always take effect in processes 1 and 

3 as evidenced by LiFePO465, 94, 177, 332 and the insulating Li4Ti5O12.333-334 Compared 

with the ionic transport process, the transferred electrons in processes 2 and 4 can act 

as a part of kinetic source to affect the ionic diffusion under the parallel process, but 

the transferred electrons in process 1 and 3 have chances to become a competitive role 

to determine the limiting step under the sequential process as exemplified by LiFePO4 

mentioned before.  

 

5.2 Water molecule effects 
 

Early studies on Li intercalation compounds in non-aqueous electrolyte believed 

that the presence of water in Li-ion batteries is harmful to the cycling performance 

because it can react with electrolyte,335 such as with LiPF6 to produce the acidic 

species,336-337 and react with anode electrodes,338-339 such as the reaction process on 

the Li/H2O interface to form the LiOH and Li2O,336 and reformations of SEI at the 

carbon340 and Li anodes,341 which can consume the electrolyte and electrode surface 

(or SEI). In addition, the electrolysis of water at high voltage is also another problem. 

Therefore, the water needs to be removed before the electrochemical tests. However, 

the structural water in the electrode seems that can play the multiple roles if it can be 
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inhibited to be liberated to contaminate the electrolyte.338 As exhibited in the 

1D-channel MnO2,342 the residual water has been identified into two main groups. 

One corresponds to the surface adsorbed molecules that can be removed below 150 ºC. 

The other corresponds to the chemisorbed structural water in the structure associated 

with two types of protons connected with Mn4+ vacancies and Mn3+ redox sites,113, 343 

which can be dissociated over 200 ºC.344 Some studies indicated that a part of 

chemisorbed structural water has chance to be stabilized in the structure during the 

lithiation process,338, 345 and can even take the positive effects on the Li storage 

capacity and cycling capability, due to its improved kinetics on ionic diffusion as 

exemplified by using the sol-gel MnO2 samples.346-347 The water molecules also play 

the role of pillar to affect the cycling stability of the structure. The beneficial effects 

of a small residue of structural water on Li+ and Mg2+ ions storage have also been 

observed in Vanadium oxides,348-350 WO3351, and birnessite -MnO2.352 However, the 

residual proton associated with water still has chance to experience the ion exchange 

process with Li+ ions as evidenced in the dehydration processes of -MnO2.353 The 

Li+/H+ exchange is a common phenomena in these hygroscopic compounds,354-355 so 

it is generally believed that the gradually departure of water from the structure is 

inevitable and the dehydration procedure is a necessary step for the Li-ion battery 

applications.  

 

On the other hand, these negative effects induced by water contamination in the 

non-aqueous electrolytes can be circumvented by using the aqueous electrolytes, or 

the multivalent guest ions with the non-aqueous electrolytes insensitive to react with 

water.20 In the non-aqueous electrolytes, many studies on the layered materials with 

large interlayer distances have shown that the presence of water in the interlayer space 

or in the electrolyte can significantly improve the capacity and kinetics of ionic 

diffusion for the multivalent ion storage as shown in Figure 18. Figure 18(a) lists the 

comparative test capacities and cycling capacity retentions for several potential 

electrode materials for Mg2+ storage with and without water in the non-aqueous 

electrolytes (or in the structures). In the case of V2O5,356 it can be found that the 
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water-containing organic electrolyte is determinant to realize the reversibility of Mg2+ 

storage. A phenomenon can be observed that the storage capacity can increase with 

the exchanged content of water in the structure and electrolyte during the initial cycles 

and decrease after the capacity reaching a maximum value as exemplified in 

-MnO2357 and MoO3.358 The reason can be correlated with the modification of the 

interlayer pillar species and the reformation of the solvation-shell configuration of 

ions in the electrolyte with the participation of water during the initial cycling 

processes. The associated water can significantly improve the charge transfer kinetics 

at the interface due to the change of desolvation energy or the co-intercalation of the 

solvation shell (see processes 1 and 2 in Figure 18(b)), and also can modify the 

diffusion kinetics in the interlayer space due to the shielding effect of the 

water-solvation shell326 that can weaken the interactions between the multivalent ions 

and host layers as illustrated in the -MnO2352, 357, 359 and V2O5.349, 360 Studies of Rct on 

LiMn2O4 in aqueous and non-aqueous electrolytes also have shown that the interfacial 

reactions involving the desolvation of ions can give a smaller activation barrier in 

aqueous electrolytes,361 confirming the possibility that the interfacial reaction kinetics 

can be improved by solvating a water shell around the multivalent ions in 

non-aqueous electrolytes (see process 1 in Figure 18(b)). According to their different 

stabilities, it can be found that the residual water molecules in the host structure and 

electrolyte can be classified into two types. One corresponds to the stable structural 

water remained in the structure during the synthesis and electrochemical processes, 

like in the cases of V2O5.nH2O.349 It plays the role of pillar to stabilize the structure 

and accommodate the volume expansion/contraction. The other corresponds to the 

hydrated ions that can be co-intercalated/deintercalated during the electrochemical or 

synthesis processes, such as exhibited in Ti3C2Tx MXene,203, 362 - and -MnO2125, 210 

in aqueous electrolytes. These intercalated water molecules can be stabilized by the 

ions and can facilitate the movement of ions in the interlayer space.203 The structural 

water is expected to be more stable and less mobile than the intercalated solvent water. 

As evidenced by HF-acid etched Ti3C2Tx MXene, the residual water can be 

spontaneously de-intercalated from the interlayer space due to the absence of ions,363 
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but a part of structural water in V2O5 can remain stable during the Mg-ion 

insertion/extraction processes.349 Under the condition of water deficiency, these 

multivalent-ion storages always exhibit the poor cycling performance due to the 

coexistence of conversion reactions and topotactic insertion/extraction processes as 

suggested in the studies of Ti3C2Tx MXene364, -MnO2,357 and -MnO2.365 For the 

part of Mg-ion storage, the sluggish reaction process can be partially ascribed to the 

competing driving forces for the formation of Mg-compounds (such as MgO).36 It can 

be expected that the water-solvation shell can play the positive role to hinder the 

conversion reaction, but the stable structural water associated with the hydroxyl 

groups may not behave like the solvent water. Furthermore, it was reported that the 

stability of a part of structural water can be maintained while the guest ion is replaced 

by Na+ in -MnO2,325 but this case cannot be applied to the Li+ ion due to the 

undesirable reactions between the water and the electrodes or electrolytes as 

mentioned above. These results indicate that the positive effects of water on the 

charge storage process in non-aqueous electrolytes strongly depend on the type of 

guest ions, and water concentration in addition to the host structure, which needs to be 

further explored.  

 

In aqueous electrolytes, the intercalation electrodes can encounter protons and 

water involved co-intercalation/deintercalation reactions differing from that in 

non-aqueous electrolytes.366-367 In many cases, the pseudocapacitance behaviors may 

dominate the kinetic processes of charge and mass transports9, 41, 49, 368-370 

accompanied by the disappearance of the plateau of V(x) as exemplified in Ti3C2Tx 

MXene205 and MnO2.126 The existence of insertion/extraction processes at the 

interface also make it different from the EDLC kinetics.371-372 Figure 18(c) lists the 

reported rate and cycling performances of several intercalation structures based on 

different types of guest ions that have been improved by water. From these results, it 

can be found that the effects of water on ionic diffusion in these cases can be divided 

into two scenarios.  
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Figure 18. (a) Measured initial capacities and capacity retentions after the specific 

cycles as listed on the columns for some potential electrode materials for Mg2+ 

storage in non-aqueous electrolytes, where x and n denote the water content in the 

electrolytes and the host structures of different samples, respectively. Data were 

obtained from a356, b357, c364, d358, e373, f374, g375, h376, i377, j378, h379. (b) Schematic 

diagram of desolvation processes with different solvation shells and activation 

barriers. (c) Measured capacity retentions at different rates and capacity retentions 

after the specific cycles as listed beside the columns for some intercalation electrodes 

in aqueous electrolytes, where the ions denote the guest ions that may take part in the 

redox reactions in the host structures and comp denote the composite structure. Data 

were obtained from l359, m380, n206, o381, p382, q383, r232, s384-385, t386, u387, v388. (d) 

Schematic diagram of different types of desolvation processes in aqueous electrolytes. 
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One corresponds to the interfacial reaction process (see Figure 18(d)). Differing 

from the intercalation-pseudocapacitance behavior in organic electrolytes as exhibited 

in T-Nb2O5,389 the intercalated species in aqueous electrolytes always involve multiple 

guest ions to take part in the redox reaction due to the presence of protons in addition 

to the cations in the electrolytes. The multiple processes include the competitions 

among the intercalation reaction of cations from electrolyte (process 1 in Figure 

18(d)), the co-intercalation of hydrated ions (hydronium and hydrated cations, 

corresponding to the processes 2 and 3, respectively), the conversion reaction (process 

4), and the ion-exchange process (process 5). Co-intercalation of solvation shells and 

ions has been observed in many systems as mentioned before.125, 203, 210 It can 

effectively lower the activation energy of interfacial reaction by circumventing the 

process of complete desolvation as exemplified by -MnO2 in Mg2+ ion storage.359 

Competitive processes between protons and cations always complicate the dominant 

contribution of the guest-ion species for the redox reactions such as observed in MnO2 

systems.126-127, 210, 390 For example, investigation on -type MnO2 in several aqueous 

solutions based on the mass-to-charge ratio measurements proposed that H3O+ should 

be the dominant species to contribute the charge storage reaction.127 The ion-exchange 

model between H+ and K+ in KCl solution has also been suggested that the 

electrochemically active species may be H+ instead of K+ in -MnO2.210 Another 

typical example is -MnO2 in alkaline KOH solution.108, 391 Protons can surpass the K+ 

to become the major guest ions, but the major contribution may be changed to Li+ 

while the electrolyte is replaced by LiOH,392 indicating the competitive behavior 

between the protons and cations in terms of the ion size, host-channel size, and pH 

value.366 Furthermore, reversible extraction/insertion of cations (such as K+, Li+) and 

H+ in aqueous solutions based on LiMn2O4 electrodes proposed that the intercalation 

potential of H+ may be higher than the cations in this system.390 Although the 

evidences are not sufficient,390 they still provide a guidance to identify the type of 

guest ions based on the intercalation potentials. Note that the experimental evidences 

to prove the intercalation of cations usually depend on the surface-sensitive X-ray 
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photoelectron spectroscopy (XPS) data. The possible surface conversion reactions as 

observed in -MnO2357 and -MnO2365 may obscure the presence and occupation sites 

of cations, which can further complicate the process to identify the dominant guest 

ions.36 

 

The other scenario corresponds to the diffusion process of ions and hydrate ions in 

the interlayer space. As exemplified by Ti3C2Tx MXene,203 the solvent water is more 

mobile than the guest ions as confirmed from the MD simulations. It can stabilize the 

ions200 and drive the ions to move more easily in the 3D spaces that have been 

expanded by the pillars of hydrated ions. Compared with the Li diffusion process in 

the empty space, the water molecules play the role of dielectric media to suppress the 

bonding of the guest ions and localization of the transferred electrons, leading to the 

gradual transformation of driving forces from the gradient of local chemical potential 

of guest atoms to the electrostatic force between the transferred electrons and guest 

ions, which can transform the solid-state diffusion process to the pseudocapacitive 

behavior.206 In addition to Ti3C2Tx MXene, comparative study on WO3 and 

WO32H2O in acid electrolytes has also shown the transformation phenomenon from 

the battery-like behavior to the capacitive behavior under high scan rates due to the 

presence of structural water.20, 232 In consideration of the guest H+ in this case, the 

structural water at the stable sites may assist the movement of ions through the water 

molecule networks by employing the Grotthuss mechanism (process 6 in Figure 

18(d)),393-394 emphasizing the role of water content in the interlayer space. As 

observed in dichalcogenides (such as layered TiS2),395 the stable layer numbers of 

water shell in the interlayer space depend on the type of guest cations. Two layers of 

water have been observed for Li+, Na+, Ca2+, but only one layer for K+. The similar 

results have also been found in Ti3C2Tx MXene with only one layer of water shell for 

K+, but two layers for Li+, Na+, Ca2+, and Mg2+.396 The trend of hydrate enthalpy 

hydH  of ions has been suggested396 to correlate the stability and layer number of the 

solvation shell because they follow the consistent trend of 
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2 2K Na Li Ca Mg| | | | | | | | | |hyd hyd hyd hyd hydH H H H H
+ + + + +

         ,397 which indicates the hydrate 

enthalpy of different types of ions can significant affect their diffusion and interfacial 

reaction kinetics in the layered structure as exemplified by Mg2+ ion storage. The 

water-solvation shell on Mg2+ is stable during the electrochemical cycling process in 

contrast with other cations as evidenced by the experimental results of -MnO2 and 

V2O5 as mentioned above,20, 349, 357. Comparative studies among Mg2+-, Li+-, and 

Na+-intercalated -MnO2 for Li+ storage also supported this conclusion.209 

Furthermore, the comparative studies of capacity on Ti3C2Tx MXene in different 

electrolytes (LiOH, NaOH, KOH) indicated that the capacity follows the order of 

KOH>NaOH~LiOH.8 The similar trend has also been found in -MnO2 with 

KCl~NaCl>LiCl.210 These results have shown that the correlation of hydrate enthalpy 

with the content of interlayer water, desolvation process at the interface and the 

blocking role of water molecules on the redox sites, but their effects on ionic transport 

kinetics at the interface and interlayer space need to be further explored in the 

future.20, 370 

 

6. Summary and outlook 
 

We have summarized and classified the ionic transport phenomena based on 

several well-studied intercalation systems, including the single-phase diffusion, phase 

transition, size dependence, and water assisted diffusion. Differing from the electron 

transport, the ion transport in intercalation electrodes always depends on the specific 

system and participation of electrons. Many geometry factors, such as the particle size, 

grain boundary, and morphology, can render significant influences on the properties 

of ion transport, hence complicating the generalization of these phenomena. However, 

different kinetic properties can still be classified according to their different 

influences on ion transport. For example, the solid-solution-state diffusion of ions is 

significantly different from the collective ion transport based on the long-range 

symmetric cooperative behavior. The driving forces contributed from the transferred 
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electrons are different between the capacitive and battery-type behaviors. Since the 

ionic transport process always depend on the ionic concentration in the electrode and 

the scan rate, many steps combined with the experimental and theoretical tools are 

needed to clarify the transport details and rate limiting factors in a specific electrode 

sample. Based on the results obtained from the well-studied electrode materials, some 

routes can be established, such as predicting the dominant mechanism of 

concentration-dependent ion diffusion from the D(x) and V(x) curves and DFT 

calculations; confirming the microscopic migration pathways and movement details 

through computational simulations; combining the V(x), D(x), Rct(x), and ( )x  to 

estimate the phase-dependent transport process and charge transfer controlled process. 

It is expected that these generalized results can help us accelerate the step to find out 

and optimize the high-power electrode materials. 

 

Based on the fundamental principle of quantum mechanics, it can be predicted that 

all of the kinetic properties shown in the ionic transport processes should mainly 

result from the space configuration of electron clouds and their evolution with time 

and the new incorporated charged particles, but the accurate calculations and 

predictions about these kinetic evolution processes still have hindrances due to the 

existence of many-body effects and the large number of particles. Hence, 

phenomenological models usually prevail in this field, but they normally neglect 

many factors that may be negligible in one system but dominant in another. It usually 

provokes controversies such as exhibited in the structural evolution process of 

LiFePO4. The incomplete description usually exaggerate the prominence of one-part 

contribution but evade the other losses, so quantitatively differentiating the kinetic 

transformation processes of electrode materials with the incorporation of the dominant 

factors is still a challenge in this field.  

 

Based on the knowledge of ion transport, it has been realized that the kinetics of ion 

insertions within each constituent particle are governed by the local electrochemical 
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potentials of electrons and ions near the interfaces, but their quantitative correlations 

are not so obvious. Their kinetic processes are obviously correlated with the particle 

geometries and dimensions, interface phases, configurations of interconnected 

particles, phase transformations, and so on, which can be reflected by the 

experimental observations, such as polarizations or capacity changes. Therefore, 

current studies on these well-studied electrode materials mainly focus on the design 

and construction of electrode architectures, aiming at reaching the goal of completely 

reversible access of their entire interior volumes for ion storage. However, the 

progress is slow in contrast with the development of microelectronic techniques due 

to their difficulty in quantitative descriptions and control of the kinetic parameters in 

terms of the particle microstructures as mentioned above. We can expect that the 

studies on the quantitative differences between the local electrochemical potentials of 

ions in the particles and electrolytes near the interfaces in terms of the particle 

microstructures may accelerate the step to find out the optimized electrode 

architectures for a specific material, because these studies can directly correlate the 

experimental results with the kinetics origin quantitatively. Although little is known 

about these quantitative results, leaving a gap and challenge in the literature, we 

believe the current research can make a major breakthrough by employing the 

advanced experimental techniques and theoretical models. 
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