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ABSTRACT
Next-generation wireless networks will leverage the spectrum
above 100 GHz to enable ultra-high data rate communications over
multi-GHz-wide bandwidths. The propagation environment at such
high frequencies, however, introduces challenges throughout the
whole protocol stack design, from physical layer signal processing
to application design. Therefore, it is fundamental to develop a
holistic understanding of the channel propagation and fading char-
acteristics over realistic deployment scenarios and ultra-wide bands.
In this paper, we conduct an extensive measurement campaign to
evaluate the impact of weather conditions on a wireless link in
the 130-150 GHz band through a channel sounding campaign with
clear weather, rain, and snow in a typical urban backhaul scenario.
We present a novel channel sounder design that captures signals
with -82 dBm sensitivity and 20 GHz of bandwidth. We analyze link
budget, capacity, as well as channel parameters such as the delay
spread and the K-factor. Our experimental results indicate that in
the considered context the adverse weather does not interrupt the
link, but introduces some additional constraints (e.g., high delay
spread and increase in path loss in snow conditions) that need to
be accounted for in the design of reliable Sixth Generation (6G)
communication links above 100 GHz.
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1 INTRODUCTION
New wireless applications such as highly-immersive multimedia
applications (e.g., AR/VR, 3D telepresence, the metaverse), require
constantly increasing data rates in mobile scenarios. Other use
cases include wireless backhauling for ultra-dense wireless access
networks and non-terrestrial communications, among others. This
calls for the development and deployment of new wireless tech-
nologies, with the goal to reach hundreds of Gigabit-per-second
(Gbps) or Terabit-per-second (Tbps) data rates on the air interface.

While 5th Generation (5G) systems are now being deployed in the
sub-6 GHz and lower millimeter wave (mmWave) bands, the wire-
less research and industrial communities are now looking to Sixth
Generation (6G) technologies [4], candidate frequency bands [1],
and standardization [20] to satisfy the need for higher data rates.
In this regard, 6G networks will include communications in the
spectrum above 100 GHz—the lower part of the terahertz bands—
which has the potential to provide unparalleled communication
data rates [1]. This is possible thanks to advances in multiple areas
around wireless systems, from devices and Radio Frequency (RF)
components [24], to physical and Medium Access Control (MAC)
layer design [18], and network and applications [19].

Establishing reliable data links at frequencies greater than 100
GHz comes with multiple challenges. These are mostly related to
the inherently harsh propagation environment due to the impact
of molecular absorption in specific sub-bands above 100 GHz, the
increased spreading loss, and the high sensitivity of such signals to
blockage [1, 13]. These can be partially mitigated by exploiting high-
gain directional antennas. At the same time, while directionality is
fundamental to improving the link budget, it also introduces com-
plex MAC and networking procedures to ensure different endpoints
steer toward each other while trying to communicate [17]. These
challenges—combined with the need to support extremely high
data rates—impact the full protocol stack, with consequences on
routing, transport layer, and application design, among others [19].

These challenges clearly highlight that a proper understanding
of the wireless propagation and fading above 100 GHz will play
a fundamental role in the design of robust, effective, and reliable
communication links at these frequencies. Channel modeling above
100 GHz has spurred, physics-based research contributions [9].
More recently, we have also seen measurement-based campaigns
through channel sounding techniques described in [3, 11]. Addition-
ally, when considering realistic field deployments of 6G networks
in urban and rural contexts, it is important to properly characterize
the impact of adverse weather conditions (e.g., rain and snow) on
the channel metrics and link performance. So far, the only experi-
mental studies with snow focus just on the received power [12, 14]
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Figure 1: The NU Channel Sounder System. a) Transmitter Hardware. b) Outdoor Link. c) Receiver Hardware. d) Signal Processing Backend.

and thus do not provide a full-fledged channel characterization of
the impact of adverse weather at these frequency bands.

In this paper, we perform the first ultra-broadband, long-distance
channel sounding campaign in the 130-150 GHz band with differ-
ent weather conditions (clear, rain, and snow) in a typical urban
backhaul scenario. For this purpose, we have developed a fully
tailored and adaptable a sliding-correlator-type channel sounder.
This is capable of capturing multipath profiles with high resolution
(0.1 ns) and dynamic range (60 dB) to describe the ultra-broadband
nature of the link. We analyze the collected channel sounding data
to provide an extensive evaluation of the weather impact on several
parameters typically used in three-dimensional (3D) Spatial Chan-
nel Model (SCM), including path loss, K-factor, and delay spread.
We validate the measurements by comparing the experimental re-
sults with physics-driven models. Finally, we analyze the capacity
of a wireless link deployed in the same weather conditions.

Our results show that the impact of weather is limited and does
not disrupt the wireless link in the urban context where we de-
ployed our transceivers. The snow introduces the highest path loss
increase – around 13 dB when compared to clear weather – while
rain only increases loss by 1.3 dB. In addition, the delay spread with
snow exceeds 0.5 ns for more than 10% of the measured frames,
which is enough to create inter-symbol interference (ISI) when
communicating with 4 GHz of bandwidth or more. This analysis
provides insights and takeaways that will be pivotal for the design
of reliable communications and link layer solutions above 100 GHz.

The rest of the paper is organized as follows. Sec. 2 describes the
channel sounder and the experiment’s environment and method-
ology, while Sec. 3 analyzes the experimental results, from link
budget to channel and capacity metrics. Sec. 4 concludes the paper.

2 MEASUREMENT SETUP
We first introduce the channel sounder developed as part of this
effort, then describe our sounding methodology and scenario.

2.1 NU Channel Sounder
We developed a spread spectrum-based sliding correlator type chan-
nel sounder, the “NU Channel Sounder” named after Northeastern
University (NU). It is capable of capturing multipath profiles with

high resolution and dynamic range, and is thus tailored to describe
the ultra-broadband nature of the band above 100 GHz. The system
is divided into two parts – 1) Terahertz sounder frontends and 2)
Signal processing backend.

2.1.1 Terahertz Sounder frontends. The key components of the
channel sounder frontends are developed based upon the “Tera-
Nova” testbed [10, 23]. The transmitter and receiver components
are shown in Fig. 1 (a) and (c), respectively. The system hardware
at the transmitter is based on an arbitrary waveform generator
(AWG), which can generate baseband (BB)/intermediate frequency
(IF) channel sounding signals with up to 32 GHz of bandwidth. The
BB/IF signal is fed to our THz RF frontend that up-converts the
input signal with a mixer, driven by a multiplied local oscillator (LO)
at 120 GHz, to produce a pass-band signal centered at 140 GHz. The
signal is received by another RF frontend that down-converts the
pass-band signal in a similar manner. The received BB/IF signal is
fed to our digital storage oscilloscope (DSO), which can capture and
store signals with 63.2 GHz of operational bandwidth. The saved
signals are processed offline by the signal processing backend.

2.1.2 Signal Processing Backend. The signal processing backend is
divided into transmitter and receiver sections, and its block diagram
is shown in Fig. 1 (d). The backend defines the sounding signal and
generates the digital BB/IF signal at the transmitter. At the receiver,
the backend processes the received signal to acquire the channel
impulse response or multipath profile. We use MATLAB to develop
the different signal processing blocks of the backend.

The transmitted frame starts with an 8191-chips-longm-sequence
header used for frame synchronization, calibration, and carrier re-
covery. This is followed by a 4095-chips-long m-sequence repeated
16 times that is used for channel sensing. The full frame is modu-
lated with binary phase-shift keying (BPSK) and pulse shaped with
the root raised cosine filter to reduce out of the band leakage. The
digital BB/IF signal is actualized by the AWG for further frequency
up-conversion and transmission at 130-150 GHz band.

At the receiver, the pass-band signal is down-converted back to
the BB/IF band and captured by the DSO for further processing. The
header is used to synchronize with the start of a frame. Thereafter,
the received signal is calibrated to eliminate the frequency selective
response of THz frontend devices and connectors. The measured
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frequency response of each component is estimated as

𝐻 (𝑘) =
(
𝑃𝑟 (𝑘) − 𝑃𝑛
𝑃𝑠 (𝑘)

)1/2
, (1)

where 𝑃𝑟 (𝑘) is the received signal power with noise at the 𝑘𝑡ℎ
frequency, 𝑃𝑠 (𝑘) refers to the transmitted signal power, and 𝑃𝑛
is noise power for the entire observation bandwidth. The inverse
of normalized 𝐻 calibrates the received signals to mitigate the
frequency selectivity of the hardware. However, the utilization of
this approach increases the noise floor by approximately 10 dB.

To synchronize with the IF carrier of the received signal, a dual
phase lock loop (PLL) is used. The frequency offset is estimated by
the slope of changing/sliding phase of the first PLL. Meanwhile,
the phase offset is estimated from the output of the second PLL,
which has feedback from the first PLL to eliminate phase sliding.
To reduce the phase noise, an average of 16 readings is considered.

The received BB/IF signal is correlated with a locally generated
4095-chips-long m-seq based BB/IF signal to extract the channel
impulse response. The impulse response is averaged over 16 such
repetitions to reduce the noise floor and falsely detected impulses.
The actual received power of the multipath profile is obtained by
normalizing the processed channel impulse response with the pulse
energy and m-seq length (4095). The peaks and corresponding
delays are measured through the global convergence method by
setting the threshold based on the dynamic range of the channel
sounder.

The channel sounder is capable of sounding 20 GHz of RF band-
width (i.e., the operational bandwidth of the RF frontends’ mixers)
and can measure multipath components with 0.1 ns time resolution.
Further, the sounder system can estimate the multipath channel
response up to 130 dB of path loss with a substantial dynamic range
of 60 dB (with 38 dBi antenna at both transceiver sides). Also, the
sounder can detect the channel response for paths experiencing up
to a 160 dB loss for line-of-sight (LoS) point-to-point link scenario
by compromising over dynamic range. It can be used for Doppler
measurements less than 135 KHz with 7.38 𝜇s of measurement time.

2.2 Sounding Environment and Methodology
The measurement campaign is performed in an outdoor urban envi-
ronment considering a static point-to-point link. The 70 m-long link
is set up between two buildings on the Northeastern University
campus. We transmit from the 6𝑡ℎ floor of the Interdisciplinary
Science and Engineering Complex (ISEC) to the roof of the Snell
Library, shown in Fig. 1 (b). The channel measurement was per-
formed in three different weather conditions: (i) Clear, (ii) Rain, and
(iii) Snow, to characterize link performance in adverse weather. We
recorded data in 3-minute intervals over 6 hours, collecting 120
frames of data for each scenario. We use “Accuweather” weather
service to record real-time atmospheric conditions that are later
used to estimate the theoretical link characteristics.

3 EXPERIMENTAL RESULTS
In our numerical study, we first analyze the link budget with consid-
erations for adverse weather conditions and compare the empirical
results to the results derived with analytical models in Sec. 3.1. We
then discuss the channel capacity values achievable in different

setups in Sec. 3.2. We finally move into the findings of our sound-
ing system with the detected multipath profiles and statistically
determined channel metrics in Sec. 3.3 and Sec. 3.4, respectively.

3.1 Link Budget Analysis
The link budget incorporates the transmit power, the hardware’s
gains and losses, the free-space path loss (FSPL), and the channel
attenuation. The channel loss comes from molecular absorption, as
well as scattering for the rain and snow scenarios.

3.1.1 Link Budget. The theoretical power received, 𝑃𝑟,𝑇 , is modeled
with our link budget

𝑃𝑟,𝑇 = 𝑃𝑠 +𝐺𝑠 +𝐺𝑟 +𝐺ℎ − 𝐿ℎ − 𝐿𝐹𝑆𝑃𝐿 − 𝐿𝑎𝑏𝑠 − 𝐿𝑠𝑐 , (2)

where 𝑃𝑠 is the transmit power before the antenna, 𝐺𝑠 , 𝐺𝑟 are the
transmitter and receiver antenna gains,𝐺ℎ is the receiver-side hard-
ware gain, 𝐿ℎ is the receiver-side hardware loss, 𝐿𝐹𝑆𝑃𝐿 is the FSPL
of the center frequency 140 GHz, 𝐿𝑎𝑏𝑠 is the molecular absorption
loss, and 𝐿𝑠𝑐 is the loss caused by scattering.

The RF transmitter outputs 𝑃𝑠 = 16 dBm, which combined with
𝐺𝑠 = 38 dBi from the horn antenna produces an effective isotropic
radiated power (EIRP) of approximately 54 dBm. A similar 38 dBi
antenna is used at the receiver. The hardware gain comes from the
low noise amplifier (LNA) operating at IF, and the losses come from
the mixer conversion loss and the cable insertion loss.

3.1.2 Molecular Absorption and Rain Scattering. The International
Telecommunication Union (ITU) provides models for molecular
absorption and rain scattering in their recommendations ITU-R
P.676-12 [7] and ITU-R P.838-3 [6], respectively. These calculate loss
for frequencies of 1-1000 GHz as functions of temperature, pressure,
water vapor, and rainfall rate. The average observed values of the
relevant atmospheric readings are given in Table 1.

Temp.
(C)

Water Vapor
(g/m3)

Pressure
(hPa)

Precip.
(mm/hr)

Clear 12.23, 0.60 5.15, 0.18 1026, 0.51 0, 0
Rain 7.23, 0.39 7.09, 0.05 1014, 0.43 1.84, 1.22
Snow -2.32, 0.50 3.54, 0.03 1020, 3.30 0.45, 0.08

Table 1: Mean and variance (left and right values of each cell) of
weather data collected from "Accuweather" weather service.
The scattering loss from rain, 𝐿𝑟𝑎𝑖𝑛 , is computed as

𝐿𝑟𝑎𝑖𝑛 = 𝑘𝑅𝛼𝑟𝑎𝑖𝑛 , (3)

where 𝑅𝑟𝑎𝑖𝑛 is the rain precipitation rate in mm/hr, while the coef-
ficients 𝑘 and 𝛼 are calculated for horizontal polarization [6].

For the 130-150 GHz band and a link distance of 70 m, the loss
from molecular absorption and rain scattering were in the order of
0.01 dB and 0.1 dB, respectively, thus ultimately negligible.

3.1.3 Snow Scattering. Although there is no standard model for
snow scattering of terahertz waves, pre-existing literature that can
be leveraged [12, 21], which details how to calculate scattering loss
due to snowflakes using Mie scattering theory [25]. Mie scattering
theory applies to any spherical dielectric particle which can include
snowflakes. The dielectric constant of a snowflake, 𝜖 , which is a
mixture of water and ice, is calculated with Debye’s mixture theory
[16] using the dielectric constants of water and ice at terahertz
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Figure 2: Experimental and theoretical received power. Table: mean
experimental and theoretical received power received and RMSE.

frequencies [8]. For propagation through air, the Mie extinction
cross-section is defined as [25]

𝜎𝑒𝑥𝑡 (𝑛, 𝜒) =
2
𝜒2

∞∑︁
𝑚=1

(2𝑚 + 1)ℜ{𝑎𝑚 (𝑛, 𝜒) + 𝑏𝑚 (𝑛, 𝜒)}, (4)

where𝑛 = 𝜖1/2 and 𝜒 = 2𝜋𝑟
𝜆

, and 𝑟 is the radius of the snowflake, 𝜆 is
the center frequency’s wavelength, 𝑎𝑚, 𝑏𝑚 are the Mie coefficients,
and ℜ indicates the real part of the coefficients.

For calculating the total attenuation due to snow scattering,
𝐿𝑠𝑛𝑜𝑤 , we use a modified form of the equation from [25],

𝐿𝑠𝑛𝑜𝑤 = 4.343 · 103 𝜎𝑒𝑥𝑡 𝑁 (𝑟, 𝑅𝑠𝑛𝑜𝑤) 𝑟 𝐹 , (5)

where 𝑁 (𝑟, 𝑅𝑠𝑛𝑜𝑤) is the Gunn-Marshall (G-M) snow size distri-
bution [5], 𝑅𝑠𝑛𝑜𝑤 is the snowfall rate, and 𝐹 is the number of
snowflakes present in the antenna beam.

The antenna beam’s volume, 𝑉 , is a cylinder with the height
equal to the link distance, 𝐻 = 70 m, and the diameter equal to
the lens width of the horn antenna, 𝐷 = 0.122 m. The number of
snowflakes in the antenna beam at any instance can be calculated
based on the snow characteristics. For an estimated constant snow
density, 𝜌 = 0.52 g/cm3, snowflake terminal velocity, 𝑣 = 1.5 m/s,
and snowflakeweight,𝑚 = 2.5mg [12], the number of snowflakes in
the antenna beam becomes a function of the time-varying snowfall
rate, 𝑅𝑠𝑛𝑜𝑤 (𝑡),

𝐹 (𝑡) = 𝑅𝑠𝑛𝑜𝑤 (𝑡)
(
𝜋

14.4
𝐷2𝐻𝜌

𝑣𝑚

)
, (6)

where 𝐹 (𝑡) is the time-varying number of snowflakes from Eq. (5).
The equation calculates the accumulation of snow in the antenna
beam’s cylindric volume after 𝐷

𝑣 seconds scaled by the snow den-
sity, and it factors in unit conversion. For 𝑅𝑠𝑛𝑜𝑤 = 0.45 mm/hr
(mean snow precipitation in Table 1), there are approximately 15
snowflakes scattering the antenna beam.

3.1.4 Received Power Model. The theoretical received power from
Eq. (2) is calculated with the modeled absorption and scattering
losses. The modeled 𝑃𝑟,𝑇 is plotted as a function of time along with
the experimentally measured received power, 𝑃𝑟,𝐸 , in Fig. 2. We find
that the experimental and modeled 𝑃𝑟 are relatively close. Their

root mean square error (RMSE) is in the order of 1 dB for all the
considered scenarios, as shown in the table inset in Fig. 2.

The clear and rain 𝑃𝑟,𝐸 are mostly flat throughout their runtimes
as the weather didn’t significantly change during those days. The
empirical link budget value matches the analytical one for clear
conditions, but there is a constant offset of around 1 dB for the rain
𝑃𝑟,𝑇 . The latter is possibly due to a minor antenna misalignment.

The presented snow scattering model well matches the average
received power measured experimentally. The model is also able
to follow the trend at around the two hour mark in the plot. The
snowfall greatly increased for one hour causing 𝑃𝑟,𝐸 to drop by
over 2 dB, and the developed model captures this effect.

3.2 Capacity Analysis
Building on the link budget results, we analyze the theoretical ca-
pacity in Table 2 focusing on three weather conditions. The table
presents the mean Signal to Noise Ratio (SNR), Spectral Efficiency
(SE), and capacity. We compare: (i) the results for the idealistic hard-
ware model (SNR is determined by the thermal noise) with (ii) the
results achievable with our measurement setup (SNR is also limited
by the system noise floor). For the latter, the system noise power
has been measured in the absence of any transmissions reaching
the value of -51.3 dBm (common for all weather conditions).

Thermal noise Thermal + System noise
SNR SE Cap. SNR SE Capacity

Clear 51.30 17.04 340.83 31.78 10.56 211.16
Rain 49.99 16.61 332.12 30.47 10.12 202.46
Snow 37.96 12.61 252.20 18.44 6.15 122.92

Table 2: Mean SNR (dB), spectral efficiency (SE, bit/s/Hz), and capacity
(Gbit/s) of the link in different weather conditions.

From Table 2, we observe that the difference between the link
capacity for “Clear” and “Rain” is less than 10 Gbit/s or 5%. Hence,
the negative effect of light rain on wireless communications at 130–
150 GHz is negligible from the SNR and the link capacity perspective.
Meanwhile, the presence of snow drops the SNR at the receiver by
over 13 dB leading to a capacity decrease of 90 Gbit/s. Hence, the
decrease in capacity is 26% for the idealistic hardware model and
42% for our measurement setup. Still, the theoretical link capacity
in the presence of snow is greater than 250 Gbit/s for the idealistic
hardware model and as high as over 120 Gbit/s for our hardware.
Notably higher capacity results are expected with the development
of THz hardware featured by lower system noise.

3.3 Multipath Profile
The sliding correlator generates multipath profiles by detecting
delayed copies of the transmitted m-seq. This measured channel
impulse response and its multipath components (MPC) are plotted
for one instance in Fig. 3. The channel impulses/peaks are estimated
through global convergence method based on the time resolution
and dynamic range of the system.

Although the system can detect delays up to 409.5 ns, we find
that there are not a significant amount of MPCs beyond the 25 ns
delay. We notice that for clear and rain scenarios a cluster of MPCs
with relatively high power is located around 20 ns. The same MPCs
are weaker in the snow’s channel impulse response. This is likely
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due to a reflection off of the roof in front of the receiver, see Fig.
1 (b), whose power decreases when the roof is covered by a layer
of snow. In the next paragraphs, we analyze the MPC profiles of
the collected frames to estimate relevant channel metrics.

3.4 Channel Metrics
The outdoor point-to-point link is characterized in terms of the
Rician K-factor and the root mean square (RMS) delay spread, which
are among the crucial metrics to design wireless communication
system.

3.4.1 K-factor. The Rician K-factor is the ratio of the power in the
LoS path (𝑃𝐿𝑜𝑆 ) and other NLoS paths (2 𝑆2), and it thus given by

𝐾 =
𝑃𝐿𝑜𝑆

2 𝑆2
. (7)

In dB scale it is represented by 10𝑙𝑜𝑔10 (𝐾). The K-factor is a signif-
icant component in static point-to-point links, as it characterises
the distribution of the power across LoS and reflected paths.

The cumulative distribution function (CDF) of the K-factor for
clear, rain, and snow, obtained from different time instances, is
shown in Fig. 4. The K-factor is reasonably steady for all three
weather conditions, as we consider a static point-to-point link.
Further, the metric variation is significantly low with the rain and
snow rate changes. The K-factor in dB scale can be approximated
by the normal distribution with mean, 𝜇, of 35.2 dB, 33.5 dB, and
29.8 dB, accompanied by the variance, 𝜎2, of 0.25, 0.19, and 0.22 for
clear, rain, and snow, respectively. The statistical measurements are
obtained by the maximum likelyhood estimation (MLE). Moreover,
the K-factor decreases by 1.7 dB and 5.4 dB in case of rain and snow,
respectively, compared to clear weather. The latter suggests that
wireless THz communications and networks will need adaptive link
modulation and coding scheme techniques to react to the different
channel parameters with varying weather conditions.

3.4.2 Delay Spread. To describe the multipath richness of the link,
the root mean square (RMS) delay spread, 𝜏𝑅𝑀𝑆 , is calculated in
different weather conditions as follows

𝜏𝑅𝑀𝑆 =

√√∑
𝑖 (𝑑𝑖 − 𝑑)2 𝑝2𝑖∑

𝑖 𝑝
2
𝑖

, (8)
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where 𝑑𝑖 and 𝑝𝑖 are the delay and received power of propagation
path 𝑖 , respectively, and 𝑑 is the mean delay represented by

𝑑 =

∑
𝑖 𝑑𝑖 𝑝𝑖∑
𝑖 𝑝𝑖

. (9)

For our point-to-point link setup, the value for the delay spread
is notably small (in the range of sub-nano seconds). The CDF of
the RMS delay spread (captured at different time instances) for
three weather conditions is shown in Fig. 5. As illustrated in Fig. 5,
the empirical CDF can be approximated by the CDF of the Rician
distribution with the non-centrality values 𝜈 = 0.29, 0.23, 0.39, and
the scale parameter values 𝜎 = 0.024, 0.020, 0.048 for clear, rain, and
snow conditions, respectively.

However, a closer fit is found with the stable distribution [15],
which is defined by a family of distributions capturing certain
heavy-tail behaviors. In fact, for the point-to-point link with a high
K-factor (as shown in Fig. 4), the RMS delay spread exhibits different
behaviors on the left and the right sides of the peak of its probability
density function. Decaying on the left-hand side is significantly
faster than on the right, which is observed from the CDF curves
in Fig. 5. Therefore, the stable distribution presents a closer fit for
RMS delay spread, being able to model the complex nature of the

17



tail and non-tail regions. The calculated distribution parameters
are shown in Table 3.

𝛼 𝛽 𝛾 𝛿

Clear 1.07 1.0 0.0086 0.28
Rain 1.28 0.9 0.0052 0.23
Snow 1.14 0.8 0.0092 0.38

Table 3: The𝛼 (first shape), 𝛽 (second shape),𝛾 (scale), and𝛿 (location)
parameters of the stable distribution for clear, rain, and snow.

Considering the 20 GHz bandwidth (symbol duration of 0.1 ns),
the delay spread is large enough to create ISI. This aspect should
be further considered in designing physical- and link-layer mecha-
nisms for reliable communications. Further, the RMS delay spread
value goes above 0.5 ns for more than 10% of the cases in snow
weather, which is due to the scattering of the signal by snowflakes.
Therefore, we need to expand and/or adapt the state-of-the-art
link adaptation techniques to still maintain reliable data exchange
during harsh weather conditions.

4 CONCLUSION
In this paper, we reported the first channel sounding measurement
results with snow and rain in the 130-150 GHz band. First, we de-
scribed the channel sounder that was developed to support this
effort, with details on the hardware and the signal processing tech-
niques. Then, we analyzed the metrics related to the multipath
profile, link budget, and several channel modeling parameters. The
results show that adverse weather conditions introduce additional
impairments in the sub-terahertz channel, however, the measured
setup can still achieve attractive SNR and link capacity.

For future work, we plan to gather data in additional scenarios
(indoor, outdoor, aerial) with different structural and geometrical
aspects, blockage, antenna gain, and atmospheric conditions at
different frequencies above 100 GHz. Specifically, we plan to mea-
sure the probability distribution as well as the correlation of the
metrics, such as delay spread, angular spread, and path loss coef-
ficient, which will contribute to creation of efficient and reliable
communication links. Further, wewill look into the spectral efficient
schemes in terms of modulation [22] design and THzmultiple-input
multiple-output (MIMO) channels [2]. Finding the characteristics
for MIMO and single-input single-output channels will provide
the necessary tools for future high-speed wireless communications
above 100 GHz.
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