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Abstract

Machine learning and, more precisely, data-driven models are providing solutions where physics-based models are intractable. This article discusses the use of deep learning models to characterize the intricate effects of multipath propagation on GNSS correlation outputs. Particularly, we aim at substituting standard correlation schemes, optimal under single-ray Gaussian noise assumptions, with Neural Network (NN)-based correlation schemes, that are able to learn the otherwise challenging to model multipath channels. The paper shows that Deep Neural Networks (DNNs), as applied to tracking loops, can provide enhanced performance as compared to standard correlation schemes in i) Line-of-Sight (LOS) scenarios, by filtering out more noise thanks to strong prior regularization through knowledge of correlation characteristics and Gaussian noise during training process; and ii) at the same time, the DNN can adjust its behavior to better disentangle multipath signals from LOS signals. This article provides results showing the superiority of the proposed DNN trained models, with focus on time-delay tracking in a variety of realistic scenarios.
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I. INTRODUCTION

GNSS has been widely used in position, navigation, and timing applications demanding high accuracy and precision [1]–[4]. The growing dependence on GNSS within critical infrastructures has posed some concerns about the potential threats to Global Navigation Satellite System (GNSS). Therefore, techniques have been studied for years to mitigate the influence of a variety of error sources such as multipath propagation or interference-rich environments [5]–[8]. In GNSS processing, tracking loops are used to continuously estimate the time-evolution of the signal synchronization parameters (namely, code-delay and carrier-phase). In the tracking block, correlation between GNSS signal and local replicas of satellite’s pseudo-random codes is a fundamental component that is used to build the so-called Cross Ambiguity Function (CAF), which the receiver aims at optimizing. The described correlation approach used to compute the CAF is i) mathematically simple to implement, but computationally intensive; and ii) optimal under white-Gaussian noise, but easily spoiled in non-nominal situations, such as in the presence of outliers for instance due to multipath conditions. In this paper, we refer to this correlation approach as the nominal case or the standard correlation process, given it is the one implemented in all current GNSS receivers. Focusing on distortions due to multipath propagation, as an example, the type of distortions caused in the CAF are such that time-of-arrival estimates become positively biased due to the induced extra propagation path [9]. The physics of this propagation problem are convoluted and depend on many, typically unknown, variables (such as urban/suburban/rural type of scenario, satellite’s elevation, or the receiver’s speed to name a few). As a consequence, accurate modeling of the propagation channel is a challenging task [10]. This article proposes to leverage data-driven DNN models to learn those multipath models as an alternative to well understood, standard correlation schemes. The main objective being to enable the receiver to maintain tracking accuracy in multipath-rich and noise-dominated environments where traditional correlation-based methods would degrade or even become unreliable.

Many methods have been proposed in the literature in order to mitigate those effects on standard tracking loops, as depicted in Fig. 1. Most of those works are either studying 1) enhanced discriminator...
functions, such that the delay/phase lock loops (DLL/PLL) are less sensitive to multipath effects. For instance, the Narrow Correlator [5], the Pulse Aperture Correlator (PAC) [11], the Double Delta Correlator [6], the Early1/ Early2 (E1/E2) tracking technique [12] or the Multipath Elimination Technology (MET) [13] are classical solutions within that approach; or 2) advanced receiver architectures that jointly estimate the line-of-sight and multipath components for each satellite link, in a typically computationally complex process. For instance, the Multipath Estimating Delay Lock Loop (MEDLL) [7], the Vision Correlator [14], the Multipath Mitigation Technique (MMT) [15], or the use of particle filtering to discriminate among propagation paths [16]. These methods can yield to robust correlation and tracking results, however, it is worth noting that they heavily rely on accurate physics-based models and deviations from those might cause dramatic degradations in performance. In real-world experiments, models might result inaccurate in a variety of situations [17]. This article proposes to substitute correlation-based CAF computations (which inherently rely on physics-based models), with correlation schemes purely derived from a data-driven paradigm in which the complexity of the channel is learned from data.

With the increased popularity of Artificial Intelligence (AI), machine learning and deep learning begin to play an important role in adapting traditional algorithms in a variety of disciplines, especially when it comes to estimation and classification tasks. At a glance, deep learning algorithms (for instance, the variety of NNs architectures currently available) are data-driven models that, instead of using complex-to-derive physics-based models, use vast datasets to learn the correlations in the data. Therefore, a computer uses large datasets to train multiple layers of a NN, in a time-consuming process until acceptable

![Diagram of a code/carrier tracking loop scheme with standard correlation method using multipliers and Integrate and Dump (I&D) operators.](image)

Figure 1: Diagram of a code/carrier tracking loop scheme with standard correlation method using multipliers and Integrate and Dump (I&D) operators.
accuracy performance is achieved. When physics-based models are available, as is the case for the so-called correlation used in CAF computation, the use of NNs might seem redundant. However, the appeal of adopting such deep learning methods comes in situations where a physics-based model is either too complex to use or not available at all. This is the case of, for instance, multipath channels as motivated earlier.

Deep learning has been recently used in a variety of GNSS-related topics, with [18] providing an excellent summary. In terms of GNSS for remote sensing and Earth observation, [19] applied a NNs for earthquake detection, [20], [21] proposed Convolution Neural Network (CNN) to track hurricanes and detect sea ice. Furthermore, [22] discussed variations of typical DNNs solving different environmental remote sensing problems. In terms of ionospheric scintillations and tropospheric wet delay, [23], [24] showed Support Vector Machine (SVM) and Decision Tree (DT) to detect scintillation. In [25], Gaussian Process Regression (GPR) was used for the forecasting of low-latitude ionospheric conditions. Estimation of GNSS atmospheric-induced delays has been also attempted using Multilayer Perceptron (MLP) for single frequency receivers [26], CNN [27], and employing an Artificial Neural Network (ANN) for tropospheric wet delay estimation [28]. A survey of ionospheric scintillation monitoring and estimation can be consulted in [29], where the use of machine learning is discussed. Machine learning is becoming increasingly popular in the context of detection and mitigation of jamming, spoofing, and evil waveform threats. For instance, [30]–[34] proposed various NN-based supervised machine learning approaches for spoofing detection (methods including CNN, MLP, RNN based on Long Short-Term Memory (LSTM) and classification SVM (C-SVM) with Principal Component Analysis (PCA)). In [35], the authors proposed SVM and CNN models to detect and classify jamming signals, while a NN was used for evil waveforms detection in [36]. In [37], a MLP is built together with adaptive notch filter for mitigation of narrowband interference. Data-driven models have been successfully used in the context of GNSS/INS integrated systems where, for instance, a Back-Propagation Neural Network (BPNN)-aided integrated navigation method based on vehicle motion learning was proposed in [38] for Strapdown Inertial Navigation System (SINS) position error estimation. More recently, [39] considered a Recursive Neural Network (RNN) based method to estimate errors of the INS and [40] introduced a CNN model within the Kalman filter equations implementing the sensor fusion algorithm.

This article focuses on multipath propagation and the ability of GNSS tracking loops to counteract its effects. In that context, there are several works which are primarily operating at the observable level. Namely, [41]–[47] are a representative set of works which considered various models at the observable-
level, including CNN, Adaptive Neuro Fuzzy Inference System (ANFIS) based algorithm, SVM, Robust Gradient-Boosting Decision Tree (GBDT), or LSTM. Similarly, in addition to the GNSS measurements-level processing, deep learning can also improve the performance of signal-level techniques: [48] presented a GNSS signal acquisition method based on various DNN models and [49] applied a DNN to substitute both discriminator and correlator in multipath scenarios. This approach was further extended by integrating the CNN to conduct non-LOS and multipath detection [50]–[53] and mitigation [54].

This article proposes to substitute the correlation operation in GNSS receivers by a data-driven model that learns the complexities of multipath channels, which is particularly suited to overcome the challenges imposed on tracking loops. Correlation of the incoming signal with the satellite’s local replica is known to be optimal under the Gaussian assumption for the random noise term. Unfortunately, this assumption does not hold in multipath-rich environments where highly correlated replicas distort the so-called CAF in a way that its optimization does not yield to an unbiased code-delay and carrier-phase estimation. The modeling approach combines a physics-based model (that is, encoding the information that correlation is optimal under nominal conditions) with data-driven modeling to learn the departures from the nominal model under multipath conditions. This article is an extension of [54], where preliminary models and results were discussed. The model substantially changed, making it broadly applicable in both LOS and multipath conditions. While in [54] there was a need to classify LOS/multipath scenarios before computing correlation outputs, this is not anymore needed in the present version of the NN-based correlation model. In the current article, a DNN is used to reconstruct a cleaned version of the CAF. Particularly, a first CNN layer is fed with sample-level I&Q signal which is then followed by an MLP that will produce correlation outputs at arbitrary delay/phase samples as required by the DLL/PLL operation. The input is therefore the complex baseband samples and, accordingly, the output provides both in-phase and quadrature components of the noise-filtered and multipath-mitigated CAF. The model learned the distortions due to the multipath propagation channel through exhaustive training based on single multipath-ray simulation and is tested using the realistic channel model given by the ITU-R Recommendation P.681 [55]. Then, the resulting model was employed in standard DLL/PLL tracking loops and performance tested. It is worth noting that no modifications to DLL/PLL algorithms were required since the proposed model substitutes transparently current correlation blocks. The results show the performance of the proposed NN-based correlation approach considering different kinds of popular discriminators, as well as different propagation scenarios. A standard tracking method using correlation-based CAF-computation was also used for comparison over the same GNSS signal and discriminator,
showing that the proposed physics-informed data-driven CAF method outperforms current the legacy solution.

The remainder of the article is organized as follows. We first introduce signal model considered in this paper in Section II. A brief overview of DNN is discussed in Section III, as well as the details of the data-driven model proposed here. Parameters of the proposed NN are discussed in Section IV. Simulation results under different scenarios are analyzed in Section V to show the advantage of the proposed method. Finally, conclusions are provided in Section VI.

II. SIGNAL MODEL

GNSS signals are spread-spectrum modulated using families of quasi-orthogonal sequences $c_i(\cdot)$ that both uniquely identify the $i$-th satellite and enables accurate synchronization at the receiver. Since the processing is typically performed on a per-satellite basis, in this article and without loss of generality, we assume a signal model that only considers a single satellite and thus we omit index $i$ when convenient. The signal received by the antenna of a GNSS receiver can be modelled as:

$$y(t) = x(t; \theta) + \sum_{j=1}^{M} x(t; \theta_j) + \eta(t) \quad (1)$$

where

$$x(t; \theta) = \sqrt{2Cd(t - \tau_0)}c(t - \tau_0)\cos(2\pi(f_{RF} + f_0)t + \phi_0) \quad (2)$$

is the LOS signal of interest at the receiver. $C$ is the signal power and $d(\cdot)$ is the navigation message. $f_0$ is the Doppler shift with respect to the nominal signal Radio Frequency (RF), $f_{RF}$, and $\tau_0$ and $\phi_0$ model the delay and phase shift introduced by the communication channel. Notice that $\theta = (\phi_0, \tau_0, f_0)^T$ is a vector that gathers these parameters, which characterize the useful signal. The second term in (1) denotes the possibly multiple $M$ paths the signal can travel, namely the multipath components. Notice that those signals have the same parametric form as the LOS signal, however with different phase, delay, and Doppler values as denoted by vector $\theta_j$ for the $j$-th path. Finally, $\eta(t)$ is a zero-mean Additive White Gaussian Noise (AWGN).

After amplification, filtering, down-conversion and sampling at $f_s = \frac{1}{T_s}$, the signal provided by the receiver front-end is a baseband complex sequence:

$$y[n] = x[n; \theta] + \sum_{j=1}^{M} x[n; \theta_j] + \eta[n] \quad (3)$$

$$x[n; \theta] = \sqrt{2Cd(nT_s - \tau_0)}c(nT_s - \tau_0)e^{j(2\pi f_0 n T_s + \phi_0)} \quad (4)$$
where $n$ is the time index, and square brackets are used to denote discrete time sequences. $\eta[n]$ is circularly symmetric AWGN with independent and identically distributed (i.i.d.) real and imaginary parts, each with variance $\sigma^2$, which together makes the total variance of the complex process $\eta[n]$ equal to $2\sigma^2$. Commonly, $\sigma^2$ can be modeled as:

$$\sigma^2 = N_0 B_{Rx}$$

where $B_{Rx}$ is the front-end one-sided bandwidth, and $N_0$ is the Power Spectral Density (PSD) of $\eta(t)$, the noise in (1).

Generally speaking, the task of the receiver is to estimate the parameters in $\theta$. Particularly, acquisition seeks coarse estimates of $\tau_0$ and $f_0$, while tracking outcome is a more accurate estimate of those parameters, $\phi_0$ and the signal power. This is typically accomplished through ML estimation (MLE), where it is typically assumed that the parameters in $\theta$ are piece-wise constant within the $N$ samples of $y = (y[0], \ldots, y[N-1])^\top$ and that the codes have ideal cross-correlation properties so they can be processed independently at the receiver. It is known that the solution to such estimation process results in the maximization of the correlation between the received signal and a locally generated code. This correlation operation is encoded in the so-called Cross Ambiguity Function (CAF), which is nothing but the correlation between $y[n]$ and the spreading code of the $i$-th satellite, at a given delay/Doppler pair (in discrete-time):

$$C_i(\tau_0, f_0) = \frac{1}{N} \sum_{n=0}^{N-1} y[n] \underbrace{c_i(nT_s - \tau_0)e^{-j2\pi f_0 nT_s}}_{\text{Local replica}},$$

which can be expressed more compactly in vector notation after gathering $N$ samples from the samples and the local code as $y, c_i \in \mathbb{C}^{N \times 1}$ as

$$C_i(\tau_0, f_0) = \frac{c_i^H y}{N},$$

such that $C_i(\tau_0, f_0) = \Re\{C_i(\tau_0, f_0)\} + j\Im\{C_i(\tau_0, f_0)\}$.

The CAF is crucial in the acquisition (and tracking) of the satellites’ signals. For the $i$-th satellite, the MLE of $\theta$ can be expressed in terms of it as

$$(\hat{\tau}_0, \hat{f}_0) = \arg\max_{\tau_0, f_0} \{ |C_i(\tau_0, f_0)|^2 \}$$

$$\hat{\tau}_0 = |C_i(\hat{\tau}_0, \hat{f}_0)|$$

$$\hat{\phi}_0 = \angle C_i(\hat{\tau}_0, \hat{f}_0),$$
where \( \hat{\alpha}_0 \) is the MLE for \( \sqrt{2C} \), the LOS signal amplitude. Notice that (10) is in general not used for positioning until noise is filtered out by the phase-tracking loops or when longer integration times can be considered [56]. Such MLE solution is optimal under AWGN assumptions and in the absence of multipath, \( y[n] = x[n; \theta] + \eta[n] \). However, it substantially degrades when \( M \geq 1 \) [4], [7], [57]. The main known effect is that the influence of multipath biases and distorts the CAF that the receiver employs for tracking, ultimately impacting the estimation of LOS’ phase, delay, and Doppler variables in \( \theta \). This paper presents a data-driven methodology to improve correlation outputs in order to mitigate multipath effects on tracking loops.

III. DATA-DRIVEN GNSS CORRELATION

The CAF in (6) is optimal under nominal conditions and provides an easy and intuitive way for the receiver to extract the necessary information from the satellites. In this article we aim at augmenting that correlation operation, which has strong foundations rooted on the nominal physical channel, with a data-driven approach that can learn the complexities of the propagation channel. While the proposed data-driven solution could be used in the acquisition stage, it is known that multipath primarily affects tracking loops due to its higher precision and as such we focus on that particular stage of the receiver. This section describes the architecture of the proposed DNN.

A. Overview of neural network models and notation

Deep learning involves training a model, that consists of a combination of neurons and layers, by using a large sample of input/output relations referred to as dataset. The neuron is nothing but a parametric function that weights the inputs (through trained weights) and then applies a predefined activation function. A collection of neurons forms a layer. In its basic form, a NN consists of an input layer, an output layer, and an arbitrary number of so-called hidden layers [58].

As shown in Fig. 2, a connection between neuron \( j \) in layer \( \ell - 1 \) and neuron \( i \) in layer \( \ell \) is given by the weight \( w_{ij}^\ell \), which represents the significance of the connection between layers, and a bias term \( b_i \) is also applied for output \( y_i^\ell \) to become [58]:

\[
y_i^\ell = f_\ell (b_i + \sum_{j=1}^{D} w_{ij}^\ell y_j^{\ell-1}) ,
\]

where \( f_\ell (\cdot) \) is the activation function and \( D \) is the number of neurons in layer \( \ell - 1 \). Following (11), the output of layer \( \ell \) is a vector:

\[
y^\ell = f(b_\ell + W_\ell y^{\ell-1}) = f_\ell(y^{\ell-1}) ,
\]
where $b_{\ell}$ and $W_{\ell}$ are vector and matrix forms gathering the biases and weights of the $\ell$ layer. Thus, the entire NN can be expressed sequentially as a set of nested functions:

$$z = f_L \circ f_{L-1} \circ \ldots \circ f_1(y)$$

(13)

where $L$ is the total number of layers, $y$ is the input vector to the NN and $z$ denotes its final output.

**B. Physics-informed, data-driven correlation model**

In this article, a DNN is trained specifically to substitute the correlation operation in (6) as typically implemented in tracking loops, shown in the dashed box of Fig. 1. More precisely, the general block diagram of the proposed architecture is shown in Fig. 3, where by comparison to Fig. 1 it can be seen that the NN model is meant to substitute the correlation process, also marked in the dashed box. The input to the DNN is a delayed version of the Pseudo-Random Noise (PRN) code $c_i(nT_s - \tau_0)$ and the GNSS signal after carrier wipe-off. The DNN output is a set of correlation values, where a Prompt and an arbitrary number of Early/Late samples are then fed to the code/phase discriminators for DLL/PLL processing. The initial normalization in Fig. 3 is to scale the amplitude of the signal into the range $[0, 1]$, as is typically done in NNs. The re-scaling at the DNN output aim at incorporating the amplitudes back before correlation outputs are used in the tracking loops.

The main architecture of the proposed DNN for correlation calculation is shown in Fig. 4. In this DNN, the first convolutional layer is fixed with parameters based on the corresponding PRN code $c_i$ to
Figure 3: Diagram of the proposed DNN-based correlation scheme, in the dashed box. The goal is to substitute the standard correlation and its usage in tracking loops in order to increase the receiver robustness against multipath.

Figure 4: Architecture of the proposed DNN model and its fit within the GNSS receiver architecture. A first convolutional layer encodes the physics-based modeling, while the hidden layers (for both real and imaginary) learns the multipath channel from data.
incorporate the information brought by standard correlation method in (7). The convolutional layer is constructed in a way that is equivalent to the standard correlation process, which can be interpreted as a convolution between the I&Q samples and the local code, thus ensuring that the physics of the problem are kept [59]. Then, the real and imaginary parts of standard correlation result (implemented now as a convolution layer of a CNN) are fed to two independent and parallel MLP models for regression. Note that the two regression blocks are the same NNs. The regression output is then the real or imaginary parts of the noiseless correlation result with virtually no multipath effect. Combining the real and imaginary parts, the reconstructed CAF is then

\[ C_{\text{NN}}(0; f_0) = \mathbb{R}\{C_{\text{NN}}(0; f_0)\} + j\mathbb{I}\{C_{\text{NN}}(0; f_0)\} \] (14)

such that the estimation of the desired LOS signal parameters can be obtained by

\[
\begin{align*}
(\hat{\tau}_0, \hat{f}_0) &= \arg \max_{\tau_0, f_0} \left\{ \left| C_{\text{NN}}(\tau_0, f_0) \right|^2 \right\} \\
\hat{\alpha}_0 &= \left| C_{\text{NN}}(\hat{\tau}_0, \hat{f}_0) \right| \\
\hat{\phi}_0 &= \angle C_{\text{NN}}(\hat{\tau}_0, \hat{f}_0)
\end{align*}
\] (15) (16) (17)

in the usual manner.

In practice, the output of the NN can contain an arbitrary number of correlation outputs, among which the necessary Early/Prompt/Late samples can be fed to the tracking loop discriminators. The normalization block before the DNN scales the peak value of correlation results to one, since the satellite signal generated in training stage was set to have unit power. Particularly, such normalization can be computed in practice by a least squares solution whereby the signal amplitude is estimated as

\[
\hat{\alpha} = \arg \min_{\alpha} \sum_{n=0}^{N-1} \left| y[n] - \alpha e^{j\phi} c(nT_s - \hat{\tau}_0) e^{j(2\pi f_0 n T_s)} \right|^2
\] (18)

which results in \( \hat{\alpha} = |c_{\text{NN}}^H y| \) with the local code evaluated at \( \hat{\tau}_0 \) and \( \hat{f}_0 \) from the previous iteration in the tracking loops. Then the normalization before DNN processing would be such that \( \frac{y[n]}{\hat{\alpha}} \) becomes the input DNN signal. Conversely, the normalization is undone at the DNN output as \( \hat{\alpha} C_{\text{NN}}(\tau_0, f_0) \)

IV. MODEL TRAINING, VALIDATION AND TESTING

In order to test the performance of the model in Fig. 4, a large dataset with representative multipath channel realizations was generated. Multipath channel samples were simulated using the multipath channel model in the ITU-R P.681 recommendation [55], originally developed by the German Aerospace
Center (DLR) [60]. The multipath channel model provides realizations of the Channel Impulse Response (CIR) according to various receiver dynamics, scenario characteristics, and receiver configurations. A sample power and phase realizations is shown in Fig. 5, where the blue stem represents the LOS channel tap and the red taps correspond to multipath propagation channels for a vehicular urban scenario. Fig. 6 shows an example of \(|C_i(\tau_0, f_0)|^2\) the standard correlation samples \(i\) without multipath (blue); and \(ii\) with the CIR shown in Fig. 5, both under a \(C/N_0 = 45\) dB-Hz \((C/N_0\) denoting the carrier-to-noise-density ratio). It can be observed a clear bias in the correlation peak due to the multipath influence.

For testing purposes, four scenarios were considered depending on the user dynamics (i.e., pedestrian or vehicular) and whether the receiver was in a urban or suburban environment. Namely, pedestrian urban; pedestrian suburban; vehicular urban; and vehicular suburban scenarios. Additionally, a LOS scenario was also generated in the absence of multipath propagation in order to test the performance of the DNN in the nominal case. The DNN was tested using data from all those five scenarios, yielding a model that learned nominal and a variety of propagation channels.

The proposed correlation method was tested in the context of standard tracking loops. For the sake of completeness, different DLL discriminators were considered in order to measure the performance of the proposed NN-based correlation method. When the GNSS signal is perfectly aligned with its local replica, the Prompt correlation result would correspond to \(C_i(\tau_0, f_0)\). In practice, the Prompt sample corresponds to \(C_i(\hat{\tau}_0, \hat{f}_0)\) with \(\hat{\tau}_0\) and \(\hat{f}_0\) being the most current delay estimates, respectively. Similarly, the Early (and Late) correlation sample would be \(C_i(\hat{\tau}_0 - \frac{d}{2}, \hat{f}_0)\) (for the Late sample, \(C_i(\hat{\tau}_0 + \frac{d}{2}, \hat{f}_0)\) ), where \(d\) [chips] is typically referred to as the Early-Late (E-L) spacing.

In this article, the conventional Early-minus-Late discriminator is considered, defined as:

\[
D_{E-L}(\hat{\tau}_0) = \frac{|C_i(\hat{\tau}_0 - \frac{d}{2}, \hat{f}_0)| - |C_i(\hat{\tau}_0 + \frac{d}{2}, \hat{f}_0)|}{|C_i(\hat{\tau}_0 - \frac{d}{2}, \hat{f}_0)| + |C_i(\hat{\tau}_0 + \frac{d}{2}, \hat{f}_0)|}
\]  

where we considered \(d = 1\) chip as the normalized (wide) E-L discriminator and \(d = 0.1\) chip as the narrow discriminator. As another point of comparison, the proposed NN based correlation method was used in conjunction of a popular multipath mitigation discriminator known as the High Resolution Correlator (HRC), or double delta. To keep consistency with the normalized E-L discriminator above, the same normalization factor was considered:

\[
D_{HRC}(\hat{\tau}_0) = \frac{|C_i(\hat{\tau}_0 - \frac{d}{2}, \hat{f}_0)| - |C_i(\hat{\tau}_0 + \frac{d}{2}, \hat{f}_0)|}{|C_i(\hat{\tau}_0 - \frac{d}{2}, \hat{f}_0)| + |C_i(\hat{\tau}_0 + \frac{d}{2}, \hat{f}_0)|} - \frac{1}{2} \frac{|C_i(\hat{\tau}_0 - d, \hat{f}_0)| - |C_i(\hat{\tau}_0 + d, \hat{f}_0)|}{|C_i(\hat{\tau}_0 - \frac{d}{2}, \hat{f}_0)| + |C_i(\hat{\tau}_0 + \frac{d}{2}, \hat{f}_0)|}
\]
The NN was built as discussed in Section III, with 12 hidden layers and parameters set as detailed in Table I, with the activation function being leakyReLU, all layers being dense and the selected loss function being the predictive Mean Square Error (MSE). The convolutional layer is in charge of producing $C_i(\hat{\tau}_0, \hat{f}_0)$, the standard CAF, which is fed to the hidden layers implemented by an MLP to output the enhanced CAF, $C_{iNN}(\hat{\tau}_0, \hat{f}_0)$. In other words, the output of the NN is the real and imaginary parts of the noiseless CAF with virtually no multipath influence, formulated as in (14). The input of the NN (i.e., the regression process) is the corresponding real and imaginary parts of the CAF as produced by the correlators. In particular, the NN was trained with inputs that correspond to the either LOS case (i.e., corrupted with noise only) and multipath-influenced case (i.e., affected by both noise and multipath reflections). More precisely, in the current implementation both CAFs contain 201 correlation samples spaced by 0.025 chips, which is the selected size of both input and output NN layers. The number of layers of the NN was chosen after several trials, observing that fewer layers would degrade...
Figure 6: Standard Correlation results under $C/N_0 = 45$ dB-Hz in a vehicular urban scenario. In training, the proposed DNN was fed the LOS correlation as the output. In red, the standard CAF after the multipath channel in Fig. 5.

the performance of the NN-based method in the tracking loop. More automated approaches to select the NN architecture can be considered in future works such as the use of Bayesian Optimization [61], [62]. In the experiments, the NN (hidden layers) is trained and tested with both real and imaginary correlation results. The training dataset was generated under both LOS case (30% of data) and multipath-influenced case (70% of data). In both cases, the satellite signal was simulated with $f_s = 40$ MHz, a random residual Doppler shift in $[-250, 250]$ Hz, a random time-delay error in $[-0.5, 0.5]$ chips, a random carrier phase in $[-0.1\pi, 0.1\pi]$ radians, and a carrier-to-noise-density ratio (CN0) ranging from 35 dB-Hz to 45 dB-Hz. Those random errors are drawn from uniform distributions. Additionally, in multipath-influenced case, a single-ray multipath replica is simulated with a relative time-delay varying from 0 to 2.5 chips and relative amplitude varying from $-1$ to 1, compared with the true satellite signal. The validating dataset was generated with the same parameter setting. Note that the amount of input-output pairs in both training and validating datasets was $48 \cdot 10^4$. Also, the input vector consisted of the I&Q samples of a
Table I: Neural network architecture (input/output dimensions and number of weights per layer) of the 11 hidden layers in the architecture shown in Fig. 4.

<table>
<thead>
<tr>
<th>Input</th>
<th>201</th>
<th>2048</th>
<th>2048</th>
<th>1024</th>
<th>1024</th>
<th>512</th>
<th>512</th>
<th>512</th>
<th>512</th>
<th>256</th>
<th>256</th>
<th>128</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>2048</td>
<td>2048</td>
<td>1024</td>
<td>1024</td>
<td>512</td>
<td>512</td>
<td>512</td>
<td>512</td>
<td>256</td>
<td>256</td>
<td>128</td>
<td>128</td>
<td>201</td>
</tr>
<tr>
<td>Weights</td>
<td>413696</td>
<td>4196352</td>
<td>2098176</td>
<td>1049600</td>
<td>524800</td>
<td>262656</td>
<td>262656</td>
<td>262656</td>
<td>131328</td>
<td>65792</td>
<td>32896</td>
<td>16512</td>
<td>25856</td>
</tr>
</tbody>
</table>

V. Simulation Analysis

In the experiments, a GPS L5 signal was generated under different scenarios mentioned in Section IV, at a sampling rate of $f_s = 40$ MHz and filtered at 11 MHz. The filtered signal was then processed by the GNSS receiver as usual, first a standard acquisition processing (where the proposed NN-based methodology was not employed) and secondly tracking loops (which use the proposed NN-based method to produce correlation outputs, as well as standard correlation as a benchmark). The result of the acquisition process provided an initialization for the tracking loops, with typical errors on the order of half a Doppler bin (125 Hz in the experiments [63]) for frequency and half a chip period for delay parameters. The loop bandwidth of the DLL and PLL was set to 2 Hz and 30 Hz, respectively. A $T = 50$ seconds long I&Q signal was generated using the aforementioned ITU realistic channel model [55], which was used to test the trained NN-based correlators.

Fig. 7 presents the filtered DLL discriminator error varying with time as an example to assess the performance of NN-based correlation method in Pedestrian Suburban scenario under different CN0s with three different discriminators. In particular, the figure shows a realization for four different scenarios, showing a comparison between the performance under 35 and 45 dB-Hz CN0 with both 1 ms and 10 ms coherent integration times. In the figure, red lines represent NN-based correlation method and blue lines show performance of standard correlation method as a comparison. In order to focus on the multipath mitigation capabilities of the proposed method, the results neglect the initial convergence period of the tracking loops, which was seen to be similar for both standard and NN-based correlation methods in
the experiments run. From Fig. 7, comparing different integration times under both CN0s, we can find that 
i) the NN-based method has a similar performance as the standard correlation method in terms of their discriminator variances with E-L discriminators; 
ii) it seems to improve the standard results when considering HRC discriminator; and 
iii) slightly improves the overall robustness to multipath-induced errors when compared to standard correlation for larger integrations (please see the zoomed areas in the middle, right-most plot of Fig. 7). For shorter integration times, this robustness is more apparent, where it can be observed that the spikes due to multipath biases are attenuated or removed. This can be explained by the longer integration that tends to filter out multipath effects. In such situations, specially when multipath has a limited lifespan, larger integration helps, which might not be the case when either multipath is more persistent (e.g. fixed receiver and scatterer), the dynamics of the receiver are rather slow, or one cannot easily use longer coherent integrations due to the presence of data bits. Given the advantage of NN-based correlation method, a classifier identifying LOS/multipath-influenced cases is no longer needed here (as it was in our earlier works). The high spikes in results of the standard method indicate the occurrence of multipath, while we can clearly see that the NN-based correlation method can reduce those spikes and thus limit multipath influence. The explanation for those results is on the \textit{a priori} knowledge that the DNN gathered from the large training dataset, whereby multipath is learnt and noise is smoothed by a non-linear mapping.

To show more details about NN-based correlation method’s performance in different scenarios, Fig. 8 and Fig. 9 show the Cumulative Density Function (CDF) of filtered DLL discriminator error in log scale for \( \frac{C}{N_0} = 35 \text{ dB-Hz} \) and \( 45 \text{ dB-Hz} \), respectively, both considering 1 ms integration time. The solid lines represent standard correlation results and the dashed lines show performance of NN-based correlation. Three different discriminators were considered in tracking loops in order to understand the performance using different tracking loop schemes. In Fig. 8 and Fig. 9, blue lines represent E-L discriminator, red lines provide performance of narrow discriminator, while the green lines show HRC discriminator performance. The different subplots provide results for different relevant scenarios of the [55] channel model, as well as the no-multipath AWGN case. In the two figures, we can see that when the tracking loops are in lock, NN-based correlation method could generally provide a smaller filtered DLL discriminator error, indicating a much more accurate delay estimation than the standard correlation method, in all four multipath-influenced scenarios as well as the LOS scenario, with all three discriminators.
Figure 7: Performance comparison of correlation methods measured by 3 different discriminators (each row) under different CN0s with different coherent integration times in Pedestrian Suburban scenario. Titles of subplots indicate the discriminator type, correlation spacing and considered CN0.

VI. CONCLUSIONS

This paper proposes and discusses the use of deep learning as an approach to substitute standard correlation methods in GNSS receivers. The proposed DNN model is, compared to the original work in [54], a simpler (no need to have an additional LOS/multipath-influenced classifier), more versatile (able to learn a variety of propagation conditions), and features a more intuitive reasoning (an upfront convolution layer encapsulates the standard correlation method, while the hidden layers learn the complex channel through data training). Simulations on a tracking loop show that the proposed data-driven approach can not only learn the GNSS correlation operation, but outperform legacy solution in virtually all tested scenarios. It is noted that the investigated NN model requires a multi-correlation scheme, whereby multiple correlation outputs are computed, thus involving an increased computational cost when compared to standard methods. Future work should address complexity reduction and generalization of the model to different receiver configurations, as well as testing on real data.
Figure 8: Performance comparison of correlation methods measured by 3 different discriminators in 5 scenarios under $C/N_0 = 35$ dB-Hz.
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