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ABSTRACT

Regression models with a functional response and functional covariate have received significant attention
recently. While various nonparametric and semiparametric models have been developed, there is an urgent
need for model selection and diagnostic methods. In this article, we develop a unified framework for
estimation and model selection in nonparametric function-on-function regression. We propose a general
nonparametric functional regression model with the model space constructed through smoothing spline
analysis of variance (SS ANOVA). The proposed model reduces to some of the existing models when selected
components in the SS ANOVA decomposition are eliminated. We propose new estimation procedures
under either Ly or Ly penalty and show that the combination of the SS ANOVA decomposition and
Ly penalty provides powerful tools for model selection and diagnostics. We establish consistency and
convergence rates for estimates of the regression function and each component in its decomposition under
both the L1 and Ly penalties. Simulation studies and real examples show that the proposed methods
perform well. Technical details and additional simulation results are available in online supplementary
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materials.

1. Introduction

With the advance of modern technology, it becomes increas-
ingly common that data are in the form of functions. Rapid
developments of new statistical methods for this new type of
data has created the field of functional data analysis (FDA)
(Yao, Miiller, and Wang 2005b; Ramsay and Silverman 2006;
Ferraty and Vieu 2006; Hsing and Eubank 2015; Kokoszka and
Reimherr 2017; Lin, Miiller, and Yao 2018; Lin and Yao 2019).
Many semiparametric and nonparametric methods have been
proposed for regression with functional response and/or covari-
ates. Nevertheless, there is a lack of flexible model selection and
diagnostics methods for functional regression (Wang, Chiou,
and Miiller 2015; Morris 2015). Ling and Vieu (2018) suggested
model building and testing using nonparametric methods as
two important future research areas.

In this article, we consider function-on-function regres-
sion where both the response Y and covariate X are func-
tions. Denote the functional observations by {(Y;(t), X;(¢)),i =
l,...,ns t € T }, where T is an arbitrary set. We
want to investigate the relationship between X and Y. Ram-
say and Silverman (2006) proposed the concurrent linear
model (CLM),

Yi(f) = o) + BOXi(t) +e(t), i=1,...,n, (1)
where «a(t) and B(t) are unknown functions to be estimated,

€;(t), independent of X;(t), are iid random errors. Model (1)

assumes that the value of Y at t depends on X at the same point ¢
only. Ramsay and Silverman (2006) also proposed the functional
linear model (FLM),

Yi(t) = a(t) +/ B, )Xi(s)ds +€i(t), i=1,...,n (2)
T

where Y () depends on the whole function of X(-), and o (¢) and
B(s, t) are unknown functions to be estimated. Both models (1)
and (2) assume that Y is linearly dependent on X, which could
be restrictive for some applications. While many nonlinear
models have been proposed for scalar-on-function regression
(Reiss et al. 2017; Ling and Vieu 2018), nonlinear function-
on-function regression has received considerably less attention
(Morris 2015; Reimherr, Sriperumbudur, and Taoufik 2018).
Miiller and Yao (2008) considered an additive model where
functional principal component analysis (FPCA) scores were
used as predictors.

Different from aforementioned linear and nonlinear models,
nonparametric methods, which provide more flexible regression
relationship between the response and covariates, have been
considered by many authors (Yuan and Cai 2010; Ferraty et al.
2011; Ferraty, Van Keilegom, and Vieu 2012; Lian 2007; Kardi
et al. 2016; Ling and Vieu 2018). In particular, the nonpara-
metric concurrent model (NCM) (Zhang, Park, and Wang 2013;
Scheipl, Staicu, and Greven 2015; Kim, Maity, and Staicu 2018)
assumes that

Yi(t) =g, Xi(H) + (), i=1,...,n (3)
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where g is an unknown bivariate function; and an extension of
functional linear model (EFLM) (Ma and Zhu 2016; Kim et al.
2018; Reimherr, Sriperumbudur, and Taoufik 2018) assumes
that

Y;i(t) = f gt s, Xi(s))ds+€i(t), i=1,...,n, (4)
T

where g is an unknown function of three variables. In prac-
tice, Y () may depend on both X(#) and the whole function
of X (see examples in Section 6). Furthermore, data-driven
model diagnostic tools are still lacking. It is very difficult for
practitioners to decide how to choose an adequate model for
their data. Hypothesis testing could be used for the model
selection (Xing et al. 2020). However, rigorous tests are only
available for simple settings. In addition, since these models
were fitted using different methods, the convergence rate of
the estimated functions have not been analyzed and compared
carefully.

To establish a unified framework for estimation, model selec-
tion, and theoretical study, we consider the following nonpara-
metric functional regression model,

Yi(t) = / gt s, Xi(1), Xi(s))ds + €i(t), i=1,...,n, (5)
T

whereg : 7 X 7 x R x R — R is an unknown function of
four variables to be estimated, R is the range of the functional
covariate X, and €;(f)s are iid random error functions in L?
with mean zero and finite fT E(eiz(t))dt. The proposed method
can be extended to other nonparametric functional models,
such as scalar-on-function and function-on-scalar regression
models.

Model (5) is a flexible function-on-function model that has
not been studied in the literature. Different from the methods
used in Scheipl, Staicu, and Greven (2015), Ma and Zhu (2016),
Kim, Maity, and Staicu (2018), and Reimherr, Sriperumbudur,
and Taoufik (2018), in this article we construct model space
for the multivariate function g through smoothing spline anal-
ysis of variance (SS ANOVA) based on the decomposition of
tensor product of reproducing kernel Hilbert spaces (RKHS).
Model (5) reduces to existing models when selected components
in the SS ANOVA decomposition are eliminated. We propose
penalized least squares methods for estimating g under either
Ly or L, penalty. We establish the representer theorem and
develop computational methods for solving both L; and L,-
regularized least squares problems. The SS ANOVA model with
L; penalty provides a systematic approach for model selection
and diagnostics of existing models. We establish a coherent
framework to study the convergence rates of the penalized least-
square estimates as well as each component of the SS ANOVA
model under both the L; and L, penalties. We note that Sun et al.
(2018) constructed SS ANOVA for the bivariate function B(s, t)
in the FLM (2). However, there is an error in their derivation
of the representer theorem. We will use a different approach
to derive the representer theorem and our estimate is different
from that in Sun et al. (2018).

Our methodological contribution for nonparametric
function-on-function regression is to develop new estimation
procedures under either a L, or a joint L; and L penalty.
Note that through eliminating selected components in a SS

ANOVA model, our model (5) can be reduced to models
(1)-(4) and other special cases. In practice, researchers may
use a reduced model appropriate for their data rather than
the general model (5). However, coherent model selection
and model diagnostics tools for function-on-function
regression are still lacking. Model selection and diagnostics
have to be conducted manually, which is laborious, time-
consuming, and error prone. The lack of model selection and
diagnostics hinders the wide application of the aforementioned
models. Our work is the first to provide model selection and
diagnostic tools through the combination of SS ANOVA and
a joint L; and L, penalty. In particular, model fitting, model
selection and diagnostics can be conducted simultaneously and
substantially alleviate the cost of manual model selection and
diagnostics.

Our theoretical contribution is to establish a coherent frame-
work to study the convergence rates of the penalized least-
square estimates and components in the SS ANOVA model. In
the literature, the convergence of the estimators and compo-
nents are conducted through two technical routes, dimension-
less approach (Gu and Qiu 1993) and tensor product approach
(Lin 2000). In this article, we reconcile these two methods
into one coherent framework. As far as we know, these con-
vergence rates of the estimators and components are the first
ones established for function-on-function regression models in
a general framework. Moreover, the convergence rates of the
estimators and components under a joint L; and L, penalty are
still lacking in the literature even for simple SS ANOVA models.
We bridge this gap by establishing the first convergence rates
for function-on-function regression models in a general frame-
work. Equipped with all these convergence rates, our theoretical
work lays out the first full-fledged analysis framework in this line
of research.

The remainder of the article is organized as follows. In Sec-
tion 2, we present SS ANOVA model for the function g in model
(5), and the estimation procedure under L, penalty. In Section 3,
we present model selection method through SS ANOVA and
estimation under L; penalty. In Section 4, consistence and con-
vergence rates of estimators of the overall regression function
and each component in the SS ANOVA decomposition are
obtained. Numerical studies and real examples are given in
Section 5 and 6. We conclude in Section 7. Additional technical
details, proofs, and codes are included in the supplementary
materials.

2. Model Space and Estimation

We introduce the SS ANOVA model in Section 2.1 and present
the estimation procedure with L, penalty in Section 2.2.

2.1. SS ANOVA Models

Different from the methods used in Scheipl, Staicu, and Greven
(2015), Ma and Zhu (2016), Kim, Maity, and Staicu (2018), and
Reimherr, Sriperumbudur, and Taoufik (2018), we use tensor
product of RKHS’s and the SS ANOVA decomposition to build a
model space for the regression function g in (5). Denote H; (7),
Ho(T), H3(R), and H4(R) as RKHS’s of functions on domains



T and R, respectively. The choices of these RKHS’s depend
on the domain of these functions, prior knowledge, and the
purpose of study (Wang 2011). For example, for functions on a
compact interval, without loss of generality denote the interval
as [0, 1], we may consider the Sobolev space

Wi, 11 = {f: f.f'>... ,f=D are absolutely continuous,
1
/ (F"™)?dx < co}. (6)
0

We consider an SS ANOVA decomposition of g in the tensor
product RKHS H1 (T) @ H2(T)®H3(R)®H4(R) (Wang 2011;
Gu 2013):

(1,5, X(£),X(s)) = n+ g1(5) + £2(5) + g (X)) + ga(X(s))
+ g12(t,5) + g13(6 X(1)) + g14(t, X(5)) + g23(s, X (1))
+ £24(5, X(5)) + g34(X(2), X(5)) + g123(¢, 5, X(1))
+ g124(4, 5, X(5)) + g134(t, X (1), X(5))
+ £234(s, X(8), X(5)) + g1234(2, 5, X(2), X(5)),

where  is the grand mean, g; and other single subscript g are
main effects, double subscript g are two-way interactions, and
so on. For identifiability of model (5), we need side conditions,

2(5) = g12(t,5) = £23(s, X(¥)) = g123(t, 5, X(t))
= g134(t, X (1), X(s)) = 0.

Thus, g has a decomposition as follows,

8t s X(1),X(s) = u+ g1(H) + g3(X(1) + g1 (X(s))
+ 213t X(@®) + g14(, X(5) + £24(5, X(5)) + g34(X(8), X(5))

+ g124(, 5, X(5)) + £234(5, X(£), X(5)) + g1234(t, 5, X(1), X(5)).
(7)

The SS ANOVA decomposition (7) builds a hierarchical struc-
ture for function g and handles the side conditions in a natural
manner. In addition to having nice interpretation as main effects
and interactions, the SS ANOVA decomposition facilitates diag-
nostics and model selection. It is easy to see that models (1)-(3)
are special cases of (7) with certain components equal zero. For
example, the NCM (4) and EFLM (3) are special cases with

G=gu=gu =i =124 =934 =g1234 =0, (8)

and

93 =813 = 34 = 34 = 1234 = 0, 9

respectively. Conditions for the CLM (1) and FLM (2) are
presented in the Supplemental Materials. Therefore, checking
whether components in these conditions equal zero provides a
diagnostic tool for existing models. In addition, we can fit exist-
ing models by removing components in these conditions. Thus,
the proposed estimation methods provide a unified framework
for fitting some of the existing models with theoretical guaran-
tees.

We may model g using any subset of components in the SS
ANOVA decomposition (7). Given an SS ANOVA model, we
can regroup components and rewrite the model space for g as
Section 4.5 of Wang (2011)

M=Ho@H1D - D Hy (10)
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where H, is a finite dimensional space with an orthonormal
basis {¢1,...,Pm}, Hi,...,Hy are orthogonal RKHS’s with
reproducing kernels (RK) R, ..., Ry, respectively, and g is the
number of components in the SS ANOVA model. We note
that different regrouping may be used for different purposes. In
particular, we may consider different groups of components for
model selection with L; penalty (see Section 3).

2.2. Penalized Least Squares with L, Penalty

We assume that Y;(#)’s are stochastic processes that belongs to
L*(T). We estimate g as a minimizer of the following penalized
least squares (PLS):

n 2
12/ {Y,-(t)—/ g(t,s,Xi(t),X,-(s))ds} dt
n i=1 T T
>
j=1

where P; is a projection operator onto #;,  and ; are smoothing
parameters, and || - || is an induced norm in M.

We shall now present the solution to the PLS (11). Let H} =
H1 @ - - - ® Hgy, and define a new inner product in Hj as

| —

+ (11)

N | >

1Pl
f)

D>

1
(f.8)s =D _ o (Pif. Pig), (12)

=1

[

where (-,-) is the inner product in M. Under the new inner
product, the RK of M is R = R® 4 R!, where

0 rs o 0
R(t,s,%,2,t,5,x,2) =Ry,

t,s,x,7)
m
=Y it s 5Dkt 5, x,2),

k=1

1 A A 1
R (t,s,%2,t,5,x,2) =Ry,

(t,s,x,2)
q
= ZGjRj(t, sxzt,5,x,2).
=1

Let {vi(t),k = 1,2,...} be an orthonormal basis of L2(7")
where the first n basis functions are the empirical functional
principal components (EFPC) of Yi,...,Y,. See Hsing and
Eubank (2015) for principal component analysis of stochastic
processes defined on a general compact metric space. Our result
is presented in the following representer theorem, which proof
is in the supplemental materials.

Theorem 2.1 (Representer Theorem). (a) The solution to the
PLS (11) is

gt,s,x,z) = Z dir(t, s, x,2) + Z Z cii€ij(t,s,x,2), (13)

k=1 i=1 j=1

where &i(t,s,x,2) = [ [ Ri, (s, Xi(t), Xi(s)vi(t')
dt'ds’.

(b) Consider the following standard SS ANOVA model with
a scalar response variable,

Y = Lijg + €ij (14)
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where Yij = (Y, Vj), g € M, Lijg = fT ng(t7 5, Xi(1),
Xi(s))vj(t)dsdt which is assumed to be a bounded linear func-
tional, and ¢;; are iid random errors with mean zero. Then the
estimate ¢ in (11) is the same as the solution to the following PLS

%iilYﬁ—Lﬁg}z

i=1 j=1

where P} is the projection operator onto H} with the inner
product (f,g), in (12), and || - ||« is the induced norm in H7

The representer theorem states that the task of fitting a
function-on-function regression model reduces to the task of
fitting an SS ANOVA model with a scalar response variable. We
now present the computation details. Note that R = R® 4 R!
and it can be shown that

(g’/ / R?,S,X,(t),X,(S)V](t)det> = Z adek,
TIT P
/ / L Xi(0),Xi(s) Vi (D dsdt) = Z Z ckibijils

k=1 I=1
where
azjk=/ / ok (s, Xi(t), Xi(s))vj(t)dsdt,
TJIT
szk1=f / Eri(t, s, Xi(t), Xi(s))vj(t)dsdt.
TJIT
Let Y; = (Yi...Y,)", Y = (¥],....,Y)', d
(dl,...,dm)T, c= (c11,621,...,c,m)T, T be an n? x m matrix

with the (i + (j — 1)n, k)th element as a;j, and X be an n® x n?
matrix with the (i + (j — I)n,k + (I — 1)n)th element as b;j.
Then the PLS (15) reduces to

D301 (70 SV ) T8

i=1 j=1 k=1 I=1

533 DI

i=1 j=1 k=1 I=1

= Ly - Td— 2P + LTz (16)

n 2

Following the above discussion, one may use existing soft-
ware to compute the estimate. Details for solving the PLS (16)
with data-driven smoothing parameters selection methods such
as the generalized cross-validation (GCV) and restricted maxi-
mum likelihood (REML), also known as generalized maximum
likelihood (GML), can be found in Wang (2011). The recent
development in selecting smoothing parameters can be found
in Sun, Zhong, and Ma (2020). Since the reduced models have
n? observations, existing procedures may be infeasible when n
is large. One may consider an approximate solution by using
the first p (p < n) EFPCs. Furthermore, to save computational
time, we propose a backfitting procedure to estimate smooth-
ing parameters. Details about the backfitting procedure can be
found in the Supplemental Materials.

3. Model Selection

In this section, we consider penalized least squares with L;
penalty for model selection and diagnostics. Given an SS
ANOVA model, we can regroup and rewrite the model space
in the form (10). Different regrouping may be considered for
different purposes. For estimation with L, penalty, we usually set
Ho as the space collecting all functions that are not penalized,
and other spaces contain main effects and interactions subject
to penalties. For model selection, we are interested in whether
certain components in the SS ANOVA decomposition can be
eliminated. We may use the same regrouping as (10) with L;
penalties to all components including functions in the space Hg
except for the constant functions. For diagnostics of a specific
model, we are interested in whether a group of components in
the SS ANOVA decomposition can be eliminated. For example,
the NCM is equivalent to all components in (8) equal zero. We
may regroup such that one subspace collects all components in
(8). Consequently, the L; penalty to functions in this subspace
encourages all components in (8) to be simultaneously zero.
For generality, for a given SS ANOVA model, we rewrite the
regrouped model space as

M=HoyoH:1 & &H; (17)

where 7—[0 is a finite dimensional space with an orthonormal
basis {¢1, . .., ), and Hy, . .. ’Hq are orthogonal RKHS’s with

RKsRy,..., Ré, respectively. Note that, as discussed above, each
space 7:[j may include parametric components in the space H,
and multiple components of H1,. .., H,.

Denote the projection of g onto Ho as Z,i":l didi(t, 5, %, 2)
and the RK of M as R. Following the same arguments in Sec-
tion 2.2, we estimate g via the following PLS with L; penalties:

_ZZ iji— / / RtsX,(t)Xz(s)V](t)deﬂ}
i=1 j=1

+ a1 wikldel + 22 Y walIPogll,
k=1 v=1

(18)

where P, is the projection operator onto H,, A and A, are
tuning parameters, and 0 < wj, w2, < 00 are prespecified
weights that can be selected based on some initial estimates.
One may set wi; = 0 when &1 = 1 to avoid penalty to the
constant functions. Note that if one subspace, say 7%1, collects all
components in (8), then ||Pygll = (|1gall® + [lgral 12 + IIg2el 12 +
llgsall® + llgi24l1® + 1lg234l1® + 1lg1234/1*)1/? is a group penalty
that encourages all components in (8) to be simultaneously zero.

As in Zhang, Cheng, and Liu (2011), instead of (18),
Lemma 3.1 indicates that we can solve the following equivalent
but more convenient minimization problem:

_ZZ / / RtsX,(t)X,(s)V](t)det>]

i=1 j=1

+x12wlk|dk|+ronZv '|Pygll? +nZwZv »

v=1
subject to 6, > 0 for 1 < v < g, where A1, 79, and 7} are tuning
parameters.

(19)



Lemma 3.1. Let§ = (01,...,0;)", and 1y = 23/470. If §

1/2_—-1/2

minimizes (18), set §, = 7,"° 7, "*||P,gll, then (@,Q) mini-

mizes (19). On the other hand, if (0, £) minimizes (19), then g
minimizes (18).

We choose to solve (19) since it is similar to the PLS with
L, penalty in (16). The additional penalties on 6,’s control the
sparsity of components in the SS ANOVA model for the purpose
of model selection. Specifically, 6, = 0 implies ||P,g|| = 0. It is
easy to show that the solution to (19) is

= Z dkdgk(t, $,X,2)

k=1

q non

+D w0 )Y gt s x,2),
v=1 i=1 j=1

where &i(t,5,%2) = [; [rR(t5x2t,5,X(t),Xi(s)

vj(t)ds'dt’ and R, is the RK in 7—~{,V Hence, (19) reduces to

" Z Z ( ij Z aijkdy — Z Wy, Oy Z Z Cklbykl)

g(t,s,x,2) (20)

i=1 j=1 k=1 I=1
n n n 5
+ Z wikldkl + 7o Z W3 Oy Z DX cibiucu
i=1 j=1 k=1 I=1
q
+11 ) wab, (21)
v=1
where
G = / / Felt, 5 Xi(0), X:(9)) vy (1) dsdt,
TIT
biju = / / Eu(t, s, Xi (1), Xi(s))vj(t)dsdt.
TIT
Let d = (dla‘~- m)T’ c = (CII)CZIMH)CYLVI) > W2 =
Wy . e s qu) T be an n? x 1 matrix with the (i+(G—1n, k)-

th element as a;j, ¥, be an n? x n? matrix with the i+ (G —

Dn, k + (I — 1)n)-th element as bijkla and ¥ = Z w;vlev):v.
v=1
Then (21) is simplified as

%HY —Td—Xc|)? + 1y Z wikldi| + tocT Te + 1'1sz0
k=1
(22)

subjectto 8, > 0,v=1,...,4.

We use a backfitting algorithm to solve (22). With fixed d and
0, (22) reduces to (16) with a working response Y=Y-Td
Therefore, we can update ¢ using existing methods with 7
chosen by the GCV or the REML method. With fixed ¢ and 7o,
noting that ¥ is linear in @, (22) reduces to the standard LASSO
for a linear regression model subject to constraints on 6. With
fixed @ and t;, we apply an LASSO regularization procedure to
update d with A; chosen by k-fold cross-validation. Then with
fixed d and A1, we apply a constrained quadratic programming
procedure to update . The selection of t; is equivalent to find-
ing M such that wl@ < M. We apply the k-fold cross-validation
or the BIC method to select M. The complete algorithm can be
found in the supplemental materials.
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4. Statistical Properties

In this section, we study consistence and convergence rate of the
regression function estimates ¢ and ¢ as well as their compo-
nents in the SS ANOVA decompositions under both the L; and
L, penalties.

4.1. Loss Function and Regularity Conditions

We will first define a loss function similar to that in Gu
(2013). Denote the least squares as I(g) = fT{Y(t)—
[ 8(t,5,X(1), X(s))ds}* dt = Y721 Qi(g Y) where Qi(g, Y) =

{(Y, v) — (& [+ fTRt,s,x(t),x(s)vj(t)dsdt)M}2. Let D be the
Fréchet derivative with respect to g, u;(g;Y) = DQj(g;Y),
wi(gY) = D*Qj(g: Y), u(g; Y) = Z;'Zl ui(g;Y), and w(g; Y) =
Z?:l wj(g; Y). It is easy to check that the first and second
Fréchet derivatives of Qj(g, Y) at directions h and h; are

ui(gs V) () = — 2 {(Y, —_— /T /T R,,s,xu),x(s)v;-(t)dsan}
X (hl,/ / Rt st x(s) Vi (D) dsdt) pm
TIT
wi(gs Y) (1, ) = 2(0n, /T /T Restoyato ¥i(Ddsdt) a1

x (ha, / [ Ri s x(t),x(5) Vi (D) dsdt) am
TIT
Let go be the true function of g and wj(g; Y) = w;(g; Y) (g, 9)-
We denote
o0
V(g1,82) = 2E[@1©:E{D*(g0)}] = 2E[g12EY _ wi(gos V)}]
j=1

as a quadratic functional, and define the loss function

V() = V(g,8) = 2E[g°E()_ wj(gos V)}I.

(23)
j=1
Note that (g0, [ [ Resx()x(s) vj()dsdt) p4 = 0 when j >
n + 1. Consequently
V(g) = 2E[¢°E{w(go; V). (24)

We shall show that the loss function V(g) is equivalent to the
integrated mean square loss function E(g?) under some condi-
tions. We denote J(g1,£2) = (Pjg1, P{£2)« as another quadratic
functional, and define the penalty function J(g) = J(g,g) =
(Pig: Pig)x = |IP] *g[)2. A quadratic functional V is said to
be completely continuous with respect to another quadratic
functional J, if for any € > 0, there exist a finite number of linear
functionals Ly, ..., Lg such that L;f = 0,j = 1,...,k, implies
that V(g) < €J(g). To derive the convergence rate, we need the
following conditions.

Condition 1. 'V is completely continuous with respect to ] =
|IPigll3-

Condition 1 is satisfied when ¢; < w(go;¥) < ¢ holds
for some positive constants ¢; and ¢;. From Theorem 3.1 of
Weinberger (1974), under Condition 1, there exist eigenvalues
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pk and eigenfunctions Y such that V(Y. ¥j) = &, and
J(Wk, ¥j) = pkdkj where 8y is the Kronecker delta and 0 <

Pk T 0.
Define a quadratic functional as

1 1 A
=D ulgosYigi+ Vg —g) + I, (29
i=1

where g; = g(t,5 Xi(1),Xi(s)) and goi = go(£, s, Xi(D), Xi(s)).
By the Fourier series expansion with basis {1}, we have g =
Yklk¥k and g0 = D i CkoVk. It is easy to show that the
minimizer § of (25) has Fourier coefficients £ = (Bx+Cx0)/ (14
Apk), where B = —n=1 31 u(goss Y)Yk (t, s, Xi (), Xi(5)).

We need the following conditions for the eigenvalues pj and
the eigenfunctions .

Condition 2. For k large enough and some 8 > 0, the eigenval-
ues o satisfy px > Bk" withr > 1land ), Pké'kzo < 0.

Condition 3. For any k and j, var{x(X)¥;(X)w(go(X), Y)} <
c3 with some ¢3 < 00, where ¥ (X) = Y (t,s, X(t), X(s)) and
gO(X) = gO(t> SaX(t)>X(S))-

Condition 4. For gin a convex set By around gy containing g and
& caw(go, Y) < w(g, Y) < csw(go, Y) holds uniformly for some
0<cy <c5 <00

Conditions 1-4 are common assumptions for convergence
rate analysis of the SS ANOVA estimates, which were also made
in Gu (2013). The ), pk{kz,o < o0 in Condition 2 is a special
case in Theorem 9.15 with p = 1 in Gu (2013), and states that
the growth rate of the eigenvalues py is at k", which controls how
fast A approaches zero. Condition 3 requires the fourth moment
of ¢; is bounded. Condition 4 bounds w(g, Y) at g in a convex
set By around go.

4.2. Convergence Results Under L, Penalty

In order to present our theorem, we need the O, notation.
For a sequence of random variables, {A,}, and a sequence of
constants, {a,}, the notation A, = O,(a,), means that {A,/a,}
is stochastically bounded (or bounded in probability). That is,
for any T > 0, there exit a constant K(7) and an integer n(t)
such that if n > n(t), then

P(|A,/a, <K(1))>1—1.

More details and examples of this can be found in Section 1.2 of
Serfling (1980).

Theorem 4.1. Assume that g € M. Under Conditions 1-4, as
A — 0and nA" — oo,

(VAADE —g0) = Op(n™ 1277 4 ).

For the penalized least-square estimation, we transform the
integration in the objection function (11) to a summation cri-
terion by using EFPCs of Y (¢). Different from the proofs of
consistence and convergence rate of function estimation in Gu
(2013), we need to deal with an infinite summation for EFPC
decomposition of Y(¢). The proof of Theorem 4.1 is presented in

the Supplemental Materials. In addition, we derive convergence
rate for each term in the SS ANOVA model as follows.

To study the convergence rate of each component in the
decomposition of g, as Lin (2000), we consider the special
case with 7 = R = [0,1] and g € ®4W£“([O, 11
where ®F W2'([0, 1]) denotes the tensor product of k Sobolev
spaces W3'([0,1]) defined in (6). Then the main effects lies
in WI"([0,1]) and the kth order interactions lies in a tensor
product space of ®kW§”([0, 1]). From the common norm || -
llwy in W7'([0,1]), we can deduce a norm || - llgawy in
the tense product space of ®1W3'([0,1]). For example with

®1 Wg([O, 1]), the norm is ||g(z)||%®qwo = fgz(z)dz. Following
2

Lin (2000), under the condition ¢; < w(go;¥) < ca for some

positive constants ¢; and ¢, we can show that with m > 0 the

norms || - ||§§)qW§" and | - |§§>4W§" = V(-)+|P} - ||2 are equivalent

on the tensor product space ®TW" ([0, 11), and when m = 0 the
2 2 _ vy .

norms || ||®qwg and | |®q wo = V() are equivalent on the tensor

product space ®1 Wg([O, 1]), denoted by || - ”équzm %®qW£"
and || - |2

2 —
BIW? BIWd = V(). From the SS ANOVA

decomposition (7), it is easy to see that

~ -

~|.

lIglgawy = 1>+ llgillyp + llgsllTyp + llgal [y
+ 11813l G2y + 1181l G2y

+ 118242y + 11gsal gy + 1812413 ym + 11234l lGapp
+ ||g1234||é4wgn-

Thence, we have

2 2 2 2 2 2
8120wy ~ 12+ 11811 By + 11851 By + 1184l By + 11813112

2 2 2
+llg1allgayym + l1g24ll g2 yym + 1lg3allgaym (26)
2 2 2
F1lg12allgaym + l1g23allga ym + 1181234l [gayym-
. 2 _ 5 2 —
Since |g|®qu = V(g), we have |g g0|®qWg =

Op(nfl)ﬁl/r + A). Combined with (26), we have the following
corollary.

Corollary 4.1. Assume that g € ®* W3 ([0, 1]), the conditions
in Theorem 4.1 hold, and ¢; < w(go;¥) < c2 holds for some
positive constants ¢; and ¢;. As A — 0 and A" = oo, we
have

181 = gorllfyg = Op(n™1271" + 2, (27)

I=1,3,4 (1,3), (1,4, (2,4), 3,4, (1,2,4),
(2,3,4), (1,2,3,4),

where indices inside each index set I indicate the component in
the SS ANOVA decomposition.

Corollary 4.1 provides convergence rates of the component
estimators in the SS ANOVA decomposition under the inte-
grated mean square loss function. If we set the tuning parameter
Aas A = [n(log n)_”’]_Wwir1 where a > 0, it satisfies that . — 0
and nA%/" — oo. Hence, we have for n larger enough,

n AU — n_(l_%)(logn)_% < [n(logn) =]~ 21,



From Theorem 4.1 and Corollary 4.1, it follows that
0p(n A7V 4 2) = Op([n(log n) =]~ Zwe1).

Furthermore, when r > max{2,2m}, we set A =

[n(log n)’”]_ﬁfr1 ,then A — 0and nA%/" — oco. We have faster

convergence rates for ¢ and its components as
Op(n™ A7 4+ 2) = Oy ([n(log n) =]~ 1),

which is similar to the convergence result in Lin (2000).

4.3. Convergence Results Under Ly penalty

We consider model (5) with g € M where the model space is
given in (17). Write g = g + g'» where g© € Hyand gV €
H1 GB"'EB'H[].Then
wj(g; Y)(h1, hy) = 2(hy, / / Ry x(t),x(oyvj () dsdt) pm
TIT
X (h2>/ / Rt,s,x(t),x(s) Vj(t)det)M
TIT

=2(h1,/ / R o vi(Ddsdt) pm
7 Jr £,5,x(1),x(s) ]

X (hz,/7_/TR?,s,x(t),x(s)Vj(t)dsdt)M
2<h1,/ / ﬁtl»s’x(l‘),x(s)Vj(t)dsdt)M
TIT
X (]’12>/ / I{l V'(t)det)M
L e G A

=)@ Y) +wj gV V),

where RO and R! are the RKs of Hy and H, ®- - - 697:151. The cross
term is zero because 7:10 and 7%1 D

n
2 w) (@@ Y) and w' (g5 V) =
J:

5] 7:[@ are orthogonal to
each other. Let w’(g®;Y) =

n
> wheg®s ).
=1

Define V*(g) =
Jo@®) + J1(g"), where

Vog®) = \/ZE[g(O)zE{WO(g(O); V)L, vig®) =
\/ZE[g(l)zE{Wl(g(l)§Y)}], Jo@”) = kfj |ldkrll = ki|dk|>
=1 -1

Vog®) + Vig®) and J*(g)

4 . .
and J;(gV) = > ||Pygl|. Let gand dy (k = 1,...
j=1
minimizer of (18), and A =
following convergence results.

,m) be the

max{Aj, A2}. Then, we have the

Theorem 4.2. Assume that go € M. Under Conditions 1-4 with
gin Condition 4 being replaced by g, as A — 0 and nA%" — oo,

(V* + 5\’]*)@ _gO) — Op(n—1/25\’—1/27 + XI/Z).

Corollary 4.2. Assume conditions in Theorem 4.2 hold and ¢; <
w(go y) < ¢, holds for some positive constants ¢; and ¢;, as
X — 0and 112" — oo, we have

ldy — dojl = Op(n™VHTV2 4 XV k=1,...,m,
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1Pvg = Pugollyy = Op(n™ /20712 43172

where {dyx} are coefficients of parametric functions in the true
function g.

Proofs of Theorem 4.2 and Corollary 4.2 are given in the
supplementary materials.

Remark. The convergence rate in Theorem 4.2 and the compo-
nent convergence rate in Corollary 4.2 are the square root of the
rate in Theorem 4.1 and Corollary 4.1. This is due to the fact
that the square of L, norm was used in the Section 4.2 while the
L, norm was used in the Section 4.3.

5. Simulation Results

Simulation studies are conducted to evaluate the performance
of the proposed model selection and estimation methods. We
generate data based on model (5) with 7 = R = [0,1]. For
convenience of presentation, let f(f) = fol g(t,5,X(1), X(s))ds.
We consider a factorial design with the following three choices

of f:

ML: f(t) = 1+0.5cos(2mt) + 3X(t) + 3(X(t) — 0.5)(2t — 1)?,

M2: f(t) = 143 [} (2X(s) — Dds +3(t — 0.5)> +10 f; (X(s) —
0.5)((2s — 1)% — 1/3)ds,

M3: f(t) = 1+52X(t) — 1)3+2f01 (2X(s) — 1)ds+5(t —0.5)2.

M1 is an NCM model with g;(t) = 0.5cos(2rt), g3(X(t)) =
3X(#), and g13 = 3(X() — 0.5)(2t — 1)2. M2 is an EFLM
model with g1(t) = 3(t — 0.5)%, g4(X(s)) = 3(2X(s) — 1),
and g4 = 10(X(s) — 0.5)((2s — 1)> — 1/3). M3 is neither
an NCM nor an EFLM model with g(t) = 5(t — 0.5)%,
$X(@) = 52X(t) — 1)3, and 2(X(s) = 2(2X(s) — 1). All
other terms in the SS ANOVA decomposition not mentioned
above are set to be zero. Two choices of sample size n = 40 and
n = 80; and two choices of error standard deviation: o = 0.2
and 0 = 0.5. For M1, we generate X;(t) = aj (cos{2m(t +

iid
ap)} + 1)/2 where aj,ap ~ Uniform(0,1). For M2 and
iid

M3, X;(t) = exp (X (1))/(1 + exp (X[ (t))) where X} (t) ~
GP(0,k), and GP(0,k) is the Gaussian process with mean 0
and Matern kernel k(t,s) = (1+ 8|t —s|) exp (—8|u; — vi]).
We generate observations of Y;(#) on 20 equally spaced grid
points in [0,1]. All simulation are repeated 100 times. In all
simulations in this section and real data examples in the next
section, we compute the approximate estimates using the first
p = 10 EFPCs and estimate smoothing parameters using the
GCV method.

We assume that g € M = ®* W%([O, 1]). It is known that
W%[O, 11=HO @ HD @ H?P which corresponds to constant,
linear, and smooth (nonparametric) functions (Wahba 1990;
Wang 2011). Then

®* W2([0,1])
=H" e H o HP) @ HY @ HS @ 1Y)
1)

® ('H(O) ® ’H(l) (2)) Q (H(O) ® Hil) ®
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=Hy@Y Y Hie 3 3 HE

(28)
k=1 j=1 1<k <ka<4j1,j2=1
o Y ¥
1<k; <ky<k3<4j1,j2,j3=1
® Y M (29)

J1j2,/3,ja=1

where Hy contains constant functions; 7-[,((1) and 7-[]((2) con-
tain the linear and smooth main effects of the kth variable;
7—[,(: i) , ’H,((Ii) , 7—[,((2,1() ,and 'H,(czi) contain the linear-linear, linear-
12 1K2 1K2 1K2

smooth, smooth-linear, and smooth-smooth two-way interac-
tions between the kjth and the k,th variables; and so on. When
fitting the SS ANOVA model under the L, penalty, we regroup
the model space M with

Ho=Hp@ Y H'® Y Hi e Y Hi oML
kel (k1,k2) €l (k1,k2,k3)€l3

collecting all parametric components for I} = {1,3,4},, =
{(1,3),(1,4), (2,4), (3,4}, I3 = {(1,2,4), (2,3,4)}, and each of
the remaining subspaces constitute #; to H,; with g = 10 in
(10). Specifically, H; to Hs collect smooth main effects with
Hi=HY, Ho = HY and Hs = HY Hy = H L 9HL ) @
"H,(ji)z for | = 4,5,6,7 collects the linear-smooth, smooth-
linear, and smooth-smooth two-way interactions between the
kith and the k,th variables for (ki,k;) € I; H; forl = 8,9
collects three-way interactions that involving nonparametric
components for variables in I3, and o collects four-way inter-
actions that involving nonparametric components. Notice that
subspaces containing g», g12, £23, g123 and gi34 are removed
for identifiablity. When fitting the SS ANOVA model with L,
penalty, we use the same regrouping for comparison with the
L, estimates. That is, we set H; = H; for [ = 0,1,...,10 and
enforce L; penalties to all elements in the subspace Ho.

For comparison, we also fit the NCM (4) and EFLM (3)
with reduced SS ANOVA models under conditions (8) and (9),
respectively. We evaluate the performance using the following
integrated mean square errors (IMSE),

1
IMSE = / (F(t) — f(1))2dt.
0

We apply both the L, and L; penalized methods to fit the SS
ANOVA model with all main effects and two-way interactions,
and apply the L, penalized method to fit the NCM and EFLM.
Table 1 presents IMSEs under different simulation settings. The
IMSEs are generally smaller when the error variance is smaller
or the sample size is larger. In general fitting correct models leads
to smaller IMSEs. The proposed general model has comparable
IMSEs with NCM under M1 and comparable IMSEs with EFLM
under M2. Under M3 when neither NCM nor EFLM holds,
the general model has much smaller IMSEs. IMSEs under L,
penalty are larger than that under L,, confirming the theoretical
results in Theorems 4.1 and 4.2 that the PLS estimate under L,
has a slower convergence rate.

For the purpose of selection, we are interested in the nonzero
entries in d and 0. To evaluate the model selection performance,

Table 1. Averages and standard deviations (in parentheses) of the integrated mean
square error (IMSE) for M1, M2 and M3 with sample sizes n = 40 and n = 80 and
error standard deviationso = 0.2and o = 0.5.

n o Method M1 M2 M3
40 0.2 Ly 0.006(0.001) 0.003(0.001) 0.006(0.001)
Ly 0.080(0.019) 0.011(0.008) 0.019(0.006)
NCM 0.003(0.007) 0.321(0.039) 0.152(0.019)
EFLM 0.011(0.002) 0.002(0.001) 0.096(0.049)
40 0.5 Ly 0.017(0.006) 0.010(0.003) 0.017(0.004)
L 0.080(0.032) 0.022(0.010) 0.034(0.007)
NCM 0.016(0.036) 0.323(0.039) 0.158(0.019)
EFLM 0.034(0.011) 0.006(0.003) 0.172(0.064)
80 0.2 Ly 0.005(0.001) 0.003(0.000) 0.005(0.001)
Ly 0.081(0.012) 0.004(0.001) 0.012(0.004)
NCM 0.003(0.017) 0.324(0.025) 0.155(0.013)
EFLM 0.009(0.002) 0.002(0.000) 0.093(0.012)
80 0.5 Ly 0.014(0.007) 0.006(0.002) 0.013(0.002)
L 0.086(0.021) 0.012(0.005) 0.021(0.006)
NCM 0.021(0.050) 0.329(0.025) 0.158(0.013)
EFLM 0.022(0.009) 0.004(0.002) 0.146(0.018)

The smallest IMSE among four methods for each data example is presented in bold.

Table 2. Averages and standard deviations (in parentheses) of specificity (SPE),
sensitivity (SEN), and Fy score for M1, M2 and M3 models with sample sizes n = 40
and n = 80 and error stadard deviations o = 0.2 and o = 0.5.

n o SPE SEN Fi
40 02 M 0.929(0.064) 0.997(0.033) 0.849(0.126)
M2 0.928(0.053) 0.977(0.085) 0.828(0.093)
M3 0.872(0.065) 1.000(0.000) 0.806(0.086)
05 M 0.895(0.049) 0.997(0.033) 0.777(0.084)
M2 0.932(0.054) 0.98(0.080) 0.841(0.107)
M3 0.842(0.068) 1.000(0.000) 0.768(0.082)
80 02 M 0.944(0.061) 1.000(0.000) 0.881(0.122)
M2 0.938(0.067) 1.000(0.000) 0.870(0.130)
M3 0.972(0.039) 1.000(0.000) 0.951(0.065)
05 M 0.907(0.065) 1.000(0.000) 0.808(0.115)
M2 0.920(0.070) 0.997(0.033) 0.833(0.127)
M3 0.908(0.049) 1.000(0.000) 0.850(0.070)

we compute three criteria: specificity (SPE), sensitivity (SEN)
and F; scores:

TN
SPE = —,
TN + FP
TP
SEN = —,
TP + FN
2TP
Fil=————,
2TP + FN + FP

where TP, TN, FP and FN are the numbers of true positives, true
negatives, false positives and false negatives. Here we consider
the nonzero parametric or nonparametric components in (19)
as true positives and the corresponding nonzero entries in the
estimates d and @ as identified positives.

Table 2 presents sensitivities, specificities, and F; scores.
Overall, the proposed method performed very well under all
simulation settings. The selection performance improves as
sample size increases or error variance decreases.

6. Real Examples

In this section, we illustrate the proposed method using four real
data examples.



Example 1. (Canada weather). Weekly temperature and precip-
itation were collected from 35 Canadian weather observation
stations, and the goal is to study the relationship between tem-
perature (X(t)) and precipitation (Y (t)). Ramsay, Hooker, and
Graves (2010) fitted the CLM and FLM models.

Example 2. (Gait curve). The gait curve data consist of move-
ment cycle curve of hip and knee angles in degrees of 39 boys
(Ramsay and Silverman 2006). Relationship of knee angle curve
(Y (#)) and hip angle curve (X(#)) is studied. We fit the proposed
model and check the NCM model.

Example 3. (Growth curve). The growth curve data consist of
heights of 39 boys and 54 girls from age 1 to 18 (Jones and Bayley
1941). Regarding the first derivative of growth curve as the
response Y (¢) and the growth curve as the covariate X(t), Verze-
len, Tao, and Miiller (2012) studied the dynamics of girl growth
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Table 3. Model selection results from the PLS with L; penalty.

Function components

Data g1 93 94 913 914 934 924 9124 9234 G1234
Weather 1 0 1 0 1 1 1 0 0 0
Gait 1 1 0 1 0 0 0 0 0 0
Growth 1 1 0 1 1 0 1 0 0 1
GE/JPM 1 1 0 0 0 0 0 1 1 1
IBM/JPM 0 1 0 1 0 0 0 0 1 0

NOTE: The selected and removed components are denoted by 1s and 0s, respec-
tively.

by a nonlinear dynamic systems. We fit the proposed model
and check the NCM model in Verzelen, Tao, and Miiller (2012).
We use functions in the £da R package, smooth.basis and
deriv. fd, to smooth the growth curves and then compute
their first derivatives.
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Figure 1. 3D-plots for estimates of the function g(t, s, x, z) or interaction. Gait data: (a) g as a function of t and x, (b) the interaction g13 as a function of t and x; Weather
data: (c) g as a function of t and s with x and z fixed at their mean values, (d) g as a function of x and z with t and s set to be the value of the 10th observation time.
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Table 4. Mean square prediction error (MSPE) and their standard deviations (in parentheses) based on 10-fold cross-validation for each real dataset.

Weather Gait Growth GE/JPM IBM/JPM
L1+12 0.537(0.737) 0.106(0.029) 0.204(0.08) 0.470(0.445) 0.509(0.341)
L1 0.592(0.373) 0.261(0.034) 0.245(0.097) 0.553(0.561) 0.552(0.375)
L2 0.540(0.694) 1.797(1.083) 0.620(0.053) 0.496(0.477) 0.561(0.371)
EFLM 0.371(0.502) 1.043(0.592) 0.659(0.103) 0.64(0.663) 0.577(0.362)
NCM 0.669(0.512) 0.079(0.017) 0.208(0.081) 0.588(0.473) 0.516(0.353)

The smallest MSPE among four methods for each data example is presented in bold.

Example 4. (Stock price). We collect weekly stock prices of GE
(General Electric), IBM (International Business Machines), and
JPM (JP Morgan Chase & Co.) from 1996 to 2015. The goal is to
study the relationship between two stock prices. For illustration,
we build two models to investigate how weekly GE prices or IBM
prices (Y (#)) depend on weekly JPM price (X(¢)).

Data in Example 1-3 can be found in the £da R package,
and stock data in Example 4 will be provided with code in the
supplements. We transform the domains and ranges for all real
data examples such that 7 = R = [0, 1]. We consider model (5)
for all real data examples withg € M = ®* W%([O, 1]) and the
same SS ANOVA regrouping as discussed in Section 5 including
all high-order interactions.

We first apply our model selection method with L; penalty.
We avoid the selection of the constant function by setting w; =
0 where ¢; = 1. Table 3 lists the selected components. For
Gait data, the selected model reduces to an NCM model which
indicates that the knee angle depends on the current time and
current hip angle only. The other selected models contain com-
ponents that are functions of X(#) and X(s), indicating that Y (¢)
depends on both current values and the whole function.

After selection with the L; penalty, we then use the PLS with
L, penalty to estimate the selected models. Figure 1 presents
the 3D-plots for Gait and Weather data. Note that the selected
model for Gait data is an NCM model, which only depends
on current time ¢ and x. Therefore, to visualize the estimate of
function g(t, s, x, z) and two-way interaction g3, we construct
3D-plots of g against (t,x) and g3 against (¢, x). For Weather
data, we construct 3D-plots of g(t,s, x,z) against (f,s) with x
and z fixed at their mean values, and 3D-plots of g(t,s,x,2)
against (x, z) with f and s set to be the value of the tenth obser-
vation time. The 3D plots show complex interactions between
variables.

To evaluate the prediction performance, we consider three
approaches to fit model (5): PLS with L, penalty (denoted as
L,), PLS with L; penalty (denoted as L;), and PLS with L,
penalty after selection with the L; penalty (denoted as L; +
L,). For comparison, we consider EFLM and NCM with PLS
subject to the L penalty. We use 10-fold cross-validation to
show performance of prediction from the five fitted methods
and average the prediction errors on the test fold. For each real
data example, we compute the mean square prediction error
(MSPE)

1 ,
(Yi(t) — ¥ (1)),

10
1
MSPE = —
e 2,
j=1 iejth fold
where f/i(_j)
the jth fold.

(t) is the prediction of Y;(f) without using data in

MSPE?s are listed in Table 4. For the Weather data, the EFLM
has the smallest MSPE. For the Gait data, the NCM has the
smallest MSPE, which agrees with model selection result. For
the Growth and Stock price data, the propose general model has
smaller MSPEs. Overall, the L; + L, approach performs well.

7. Conclusion and Discussion

In this article, we developed a unified framework for estimation,
model selection, and theoretical study for function-on-function
nonparametric regression. We proposed a flexible function-on-
function nonparametric regression model that includes concur-
rent linear model, function linear model, extensions of function
linear model, and nolinear concurrent model as special cases.
We modeled the regression function using SS ANOVA decom-
position of a tensor product of RKHS’s. We fitted the model
using penalized least squares with L; or L, penalty. The L;
regularization can be used to select important components in
an SS ANOVA model and check the adequacy of existing mod-
els. Consistency and convergence rates of regression function
estimation were obtained. We note that the proposed estimation
and model selection methods apply to existing models which are
special cases of the proposed general model, and the theoretical
results fill the gaps in the literature.

It is not difficult to extend the proposed methods to fit non-
parametric scalar-on-function and function-on-scalar regres-
sion models. For simplicity, we considered the case where func-
tional data were observed at equally spaced points in our simula-
tion. When functional data are observed at irregular points, we
can estimate each function first using any existing smoothing
methods, and then apply the proposed method (Yao, Miiller,
and Wang 2005a; Zhang and Chen 2007). Future research topics
include extending the proposed model and methods to more
complex data such as repeated measures, developing methods
and theories with sparse and irregular functional data, and
developing computational methods for big data.
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