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ABSTRACT

LoRa has seen widespread adoption as a long range IoT technology.
As the number of LoRa deployments grow, packet collisions un-
dermine its overall network throughput. In this paper, we propose
a novel interference cancellation technique — Concurrent Inter-
ference Cancellation (CIC), that enables concurrent decoding of
multiple collided LoRa packets. CIC fundamentally differs from
existing approaches as it demodulates symbols by canceling out all
other interfering symbols. It achieves this cancellation by carefully
selecting a set of sub-symbols - pieces of the original symbol such
that no interfering symbol is common across all sub-symbols in
this set. Thus, after demodulating each sub-symbol, an intersection
across their spectra cancels out all the interfering symbols. Through
LoRa deployments using COTS devices, we demonstrate that CIC
can increase the network capacity of standard LoRa by up to 10x
and up to 4x over the state-of-the-art research. While beneficial
across all scenarios, CIC has even more significant benefits under
low SNR conditions that are common to LoRa deployments, in
which prior approaches appear to perform quite poorly.
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1 INTRODUCTION

Deployed globally, LoRa [1] has emerged as a dominant IoT connec-
tivity technology, enabling applications such as smart cities [2,3],
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Fig 1: Standard LoRa decoding under no collisions — each symbol
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Fig 2: Standard LoRa decoding under collisions results in multiple
frequency peaks causing confusion. CIC removes these interfering
frequency peaks.

smart agriculture [4,5], and industrial IoT [6,7]. In a LoRa deploy-
ment, IoT devices, spread across a large spatial extent (several sq.
km.), transmit uplink messages to a LoRa gateway. These messages
are typically transmitted in response to physical sensory events at
unpredictable times. Given their large range, several independently
administered LoRa networks often interfere with each other [8].
Consequently, as LoRa gains popularity, packet collisions in LoRa
networks significantly undermine their capacity [9, 10].

LoRa uses Chirp Spread Spectrum (CSS) modulation, where the
data symbols (each data symbol encodes multiple bits) are trans-
mitted as chirps - signals with linearly increasing frequency. Use
of chirps enables long distance communication and provides im-
munity against interference from other transmissions [11]. The
standard Commercial Off The Shelf (COTS) LoRa receiver can only
decode one packet at a time. Recently, several research efforts have
attempted to exploit LoRa’s underlying robustness to interference
to resolve collisions, thereby improving network capacity [12-14].

The key contribution of this paper is a novel demodulation tech-
nique, Concurrent Interference Cancellation (CIC)!, that enables de-
coding of multiple colliding packets from COTS LoRa devices. Our
deployments indicate that CIC can increase network capacity by a
factor of 10X compared to LoRa gateways and 4x compared to the
state of the art in research.
1Unlike Successive Interference Cancellation that iteratively decodes and cancels

packets with varying power levels, CIC decodes symbols in parallel, unaffected by
variations in signal power levels.
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Fig 3: An example illustration of CIC

A standard LoRa receiver “de-chirps” each received symbol by
multiplying it with a down-chirp, a chirp of linearly decreasing
frequency. De-chirping converts a LoRa symbol into a sinusoid
with a fixed frequency, unique to that symbol. Fourier transform
(FFT) is then used to identify this frequency and hence the symbol.
Figure 1 illustrates the decoding of symbol C! of a collision-free
transmission (Tx 1), whose de-chirping generates a sinusoid of
frequency f1.

In a multi-packet collision, the received signal is a superposi-
tion of several interfering transmissions. De-chirping the received
symbol r(t), results in a superposition of multiple sinusiods (in-
stead of one), each with a frequency corresponding to one of the
interfering symbols. An FFT of this received symbol then results
in a clutter of multiple frequencies. The standard LoRa receiver is
unable to determine which of these frequencies corresponds to that
of the symbol being decoded. Figure 2 illustrates this for a 3 packet
collision scneario.

Existing techniques treat multi-packet collision decoding as a
matching problem, where detected peaks are matched to their corre-
sponding transmitters (as discussed in Section 2) based on features
unique to symbols originating from a single transmitter. Choir [14]
exploits the uniqueness of the transmitters’ Carrier Frequency Off-
sets (CFO), mLoRa [15] and CoLoRa [16] group symbols based on
the similarity in their received power levels. FTrack [12] groups
symbols based on their start times using a sliding STFT.

CIC takes a distinct approach to multi-packet collision decoding.
Rather than treating it as a symbol-to-transmitter matching problem,
it cancels out all interfering symbol frequencies, leaving behind only
a single frequency peak, that of the symbol being decoded (Figure 2).
In order to achieve this cancellation, CIC exploits variations in
spectral content across various sub-parts of the symbol.

For every interfering transmission Tx i, as it transitions across its
symbol boundary, the previous interfering symbol C Ii,rev is replaced
by the next interfering symbol Cfl ext- Between any two interfering
symbol transitions however, the set of interfering symbols does
not change. Based on this observation, CIC defines sub-symbols i.e.
pieces of r(t), whose boundaries align with symbol boundaries of
transmissions. CIC determines these boundaries by determining
the start of each received LoRa packet using preamble detection.
Since symbol duration is known for a LoRa network, we extrapolate
the start of each packet to determine the corresponding symbol
boundary. For example, in Figure 3, r1—2(t) represents the part of
r(t) from the start of C! to the start of C,zlext and r3—4(t) from the
start of C?lext to the end of C!. CIC then selects the Interference
Cancelling Sub-Symbols Set (ICSS), a set of different sub-symbols,
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such that there is no interfering symbol that is common across all
of them. In our example, {r1—z(t),r3—4(#)} is an ICSS. ri—2(t)
experiences interference from symbols {Cjz,rw, Czrev}, since none
of the interfering transmissions have crossed their respective sym-
bol boundaries. Similarly, r3—,4(t) experiences interference from
symbols {Cflext, Cflext}, since all of the interfering transmissions
have crossed their respective symbol boundaries. The only com-
mon symbol to both sub-symbols is C! and there are no common
interfering symbols.

CIC then de-chirps each of the sub-symbols in the ICSS by com-
puting an FFT. There will be no interfering frequency peak that
is common across all these FFTs, since they have no common in-
terfering symbol by construction. Next, CIC performs a spectral
intersection (Section 5.2) of all these FFTs which is an equivalent
of set intersection for spectra. This operation removes all the in-
terfering symbol frequencies, leaving behind only one frequency
corresponding to the symbol to be decoded, as illustrated in Fig. 3.

Choosing shorter time-span sub-symbols however, comes with a
drawback. Heisenberg’s Time-Frequency uncertainty principle [17]
dictates that using shorter time-span windows will adversely effect
frequency resolution in the FFT. At lower resolutions, cancellation
is harder as close peaks merge or overlap with one another. Thus,
different choices of ICSS provide different levels of cancellation.
Since r1—2(t) and r3—4(t) each have a small time span, this choice
does not provide the best cancellation. As described in Section 5,
guided by the Heisenberg’s uncertainty principle, CIC chooses the
optimal ICSS that maximizes the cancellation.

In cases where two or more of the interfering transmissions are
received at a high power and have symbol boundaries close in time
and in constituent frequencies, CIC may only be able to cancel
them partially. To resolve such cases we propose a novel technique,
Spectral Edge Difference (SED), that relies on the property that
while the constituent frequency of the symbol being decoded will
be present at both ends of the symbol, this will not be true for
interfering transmissions. We find that using additional features
unique to each transmitter, such as Carrier Frequency Offset (as
proposed in [14]) and received signal power (as employed in [16])
to filter possible candidates improves performance.

We have implemented CIC-based decoding as a python library,
and also in Matlab, all available at 2. A key feature of CIC is that it
can be decoded symbol-by-symbol for each transmission indepen-
dently, making it extremely parallalizable and amenable to efficient
multi-threaded implementation. We have tested the efficacy of CIC
in various indoor and outdoor environments, while comparing its
performance to standard LoRa as well as prior state of the art. Our
deployment tests indicate that CIC significantly outperforms ex-
isting techniques in both high SNR scenarios as well in large area
deployments where the received signal strength can be close or
even under the noise floor.

In summary, we make the following contributions.

e We propose a novel LoRa demodulation technique, Concur-
rent Interference Cancellation (CIC), that can decode multiple
concurrent LoRa transmissions by canceling symbols from in-
terfering transmissions.

Zhttps://github.com/osama4933/CIC
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e Through several indoor and outdoor deployments using COTS
devices we show that CIC significantly outperforms LoRa (10x)
as well as state of the art collision decoding techniques.

e We provide python as well as Matlab implementations of CIC
for public use.

2 RELATED WORK

As discussed in Section 1, during a packet collision, a LoRa decoder
sees multiple peaks instead of one (Figure 2), each corresponding to
an interfering symbol. The approach taken by all existing works has
been to match and group all discovered symbols to their corresponding
transmitters based on certain features common to them.

Choir [14] exploits the fact that different transmitters have differ-
ent Carrier Frequency Offsets (CFO) and groups symbols with the
most similar CFOs. FTrack [12] generates time-frequency tracks of
the various symbols in the received signal by employing sliding win-
dow Short Term Fourier Transforms (STFT) on the de-chirped signal.
It uses a fixed window size of one symbol duration while sliding,
due to which FTrack achieves best possible frequency resolution at
the cost of worst time resolution. FTrack performs well in high SNR
scenarios but its accuracy degrades in low SNR since its thresholds
fail to extract accurate frequency tracks from a noisy spectrogram.
Moreover, sliding the window sample by sample incurs computa-
tional overheads. Following FTrack, more recent works have also
leveraged the packet structure and cyclicity of CSS to estimate the
start of a message and decode multiple packets from the collided
signal [13,16]. mLoRa [15] and CoLoRa [16] group symbols based
on the similarity in their received power levels. mLoRa proposes
a Successive Interference Cancellation (SIC) technique that itera-
tively assigns the highest powered symbols to a single transmission
and then removes them from consideration for the next iteration.
CoLoRa [16] groups symbols with similar peak(power) ratios across
windows to a transmission with the assumption that the received
power is consistent throughout the packet. NScale [13] focuses on
collision resolution in low-SNR conditions using non-stationary
scaling to match data symbols to packets. NScale achieves the sym-
bol error rate of FTrack over a range of SNRs.

In contrast to past approaches, CIC cancels out the interference by
combining spectra obtained from different parts within each symbol.
One of the major differences between existing works and CIC is
the use of temporal variation of spectral content of a single symbol.
Majority of the existing works use a fixed, large window size to
perform FFT; although that leads to high frequency resolution,
longer windows have limited time resolution. Therefore, timing
information of interfering symbols is unavailable in current works.
CIC chooses an optimum set of interference cancelling sub-symbols
that provides both time and frequency resolution.

3 LORA DECODING BACKGROUND

In this section we provide the necessary background on LoRa PHY
layer required in the rest of the paper.

Chirp Modulation in LoRa. In LoRa, every data symbol Cy is
derived by shifting the fundamental symbol Cy by a frequency fy.
Co is a chirp with its instantaneous frequency increasing linearly
with time t from —g to % over a symbol duration T, where B is
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the bandwidth of transmission.

Cs(t) = Colt)- eIt (1)
; B 2 B
Co(t) = sar{osie Zt),OStSTs )
0, otherwise

SF
InEqn 1, ¢ € {0,1,--- ,25F _ 1} and Ty = %. The spreading
factor, SF € {7, 8,9,10, 11, 12}, fixed for each LoRa packet, dictates
the transmission data rate. Using a larger SF extends transmission
range at the cost of using a lower data rate.

N .

+ FFT fo
Previous | _ |

" Window ' Symbol F—

Symbol
Fig 4: Demodulation in LoRa

Demodulation Using De-chirping in Standard LoRa. To de-
modulate a symbol, the LoRa demodulator must estimate fj. A
LoRa receiver first de-chirps a symbol by multiplying it with down-
chirp Cj(t), the complex conjugate of Cy, over a window aligned
with the symbol’s boundaries (Eqn 3). De-chirping converts the
symbol into a sinusoid of constant frequency f. fy is recovered by
locating the peak in an FFT of the de-chirped symbol (Figure 1).

Cp(OCy(t) = Pt (3)
O(Cy (1)) = FFT(Cy()Cy (1)) = sinc(Ts(f = f3))  (4)

InEqn 4, ®(Cy (t)) represents de-chirping and a 25F point FFT over
a symbol Cy (t).

Carrier Frequency Offset (CFO). Carrier Frequency Offset (CFO),
8f, is the small difference in generated carrier frequencies between
the transmitter and the receiver due to manufacturing imperfec-
tions. CFO manifests itself as a constant shift in the estimated
symbol frequency so that the peak of a symbol Cy; would be located
as fg + 8f. Consequently, receivers must estimate and subtract & f
Packet Detection using the LoRa Preamble. Before the receiver
can begin demodulating, it must first reliably detect the onset of a
new transmission, determine the exact positions of the boundaries
of the symbols within the packet in order to perform de-chirping
and FFT and, estimate fy. A preamble preceding the data symbols,
facilitates all these functions(Fig. 5). The LoRa preamble comprises
a sequence of 8 consecutive Cy symbols, followed by two SYNC
symbols Cx, Cy (x # 0,y = x + 8) and 2.25 down-chirps Cj. To
detect a new transmission, the receiver continuously de-chirps and
performs an FFT until it finds 8 consecutive peaks with the same
frequency. The SYNC words and down-chirps then help locate the
packet’s symbol boundary positions, §f estimation and to confirm
onset of a new packet.

4 LORA DECODING UNDER COLLISIONS

In this section we extend the discussion in Section 3 to a multi-
packet collision scenario.

LoRa Demodulation during a collision. During a packet colli-
sion (Fig. 8), the received signal is a superposition of multiple LoRa
receptions, each starting at a different time, with a different symbol
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Fig 5: A LoRa Packet

boundary and at a different received power level. Fig. 6 illustrates
the demodulation of a LoRa symbol C! from transmitter 1 during an
N packet collision. Since symbol boundaries of colliding transmis-
sions are not aligned, C! overlaps partially with two consecutive
symbols from each interfering transmissions — C;imzv and CL, ,
from transmitters 2 < i < N corresponding to de-chirped frequen-
cies j;irev and f,fext respectively. 7; depicts the time difference of
symbol boundaries between 15 and i*" transmission. We assume
that the receiver has accurately determined the symbol boundaries
as well as the CFO for transmitter 1 using preamble detection (as
described in Section 5.8) §' represents the difference of the i*" trans-
mitter’s CFO from that of transmitter 1. The received signal symbol
r(t) (with t = 0 at the start of C!), during the collision is given by,

r(t) = AiCy, (1) +I1(1) ©)
i=N i
rsis | Chreo(t+Ts = )W (L)
I(t) = Ajel2mdit | Tprev 6
(0 = QM i wE | ©
(1 if ost<1
w() = {0 otherwise )

In Eqn 5, I(t) is the interference. The window functions W(i) and
W( prw and C}
with C 1 and have widths Ts — 7; and 7; (Figure 6) respectively. A; is

) represent the partial overlap regions of C next

received signal amplitude from i’ h transmitter. Demodulating r(t)
by de-chirping and FFT, results in 2(N — 1) peaks corresponding to

the 2(N — 1) partially overlapping interfering symbols, Cy,..,, and
Cn ext and one peak corresponding to symbol C 1
o(r(1) = Assine (T(f = F1) +1(f) (8)
i=N A (F_ fi _ - _ i
1 =y, wl (80 = freo-afi=00)
24 gsine (T, - ) (f  floey - A - 89)
B
Afi = = (ZS_F) (10)

In Eqn 8 I(f) is the interference, f" fiext’ and ﬁrev are the chirp
start frequencies for C1,C} preo and, Ci Eqn 8, shows that the

next:

TSA—T,’ and ‘3—; depending on the
received power as well as the time difference in symbol boundaries
7;. Fig. 12 depicts LoRa demodulation of 6 colliding transmissions
(at SF=8) using COTS LoRa devices. Red circles indicate interfering
transmissions while the green circle indicates the true peak. In

Fig. 12, there are 3 peaks higher than the true peak corresponding

height of the interfering peaks are

Fig 6: Collision
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to the symbol being decoded. This occurs because, the received
powers of the interfering transmissions can be stronger than the
one being decoded.

5 CIC

As described in Section 4, in the event of an N packet collision,
the received signal of the symbol being decoded, r(t) (Eqn 5), com-
prises a superposition of 2(N — 1) interfering symbols in addition
to the symbol of interest (C!). Consequently, the de-chirped signal
comprises 2N — 1 frequencies instead of one. CIC exploits tem-
poral variations in spectral content of the symbol as interfering
transmissions transition through their respective symbols. The key
observation that drives the design of CIC is that none of the interfering
symbols span the entire symbol duration while C' does.

CIC selects a specific set of sub-symbols (parts of the symbol

being decoded) such that none of the interfering symbols is common
across all these sub-symbols. Such a set of sub-symbols is deemed
the Interference Cancelling Sub-Symbol Set (ICSS). This means
that the only common frequency across all sub-symbols in an ICSS
will be C1, as it is present in all sub-symbols of r(t). By estimating
spectra for all sub-symbols in the ICSS and extracting the common
frequency, CIC removes all interfering symbols while retaining the
frequency f? corresponding to C1.
Sub-Symbols. A sub-symbol r;—, ;(t) is a part of the received sym-
bol r(t) that start at t = 7; and ends at ¢t = 7;. Recall that t = 7; is
the symbol boundary of the ith transmission when it transitions
from Cj,.,,, to Cnext (Section 4,Figure 6).

prev
r(t) if
0

T <t <7j
otherwise

rj—yj(t) = 1=0,7n+1 = Ts (11)
As an example, Figure 7 depicts the set of sub-symbols rj— ;41 (t).
The key property common to these sub-symbols is that each of

the sub-symbols comprises exactly N — 1 interfering symbols —
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{Ciext, e ,C,iu,xt} U {Cli;;lev, ,C;)Vrev}. This is because, trans-
missions 2 < k < i, have already transitioned from Cllgrev to Cﬁext
prior to t = 7; and thus all of f;crev are absent and all f,fext are

present. On the other hand, transmissions i < k < N have not yet
transitioned to transmitting the symbol Cﬁext’ thus for all these
transmissions, all fr{‘ext are absent and ]%‘rw are present. Thus,
the spectrum of their de-chirped versions ®(rj—i+1(#)) (Eqn 4),
comprises a set of exactly the N frequencies F(ri—i+1) = {f'} U
nzext’ U riext} U {];;:—év’ e ’fpl\rjez;} (Figure 7)' fl’ thefrequency
of the symbol to be decoded will be present in all sub-symbols since it
is present throughout r(t).
Interference Cancelling Sub-Symbol Set (ICSS). Consider the
set of sub-symbols {r12(#), rN—nN+1(2)}. F (ri—2(t)) comprises
of the frequencies {f1} U {j;}reu, e ,j;,l\,]ev} as none of the symbols
have transitioned to their next symbol. F (ry—,n+1(#)) comprises of
the frequencies {f1} U { nlext, e ,ff,:{zxt} as all of the symbols have
transitioned to their next symbol. Thus, no interfering symbol fre-
quencies are common across this set of frequencies. Consequently,
{r1i-2(t), rN—>N+1(t)} is an example of ICSS.
A Strawman-CIC. To provide an intuition into how CIC works, we
consider a Strawman-CIC that uses the ICSS {r1—2(¢), rN—N+1(£) }.
The only constituent frequency common to these two sections
is f1. Thus, f! can be extracted by estimating all the frequen-
cies in F(r1—2(t)) and F(ry—n+1(t)) and finding F(ri—-2(¢)) N

F(rn—nN+1(t)) (Figure 9). As we discuss later in this section, Strawman-

CIC’s performance is adversely affected by loss of spectral reso-
lution as dictated by Hiesenberg’s Time-Frequency uncertainty
principle.

5.1 Time-Frequency Uncertainty

Heisenberg’s time-frequency uncertainty principle states that es-
timating frequencies over signals with short time-spans result in
poor frequency resolution. Specifically, estimating the frequency
spectrum using a sub-symbol with a smaller time-span %, will re-
duce the spectral resolution to % (B is the bandwidth of the signal
and K is a constant), making it difficult to distinguish between two
symbols whose frequencies are less than I% apart.
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This is illustrated in Figure 15, which shows the spectrum esti-
mated for a signal with 5 interfering symbols using progressively
smaller sized time-spans 7. As seen in Figure 15, when 7 is large
(Ts/2), all the five peaks corresponding to the five symbols are
distinct. However, as 7 decreases, the frequency resolution of the
spectrum decreases and the peaks merge into a single peak at 7 = %.
This loss of resolution adversely effects CIC, as the peaks in spectral
estimates merge into one another when using sub-symbols with a
short time-span.

5.2 Spectral Intersection

CIC attempts to find the common frequency across all sub-symbols
in an ICSS, each estimated with a different frequency resolution
since their time-spans may be different. The process of extracting
frequencies in spectra is achieved by detecting peaks in the spectra;
it requires careful choice of thresholds to reject false peaks arising
out of noise, without missing the right ones, and can be error
prone. Finding constituent frequency peaks separately for each of
the spectra in an ICSS and then set intersection results in errors
incurred at each step to accumulate, leading to poor cancellation.
Rather than extract peaks for each of the spectra separately, CIC
first computes a Spectral Intersection by computing the minimum
energy across all the spectra at each frequency. Spectral intersection
is illustrated for Strawman-CIC in Figure 11, where, after taking the
minimum energy in the spectra of ®; and @ at each frequency, only
peaks that are located at common frequencies f? and f¢ remain.
Now peak detection needs to be performed only once to extract the
common frequencies, making the process less error prone. Note
that, prior to computing the intersection, all estimated spectra must
be normalized to have unit energy to eliminate scaling effects due
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to different sized windows. In this paper, we shall use ®; N @3 to
denote the spectral intersection operation using minimum.
Properties of Spectral Intersection. Spectral intersection has
some key properties that CIC exploits in its design.

e P1 :it is commutative and associative, as inherited from the
Minimum operation.

e P2:when two spectra have different frequency resolutions, the
operation preserves the higher resolution at each constituent
frequency.

The illustration in Figure 11 provides an intuition into property P2.
In Figure 11, ®; has a lower resolution estimate on frequency f° b
but a higher resolution estimate for f¢ while the vice-versa is true
for ®3. Computing the spectral intersection takes the minimum at
each frequency and hence preserves the best resolution for both
frequencies.

5.3 Effect of Poor Frequency Resolution on
Strawman-CIC

In order to motivate our design of CIC we start by showing how
time-frequency uncertainty adversely effects Strawman-CIC. The
time-spans of r1,2(t) and ry—N+1(f) are 71 and Ts — 7 respec-
tively. Assuming that the symbol start times of all colliding trans-
missions are uniformly distributed in the interval (0, T;), the ex-
pected values of 7; and Ty — 7 are both % 3. Consequently, the
corresponding spectral estimates have a frequency resolution of
%, making it hard to separate two constituent frequencies that are
within this resolution. Figure 10 illustrates the effect of this lower
frequency resolution estimates on CIC, where energy from each
frequency spills over in its neighborhood. Instead of a clean sharp
peak as illustrated in Figure 9, the resulting spectrum comprises
multiple wide interfering peaks in Figure 10, rendering cancellation
ineffective.

5.4 Design of CIC

CIC aims to pick an ICSS that best preserves the frequency resolu-
tion for each of the constituent frequencies. This choice not only
preserves the maximum resolution for 1, making it easy to extract
its peak, but also aids in sharply canceling the other interfering
peaks.

3The expectation of the minimum of N uniform random variables

150
Frequency Bin (Symbol)

Fig 13: Effect of loss of resolution in Straw-
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Fig 14: Interference Cancellation in CIC
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T; Tit1 Ty i
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Fig 16: Canceling a single interferer in CIC

How to cancel a specific interfering transmission at the best
possible resolution. An interfering frequency ﬁf,w is present
throughout the section r1—,;(t) - a time-span of z;. Thus, the maxi-
mum achievable frequency resolution for fpireu can be obtained in
the spectrum estimate ®(r;—;(t)) is given by B%. Similarly, the
best frequency resolution for fniext is achieved from the spectrum

. .. To—1;
estimate ®(r;—,n+1(t)) is given by B STSTL

. As depicted in Figure 16,

F(r1—i(t)) does not have fr: ex Since the transmission only switches
to frfext fort > 7;. Similarly, F(r;— n+1(t)) does not have erev since
the the transmission has already switched to frfext att = 7;. Thus,
F(r1-i(t)) NF(ri—N+1(t)) will not have the frequencies ]f,frev and
it Further, ®(r1-;(t)) and ®(r;—n(t)) will also have the high-
est possible frequency resolutions for f3,., and f,,,, following
property P2 of spectral intersection, ®(r1—;(¢)) N D(rin+1())
will remove j;frev and ; at their respective maximum possible
frequency resolutions.
The Optimal Choice for ICSS. CIC constructs ICSS with 2N — 1
sub-symbols, comprising all pairs r1—;(t), rin41(¢) for2 <i < N
and finally r(t) itself. Each pair, r1;(t), ri—N+1(t) cancels the ith
transmission at their corresponding highest possible frequency
resolutions. Following properties P1 and P2 of spectral intersection,
computing a spectral intersection over the ICSS will cancel all
frequencies at their highest possible frequency resolutions. Finally,
the inclusion of r(t) ensures that f1 is recovered at the highest
possible resolution. Thus, CIC computes the spectral intersection

1
nex
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Fig 17: Cancellation in CIC

as,

1

=N
Pcre(r(t) = ﬂ(¢’(rHi(t))ﬂ<I>(ri_>N+1(t)) Na(r(1)) (12)
i=1

To provide an intuition into how CIC removes interfering sym-
bols, Figures 12, 13,and 14 depicts demodulation of 6 colliding trans-
missions (at SF=8) using COTS LoRa devices using Standard LoRa,
Strawman-CIC, and CIC respectively. Red circles indicate interfer-
ing transmissions while the green circle indicates the true peak.
In Figure 12, four interfering peaks have higher energy than the
true peak corresponding to the symbol being decoded. This oc-
curs because, the received powers of the interfering transmissions
can be stronger than the one being decoded. While Strawman-CIC
does eliminate some of interfering symbols, it suffers due to lack
of frequency resolution (Figure 13). However, CIC is able to ex-
tract the correct frequency while preserving the highest frequency
resolution.

5.5 Extent of CIC Cancellation

In this section we try and answer the question, “How much can-
cellation can CIC offer and what factors does it depend on?” The
conjunction of two events make cancellation hard. First, an in-
terfering symbol overlaps to a large extent with the symbol of
interest (Min(t;, Ts — 7;) is small). Second, the symbols’ chirp start
frequencies are very close. Thus, the combination of both close
time proximity Az and frequency proximity Af of an interfering
symbol adversely effects cancellation. For a symbol with start chirp
frequency f1 We define Az and Af, from a symbol of frequency f
as,

T for C

i
next

A 13

T Ts—1 for C;,rev (13)

Af = |f1 - ereu| for C;:zrev (14)
|f1 - riext' for C;zext

The extent of cancellation for CIC can be analytically computed,
however, we avoid presenting it due to lack of space. Figure 17
depicts the extent to which CIC can cancel a particular symbol as a
function of A7 and Af for SF = 8. As seen from Figure 17, while
the cancellation can be as high as 20dB when AT—: = A'Tf = 0.5, there
is almost no cancellation when both these values are close to 0. The

cancellation increases to 5dB by the time these values reach 0.1.
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This shows that even after CIC, one or more peaks may only be
partially cancelled and in case of a strong interfering transmission,
they may be hard to discard.

5.6 Spectral Edge Difference (SED)

CIC may only be able to cancel certain symbols partially when Az
and Af are small. This can be seen in Figure 14, where while the
peak corresponding to f! is the significant highest peak, some of
the interfering peaks with high transmit powers (indicated by red
circles) remain. In such a case, CIC has more than one potential
candidate and CIC must pick one among them. For this, CIC com-
putes the Spectral Edge Difference (SED), the absolute difference
in energies of the candidate frequency spectra between left and
right halves of r(¢), for each candidate frequency. It then picks the
frequency with the least value of SED. The key intuition behind
computing SED is that, SED will be zero only for f! since unlike in-
terfering symbols, this frequency exists uniformly across the entire
symbol.

We illustrate the intuition into SED in Figure 18 for the symbol
waxt. Let E; be the total energy per symbol in the i packet (based
on the received signal strength). r;,(¢) and r,,(t) represent the

left and right halves of r(¢). Since the total duration that Cfl ext 1S

present in ryp 4 is % — 13, the energy of the peak corresponding to

Ty

frfext denOted by Alh(frfext) = Ei (TTZH) = %Ei ( h %) n.let is
continuously present in the entire right half r,j, (¢), consequently,
the energy of the peak in this half, A, (fl,,,) = % The SED
A(frfext) for this frequency is given by |1, (f,fext) - Ain (fniext)|:
%El% Since, f! is present in both halves completely, 1, (f!) =
Ain(fY) = 3E' and A(f') = 0. SED exploits this difference and
picks the candidate with the least A(f).

To make the SED estimate robust, instead of relying only on a
single pair (left and right), in practice, CIC uses multiple sliding

windows of span (%) over the signal (10 in our implementation)
from the left and right ends of the symbol and computes their
spectral intersection.

AP = el = 2] (13

= (e[ow(22) (16
i=1 $
izn 2(t +ie— L)

) = (elrow (T2 an
i=1 S

In Eqn 16 and 17,
defined in Eqn 7.

W(t) is the rectangular window function as

5.7 Using Additional Features in CIC

Prior work has exploited the uniqueness of features such as CFO [14]
and received power [16] for each packet to group symbols. These
features can also be used to pick out the appropriate symbol in the
event of multiple candidates. We estimate CFO and RSSI from the
preambles (as described in Section 5.8) and use these as additional
features to filter out partially cancelled interfering symbols. In our
implementation, we use the technique in Choir [14] to estimate
the fractional CFO for each of the candidate symbols and eliminate
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Fig 18: SED Illustration

symbols with fractional-CFO-error more than %. We use a size
16X FFT instead of 256x FFT since we find that is more computa-
tionally efficient without sacrificing on performance. Similarly, we
also filter symbols whose received power deviates by more than 3dB
from the estimated value in the preamble. In our evaluations, we
examine the improvements due to each of these features compared
to basic CIC.

5.8 Down-Chirp Based Preamble Detection

As described in Section 3, preamble detection in LoRa exploits its
repetitive structure and searches for a sequence of 8 consecutive
Co symbols. A key challenge in employing this scheme in the event
of collisions, arises from the fact that all data symbols, as well as
SYNC symbols in LoRa are merely frequency shifted versions of
Co. Consequently, data symbols from ongoing concurrent transmis-
sions interfere with preambles, creating a clutter of peaks resulting
in preamble detection errors. To provide an insight into this clutter,
Figure 19 depicts the clutter of peaks during preamble detection of
a new packet due to ongoing concurrent transmissions.

In our implementation, we take a different approach of searching
for the two down-chirps in the preamble instead. The key insight
that drives this choice, is that down-chirps do not correlate with Cy
and consequently do not correlate with data symbols in ongoing
concurrent transmissions. Thus, to detect preambles we correlate
with the down-chirp Cj instead and look for two consecutive peaks.
Figure 20 depicts the peaks as detected by using down-chirps. Com-
paring Figures 19 and 20, using down-chirps significantly clears
the clutter of peaks. Having found the two down-chirps, to confirm
the preamble, we detect a preceding sequence of 8 Cys and two
SYNC words by employing an up-chirp as with standard preamble
detection. This approach besides improving preamble detection
compared to existing methods, also reduces the computational com-
plexity of considering all peaks arising out of data symbols from
ongoing interfering transmissions.

Estimation of CFO and Received Power. As discussed in Sec-
tion 5.7, performance of CIC improves by using CFO and received
power to filter partially cancelled symbols. In order to enable this,
for each detected preamble, we estimate CFO (as in Choir [14])
by averaging over all the preamble up-chirp symbols for a robust
estimate and maintain a list of CFOs for all ongoing transmissions.
Similarly, we also estimate the FFT peak height for each preamble
up-chirp symbol and average across them for a robust estimate.
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These peak heights are also maintained in a similar manner as CFOs.

6 IMPLEMENTATION

CIC is implemented at the LoRa gateways and does not require
any changes to the COTS LoRa sensor devices. We envision CIC
as either being co-located with a Software Defined Radio-based
gateway at the edge or as a virtual gateway in the cloud in case of
a C-RAN [18] architecture. In general, a LoRa receiver comprises
three separable parts — a radio front end, a demodulator, and a
decoder as depicted in Figure 21. The radio front end receives radio
waves and converts them into raw digital baseband samples. The
demodulator is responsible for preamble detection and converting
the raw samples into LoRa symbols. Finally, the decoder maps
the obtained LoRa symbols to bits based on the LoRa standard
specification for deinterleaving, Forward Error Correction(FEC),
and Cyclic Redundancy Check(CRC).

The Radio Front End. We used USRP B200 [19] as our radio front
end at 2MHz bandwidth. Typically the received signal is oversam-
pled i.e the sampling rate employed is significantly higher than the
required Nyquist rate (4-10x) to allow better averaging. Since our
COTS devices were configured at 250 KHz bandwidth, we have an
oversampling of 8%. The received samples are then input to the
demodulator.

Need for Distinct Demodulator and Decoder Modules. CIC re-
places the standard LoRa demodulator for preamble detection and
converting samples to symbols. Since standard LoRa demodulators
expect to receive only one packet at a time, the demodulator and
decoder are usually integrated into a single implementation. Unlike
standard LoRa, CIC however, can process concurrent transmissions
and thus, generate multiple streams of symbols, one for each packet
simultaneously. This means that multiple decoders might be needed
to concurrently process the output of a single sample stream. Con-
sequently, we provide separate implementations for a demodulator
and a decoder.

Demodulator. We have implemented CIC demodulator in three
different environments — Matlab, GNU Radio [20] and Python. Mat-
lab is often the first choice for a large number of communication
researchers as it allows quick trials, modifications, simulations, and
experimentation to gain experience. For experimental deployments
and trials, GNU Radio is a popular choice, as it allows for quick
configuration of the receiver through a GUL We have implemented
CIC demodulator as a GNU Radio block. Finally, our python im-
plementation is useful for practical deployments in the cloud as a
C-RAN module or at the gateway edge. We also provide data sets
collected in our experiments for testing and verification.
Decoder. Since the decoder needs to be LoRa compliant, we modi-
fied rppo/gr-lora [21], a popular, open-source GNURadio block for
LoRa reception. Since demodulation and decoding are integrated
in rpp0, we extracted the decoder C++ code and created a separate
GNU Radio module for the decoder that takes symbols as input,
and outputs bits. This allows researchers to mix and match de-
coders with different demodulators and decode multiple packets
concurrently.

LoRa Devices.We used the commercially available LoRa transmit-
ters — Adafruit Feather M0 with RFM 95 [22]. These devices allow
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us to configure various transmission parameters such as Spreading
Factor (SF), Bandwidth (BW), Coding Rate using Arduino Library
RadioHead [23].

7 EVALUATION

In this section we evaluate and demonstrate the efficacy of CIC. We
answer the following questions.

e How does CIC improve network capacity compared to standard
LoRa as well as state of the art techniques?

e How does CIC perform in various deployments including in-
door/outdoor, low/high noise, and Los/NLoS scenarios?

e How does employing down-chirp based preamble detection
improve packet detection over conventional preamble detection
techniques?

e How do various additional discriminating features such as CFO,
and Received Power improve CIC performance?

e How does temporal proximity of packet collisions effect CIC’s
ability to cancel inteference?

7.1 Deployments and Experimental Setup

To test CIC under varying conditions such as high/low SNR, in-
door/outdoor, LoS/NLoS, we evaluated CIC in four different test
deployments as described below. Each deployment comprised 20
LoRa devices (depicted as circles) and a gateway (depicted as a
triangle).

D1: Small Indoor Space - High SNR, LoS All state of the art
techniques perform their best in High SNR and LoS scenarios. To
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provide the best benefit to state of the art, we deployed 20 LoRa
nodes within a large laboratory (Fig. 22,Fig. 26). The received SNR
from the devices was approximately 30-40dB as seen in Fig. 27 and
they were all in Line of Sight.

D2: Small Floor Space - High SNR, NLoS Next we evaluate CIC
across the floor of an indoor space (Fig. 23). The nodes were stuck 6
feet high on the walls, some inside rooms and others outside. Here
the received SNR was also between 30-40dB (Fig. 27), however many
of the devices did not enjoy a direct line of sight to the gateway.
D3: Large Floor Space - Low SNR, NLoS
While many state of the art techniques flounder
in low SNR scenarios, CIC continues to perform
well. In this deployment we chose a large floor
space (Fig. 24). There was significant variation
in received SNRs across the various devices
ranging between 5dB to 30dB (Fig. 27) and most
devices had no line of sight. This deployment is
representative of a realistic large scale indoor
deployment.

D4: Outdoor Wide Area Deployment - Sub- Fig 26:
Noise, NLoS In order to test the performance Nodes in
of CIC in a practical wide area outdoor scenario, Indoor De-
motivated by the smart street lighting applica- ployments

tion, we deployed our LoRa devices on street

lights over an area of 2 Sq. Km in an urban environment, as depicted
in Fig. 25. Most of our packet receptions in this deployment were
below the noise floor and signal strength fluctuations were common
as pedestrians and traffic passed by (Fig. 27). Consequently, CIC
was tested to its utmost in this deployment.

Traffic Generation and Experimental Methodology. IoT traf-
fic is generated in response to unpredictable random physical events
e.g. cars arriving at a parking lot often modeled as Poisson [24, 25]
arrivals. Consequently, in our experiments, devices were config-
ured to generate packets with exponentially distributed intervals.
Each sensor node generates an exponentially distributed random
variable AT ( pdf(AT) = pe #AT) to determine the time interval
for transmitting the next packet. In order to generate Poisson traffic
in the network with an aggregate rate of R packets/second, we
choose A = 2% since we had 20 nodes in each of our deployments.
To record the actual number of packets transmitted, we recorded
the transmissions at each node. Finally, the number of correctly
received packets (based on all bits being correct) measures the
network throughput.
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Fig 22: Indoor LOS

Fig 23: Indoor NLOS(small)

Each device is configured to transmit packet with 28 bytes of a

randomly generated data packet at SF=8, BW=250KHz, 4/5 coding
rate, lasting a duration of 45ms. These choices are anecdotally, the
most popular in LoRa deployments. Thus, a single device could
transmit a maximum of 22 packets each second back-to-back. We
increased the aggregate rate R from 5 Pkts/sec to 100 Pkts/sec by
changing A from 0.25 Pkts/sec to 5 Pkts/sec to measure network
capacity in each experiment. A USRP B200 was used to collect
received samples at 2 MHz sampling rate providing us 8x oversam-
pling. In each deployment, packets were transmitted at each rate
for a duration of 1 minute. Thus, at the highest rate of 100 Pks/sec
a total of 6000 packets were transmitted, while at the lowest rate of
5 packets/sec, 300 were transmitted.
Comparison with State of the art. We compared the perfor-
mance of CIC with standard LoRa as a baseline, and two popular
state of the art in research — Choir [14] and FTrack [12]. Choir is
probably the first significant effort towards multi-packet collision
decoding in LoRa. To the best of our knowledge, FTrack has the
best performance of all existing literature. We thank the authors of
FTrack for providing us their implementation and supporting us.
We implemented Choir based on the description in the paper.

7.2 Network Throughput

Figs. 28, 29, 30, 31 depict the number of successfully received pack-
ets per second as the aggregate network traffic increases from 5
Pkts/sec to 100 Pks/sec. Note that since each packet lasts 45ms in
our deployment allowing for a maximum of 22 Pkts/sec, if a single
node were transmitting back-to-back, the maximum rate of 100
Pkts/sec is 5x greater than what any single node could transmit.
D1:High SNR, LoS. This scenario gives the best benefit of doubt to
all schemes and establishes the limits of their performance. As seen
from Fig. 28, CIC significantly outperforms FTrack (by 4x), standard
LoRa (by 5x) and Choir. CIC is able to decode 45 Pkts/sec, 2X greater
than 22 Pkts/sec (the maximum possible for any single node) when
the aggregate network traffic is 100 Pkts/sec. Standard LoRa is able
to achieve a highest throughput of about 8 Pkts/sec, roughly one
third of 22 Pkts/sec (the maximum ). FTrack outperforms Standard
LoRa, achieving about 12 Pkts/sec when the aggregate rate is 50
Pkts/sec (25% of the offered load). However, at aggregate network
rates greater than 50 Pkts/sec, its performance degrades; this is due
to the increase in collisions, which in turn leads to higher chance of
collisions where majority of the packets overlap. In such scenarios,
FTRack fails to distinguish between the corresponding frequency
tracks due to its poor frequency resolution.

Fig 24: Indoor NLOS(larger)
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Fig 25: Outdoor

D2,D3 : High/Low SNR, NLoS. In this scenario as well, CIC sig-
nificantly outperforms FTrack, LoRa as well as Choir by 4x. CIC is
able to receive about 40 Pkts/sec, slightly less than the high SNR,
LoS scenario. Standard LoRa’s performance is consistent and almost
the same as that of high SNR scenario as it successfully captures the
higher SNR packets in case of a collision. As the authors of FTrack
themselves claim, Ftrack fails to detect packets with low SNR, es-
pecially in the presence of stronger transmitters. Consequently,
FTrack’s performance degrades in the low SNR scenario.

D4 : Wide Area Deployment - SubNoise, NLoS. This deploy-
ment stress tests every scheme the most as the received SNRs are
below noise levels. CIC’s performance really shines in this regime
providing almost 10X the throughput of standard LoRa. As expected
FTrack is unable to decode at these SNRs and completely fails. Choir
and Standard LoRa suffer heavy packet losses due to low SNR as
well as collisions. Curiously, the net throughput of LoRa increases
slightly at higher aggregate rates. This is because, the gateway
successfully captures more packets with higher signal strengths
and most of these packets are from a small subset of transmitters
whose aggregate rate also increases proportionally.

Conclusion. As seen from the above experiments, CIC outper-
forms FTrack as well as other schemes significantly (4x), especially
in wide area deployments where received signals strengths can be
below noise levels, where it achieves about 10x gains. This superior
performance of CIC stems from its interference cancellation mech-
anism guided by the Heisenberg’s Time-Frequency uncertainty
principle.

7.3 Preamble Detection Accuracy

Packet detection using preambles is the first and most crucial step
to decoding a packet. As discussed in Section 5.8, CIC modifies the
commonly used preamble detection using up-chirps to using down-
chirps. In this section we ask the question “How does CIC’s packet
detection perform under packet collision scenarios and compare
against the conventional approaches?” Figs. 32, 33, 34, 35, show the
packet detection rate, the ratio of the number of packets detection
(not necessarily correctly decoded) to the total number of packets
transmitted, for each of the deployments and aggregate transmit
rates. We compare the detection performance of CIC to that of
FTrack and Standard LoRa. We are unable to compare the preamble
detection of Choir since the authors do not describe their pream-
ble detection in their paper; in the implementation of Choir, we
therefore assume standard LoRa-based packet detection for Choir.
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Fig 33: Packet Detection :
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D1: High SNR, LoS. As seen in Fig. 32, CIC outperforms FTrack
by a margin of about 20% steadily as the aggregate network traf-
fic (hence packet collision rate) increases. Standard LoRa’s packet
detection quickly suffers and degrades with aggregate packets trans-
mitted in the network.

D2: High SNR, NLoS. As SNR decreases, the packet detection rates
of both CIC and FTrack suffer, however, CIC still performs better
with a margin of over 20%.

D3: Low SNR, NLoS. As SNR decreases further, the packet detec-
tion rates of FTrack completely flounders and in fact falls below that
of standard LoRa for high aggregate network traffic scenarios. CIC
however, offers close to 80% detection even at very high aggregate
network traffic scenarios.

0
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Fig 34: Packet Detection :
D3 (Low SNR, NLoS)
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Fig 35: Packet Detection :
D4 (Outdoor, SubNoise SNR, NLoS)

D4: SubNoise SNR, NLoS. In this deployment, FTrack is simply
unable to detect packets while standard LoRa has a detection rate of
about 5%. While CIC’s preamble detection performance decreases,
it still offers up to 80% in low traffic and 50% in very high traffic
scenarios.

Conclusions. Based on this analysis, using down-chirps as the
first step for packet detection significantly improves packet de-
tection rate under collisions and especially in low and sub-noise
SNR scenarios that are common to both indoor and outdoor LoRa
deployments in practice.
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7.4 Effect of the additional features of CIC

As discussed in Section 2, existing works relies on grouping symbols
from the same transmitter by exploiting various discriminating
features that are distinct to transmitters such as received power and
CFO. As discussed in Section 5.7, CIC makes use of two additional
features — Received Power and Carrier Frequency Offset (CFO), to
filter out candidate frequencies, when CIC is unable to cancel them
sufficiently. In this section we ask the question, How much do these
additional features contribute to the overall performance of CIC? To
this end, we use four different versions of CIC.

e (CIC : Implementation of CIC with both Received Power and
CFO included as discriminating features.

e CIC-(CFO) :Implementation of CIC with only Received Power
i.e. without CFO as a discriminating feature.

e CIC-(Power) : Implementation of CIC with only CFO i.e without
Received Power as additional feature.

o CIC-(Power, CFO) : Implementation of CIC without either Re-
ceived Power or CFO as discriminating features.

Figs. 36 and 37 depicts the aggregate network throughput ob-
tained for each of these options in deployments D1 and D4 respec-
tively. D1 (High SNR, LoS) represents the easiest scenario for CIC
and D4 (Outdoor, SubNoise SNR, NLoS) the hardest. Thus, these
two represent the two extreme cases.

D1. As seen in Fig. 36, CIC gains by about 20% using both Received
Power and CFO as discriminating features. However, most of these
gains are due to the Received Power feature rather than CFO. Using
CFO helps CIC marginally, about 2%, whereas using Received Power
helps CIC by almost 18%.

D4. As seen from Fig. 37, even though the net achieved throughput
is lower, the relative gains (in %) due to each of these features is
almost the same.

Conclusion: Received power used as a feature helps CIC the most
and provides close to 18% gains. While CFO also assists CIC, it does
so rather modestly by about 1-2%.

7.5 Effect of Temporally Close Collisions

As discussed in Section 5.5, CIC can effectively cancel transmissions
whose symbol boundaries are far apart. In this section, we try and
understand how CIC is affected by the proximity of the interfering
symbol boundaries. Since synchronizing two COTS LoRa devices to

10 20 30 40 50 60 70 80 90 100
Aggregate Transmit Rate [Pkts/sec]

Fig 37: Effect of Removing Various
Features from CIC for D4
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Fig 38: Simulation study of CIC as two pack-
ets collide closer in time.

transmit within sample level accuracies is hard, we rely on simula-
tions. In our simulations, we generate packets with random bits and
generate raw signals as a LoRa transmitter would. Then we super-
impose two such packets with varying sub-symbol time offsets (<
1ms). We increase time offsets in increments of 10% of the symbol
(= 100us). Then we use our implementation of CIC to recover all
the symbols in each packet and measure the symbol error rate. In
order to avoid effects due to noise, the signals are generated at 30dB
SNR. Fig. 38 depicts the dependence of symbol error rate (SER) as a
function of inter-symbol separation Ar as a fraction of the symbol
time Ts. As seen in the figure, CIC is able to cancel efficiently for
AT: > 0.1. As the two colliding packets are closer than 10% of the
symbol time, CIC starts to experience high SER.

8 CONCLUSION

In this work, we proposed Concurrent Interference Cancellation,
a novel demodulation technique at the LoRa receiver to decode
multiple colliding packets concurrently. CIC cancels out interfering
symbols by selecting the optimal set of sub-symbols. CIC incorpo-
rates prior work on LoRa packet collisions as additional features.
CIC implemented in real outdoor and indoor deployments using 20
COTA LoRa transmitters and USRP as gateway shows significant
improvements in network throughput performance compared to
standard LoRa receiver as well as state-of-the-art research works.
We show that CIC is robust to variations in SNR across LoRa de-
vices, making it suitable for practical LoRa deployments. This work
does not raise any ethical issues.
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