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Conjugated polyelectrolytes (CPEs)  are a rising class of organic mixed ionic-electronic conductors,
with applications in bio-interfacing electronics and energy harvesting and storage devices. Here, we
employ a quantum mechanically informed coarse-grained model coupled with semiclassical rate theory
to generate a first view of semidilute C P E  morphologies and their corresponding ionic and electronic
transport properties. We observe that the poor solvent quality of C P E  backbones drives the formation
of electrostatically repulsive fibers capable of forming percolating networks at semi-dilute
concentrations. The thickness of the fibers and the degree of network connectivity are found to strongly
influence the electronic mobilities of the morphologies. Calculated structure factors reveal that fiber
formation alters the position and scaling of the inter-chain P E  peak relative to good solvent
predictions and induces a narrower distribution of interchain spacings. We also observe that
electrostatic interactions play a significant role in determining C P E  morphology, but have only a
small impact on the local site energetics. This work presents a significant step forward in the ability to
predict C P E  morphology and ion-electron transport properties, and provides insights into how
morphology influences electronic and ionic transport in conjugated materials.

Conjugated polyelectrolytes (CPEs) are semiconducting polymers
characterized by a π-conjugated backbone and non-conjugated
side chains bearing pendant ionic groups. 1 This combination of
molecular features imparts both optoelectronic functionality and
solubility in polar media, enabling applications including chemi-
cal and biological sensors, biological imaging, and orthogonally
soluble interfacial materials. 2–4 Moreover, these molecular at-
tributes facilitate simultaneous electronic and ionic conduction in a
single phase, making CPEs an important material class within the
field of organic mixed ion-electron conductors (OMIECs) that are
beginning to transform bioelectronics. 5–8 This combination of
functional attributes sits at the intersection of the relatively
mature fields of electron and ion transporting polymers, but can-
not benefit from the näive application of pre-existing design rules
from either field due to the strong coupling between electronic
and ionic degrees of freedom. 9

Experimental work on semidilute CPEs has existed for over a
decade, providing nascent structure-function relationships that
are the foundations for molecular design strategies. The semi-
flexibility and hydrophobic character of CPE backbones strongly
impact their morphologies, producing long cylindrical aggregates
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or micelles at low concentrations. 10,11 For rigid CPE backbones,
these micelles can become effectively crosslinked via poor-solvent
interactions, forming hydrogels at concentrations as low as 1%
w/v, 12–14 with longer chain lengths improving the percolation
and electronic conductivity of these networks.15,16 More flexible
CPEs (e.g. thiophene) tend to be deposited as thin films that
swell in ambient humidity.17 Solvent can further alter the nature
of CPE aggregation, producing random coils in good solvents or
self-assembled micelles in poor solvents, 10 and can be used to an-
neal a morphology to improve conductivity.12 In addition to the
CPE backbone, longer side chains have recently been shown to
improve both the ionic and electronic conductivity of thiophene-
based CPEs across a range of hydration levels. 16 The larger ionic
conductivity is likely due to the more flexible side chains facilitat-
ing the motion of counterions, 18,19 while the higher electronic
mobility is due to reduced swelling, making the CPE network
more strongly connected and increasing electronic conductivity,
especially at high water content (50-80% w/v). When hydrated,
the pendant ions of CPEs are capable of electrostatically stabiliz-
ing charge carriers on the backbone due to the dissociation of the
counterions into solution. 16 These works delineate how molec-
ular structure impacts physical properties of CPEs, but are lim-
ited in their ability to attribute the mechanisms by which molecu-
lar structure influences morphology, or how the interplay of CPE
chemical structures impacts their final mixed conducting proper-
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ties. To these ends, CPEs are poised to benefit from scalable com-
putational models capable of unearthing molecular scale insights
at the nexus of morphology and mixed conduction.

A small number of emerging theoretical studies have begun
to characterize how backbone chemistry and ion identity influ-

In previous work, we have employed QM-informed CG mod-
els to understand the conformational and electronic structure
relationships of dilute CPEs.47 Single chain conformations of
polythiophene-like CPEs were explored as a function of solvent
conditions and chain stiffness, producing a hierarchy of rod-

ence electronic properties of CPEs. DFT studies of donor-acceptor like, racquet, pearl necklace, and helical conformations. Elec-
CPEs have shown that ionic functionalities have little impact on
the HOMO-LUMO gap,20 a small (0.1 to 0.01 eV) effect on the
positive polaron binding energy,21 and a negligible impact on op-
tical absorption. 22 A study combining MD and NMR data showed
that small metal ions tend to bind to pendant carboxylate groups,
while only large ions (Cs+ or Tetra-alkyl-amines) interact directly
with a thiophene backbone. 23 The small amount of theoretical
work attests to the difficulty of modeling CPEs, particularly at
the mesoscopic length scales that dictate morphology formation.
As such, there is a critical needs in the modeling of CPEs for
computational models capable of accessing experimentally rel-
evant length scales while maintaining molecular descriptors of
electronic structure.

The development of structure-function relationships in CPEs
is complicated by the complex interplay of interactions at multi-
ple length scales. Conformationally, CPEs represent the intersec-
tion of semiflexible polyelectrolyte physics with the strongly in-
teracting anisotropic π-electron systems characteristic of organic
semiconductors.     Simultaneously, these conformational predic-
tions must be integrated into molecularly-specific QM analyses
of electron transport at the 10-100 nm scale. While established
quantum chemical methods can predict the electronic structure
of organic semiconductors with high precision, 24 the large length
scales of CPEs, along with the need for conformational averag-
ing of the statistical ensemble, makes these methods computa-
tionally intractable for the systems targeted in this work. Fur-
thermore, the accuracy of these quantum chemical methods may
be compromised in this work by intrinsically ill-defined atomistic
backmapping, bias induced by using Bloch’s theorem on a system
that is not truly periodic, as well as the limited ability of DFT to
accurately model the heterogeneous water interfaces surrounding
CPEs.25 These factors challenge the use of any single molecular
modeling methodology, with high-fidelity treatments necessitat-
ing expensive multiscale workflows. 26 In these efforts, coarse-
grained (CG), 27–32 all-atom (AA), 33–36 and quantum chemical
(QC) 37–41 simulation methods are employed in concert to tackle
phenomena at a variety of scales in conjugated materials.

To these ends, significant work has been conducted to un-
derstand the morphology and function of PEDOT:PSS films us-
ing molecular modeling. 42–46 Recently, our group has advanced a
QM-informed anisotropic CG model targeted specifically at
understanding both conformational and electronic structure of
CPEs.47 In these efforts, a tight-binding Hamiltonian is en-
dowed with configurational dependence parameterized by the
anisotropic degrees of freedom in the CG model. Solvent qual-
ity, chain stiffness, dihedral disorder, and explicit electrostatics
are all built into the CG model and influence the associated elec-
tronic structure of the chains. This model enables a rapid char-

tronic structure analysis was performed for each conformational
archetype using a tight-binding Hamiltonian, for which electro-
statics was observed to influence electronic structure in CPEs
primarily as a modulator of accessible conformations, and only
minimally by affecting on-chain site energies. Proxies for QM
transport were computed using the thermal Green’s function from
which it was observed that electron transport should be most ef-
ficient in the helical and racquet conformations, which was at-
tributed to flattened dihedrals and large through-space couplings
within the collapsed conformations. Interestingly, kink formation
within racquets of CPEs was not observed to significantly dete-
riorate electronic conjugation. The integration of these insights
forms the first multiscale understanding of structure-function
relationships in CPEs, and motivates further understanding at
higher concentrations (e.g. hydrogels, swollen films) relevant to
practical device applications.

In this paper we demonstrate how QM-informed CG models for
polymeric materials can be employed to design mixed electron-
ion conduction in CPE systems at the molecular scale.     First, we
detail the anisotropic CG model and coupled tight-binding
Hamiltonian used to generate our results, along with the simu-
lation conditions and protocols used to equilibrate morphologies.
Next, we describe our methods for computing ionic and elec-
tronic transport, include the coupling of a tight-binding Hamil-
tonian to semiclassical rate theories and mean-field solutions of
a master equation, from which electronic mobilities are derived.
We then explore the morphology, ionic transport, and electronic
transport of hydrophobic and hydrophilic CPEs as a function of
concentration. Specifically, we observe how the balance between
poor-solvent aggregation and electrostatic repulsion determines
the thickness of CPE fibers and the connectivity of the morphology
that underpins electron transport. We then predict the electronic
and ionic transport properties of CPEs, revealing how both local
structure (e.g. fiber thickness) and global structure (e.g. net-
work connectivity) impact charge mobility in CPEs. These results
outline how experimentalists can leverage variations in CPE con-
centration and solvent quality to engineer the morphologies, ionic
conductivities, and electronic conductivities of molecular CPE sys-
tems. Of particular interest is the predicted ability to engineer the
electronic conductivity of mixed conducting CPEs independently
of the electronic conductivity, facilitating molecular systems de-
sign. We conclude with a discussion of future directions for the
multiscale modeling of OMIECs, specifically CPEs.

1 Methodology

1.1     Coarse-Grained Model

The CG CPE model is described in previous work47 and sum-
acterization of qualitative electronic structure changes at length          marized briefly here.     The CPE model is based on a P3ImHT-
scales inaccessible via conventional QC or AA modeling.                           Br 64-mer in a semidilute solution.     Each monomer contains
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Fig.     1 Coarse-grained poly[3-(6-imidazoliumhexyl)thiophene] bromide
(P3ImHT Br)  and a representative snapshot of a poor-solvent morphol-
ogy. Anisotropic backbone beads are green, with green arrows represent-
ing the orientation of the vector normal to the π-electron system of the
backbone beads. Side chain beads are yellow, cationic pendant charges
are pink, and anionic counterions are purple. Semi-transparent bound-
aries are L J  radii, and bonds are black lines.

an anisotropic Gay-Berne (GB) bead representing thiophene and
isotropic Lennard-Jones ( L J )  beads representing the hexyl side
chains, imidazole pendant cation, and the bromide counter-anion
(Figure 1). All simulations are performed in LAMMPS. 48 The sol-
vent (water) is treated implicitly with renormalized short-range
intermolecular interactions, a modified dielectric constant, and a
Langevin treatment of the solvent dynamics. 48–50

Intermolecular pair interactions were chosen to drive chain ag-
gregation via anisotropic π-stacking. To control solvent quality,
the well depth of the GB interaction between monomers was set to
3 kBT /  0.3 kBT between monomers in the π-stacking (εGB)
direction and 1 kBT / 0.1 kBT in the orthogonal directions for
poor/good solvent conditions, respectively. All L J  well depths
(εLJ )  corresponding to isotropically interacting beads were set to
0.1 kBT in all simulations. Charges of + 1  / -1 were placed on
the imidazole pendant cation and bromide counter anion beads,
respectively, with their interactions mediated by a dielectric con-
stant of 1 in reduced units, corresponding approximately to the
dielectric of water.

All two-body bonded interactions were harmonic, with L J
beads bonding between centers of mass, and anisotropic GB beads
bonding between rigidly bound off-center massless ghost parti-
cles, allowing bonded beads to apply a torque to the backbone.
The three-body angle interactions were modeled as harmonic,
with an angle constant of 1 kBT for the side chains, and 6 kBT
for the backbone to capture the expected persistence lengths. 51

The dihedral angles between the π-systems of anisotropic back-
bone beads were modeled using an OPLS style dihedral with
K2 =  2.4 kBT . 52

Generating an equilibrated semidilute CPE morphology is a
non-trivial undertaking, especially under poor solvent conditions,
due to the long timescales of relaxation.     Experimental work
has shown that CPE films generated from fresh dilute solutions
can have charge mobilities twice that of films generated from
1-month aged dilute solutions, 17 making complete equilibration
using molecular modeling impractical. To explore the possible

morphologies formed by the CG CPE model, three sets of inde-
pendent simulations were run at concentrations of 10, 15, 20, 30,
40, and 50% w/v. For reference, 10% w/v is equivalent to 0.115
beads/σ 3, 0.023 monomers/σ3, or 0.31 M. In these simulations,
1 kτ � 2 ns in real units, although CG dynamics are not expected to
agree quantitatively with all-atom dynamics. These three sets of
simulations span the conditions of a CPE in good solvent, poor
solvent with maximized inter-chain connections (quenched), and
poor solvent with reduced inter-chain connections (compressed),
as shown in Figure 2 and described in detail below.

Good Solvent: A system of 100 CPE chains in good solvent
(εGB =  0.3 kBT ) was initialized as a two dimensional array of par-
allel chains, and relaxed for 100 kτ at 6% w/v. The simulation
box was then compressed to 50% w/v over 47 kτ (1 kτ per %w/v
after 10%w/v), with final configurations saved at the six desired
concentrations. Each of the six snapshots were then run for a 50
kτ (�100 ns) production run.

Poor Solvent, "Quenched" (maximized inter-chain connections):
The six snapshots representing the CPE in good solvent were used
as the initial configurations for quenched poor solvent simula-
tions (εGB =  3 kBT ). In these simulations, all polymers π-stacked
with their nearest neighbors, forming a single network in <  2
kτ . This process can be thought of as an instantaneous ‘solvent
quenching’ of the morphology, maximizing inter-chain connec-
tions. Each of the simulations were relaxed for 100 kτ (� 200
ns), followed by a production run of 50 kτ . In more dilute solu-
tions (10-20% w/v), the combined effect of electrostatic repulsion
between chains and poor solvent attraction between monomers,
resulted in some chains separating from the largest network as
the morphology relaxed.

Poor Solvent, "Compressed" (with reduced inter-chain connec-
tions): To simulate a morphology generated by compressing a
CPE in poor solvent, the 6% w/v good solvent morphology was
instantaneously quenched into poor solvent (yielding small clus-
ters of 1-5 aggregated chains), relaxed for 8 kτ , and compressed
to 50% w/v over 47 kτ by reducing the simulation box size. This
is loosely analogous to evaporative concentration of the morphol-
ogy. The morphologies were saved at the six selected concentra-
tions and relaxed for 100 kτ (� 200 ns), followed by a production
run of 50 kτ .

The relaxation of the CPE simulations was monitored via sev-
eral time correlation functions and the time-dependent conver-
gence of system properties, described in detail in the Supporting
Information (Figure S1). The time correlation functions showed
decorrelation times <  100 kτ for the radius of gyration and the
fiber thickness (described below) indicating the morphologies in
the production runs are not well correlated to each other. All poor
solvent simulations showed a continual increase in the average
persistence length and the total GB intermolecular binding energy
suggesting that the true equilibrium morphology likely contains
straighter chains and thicker fibers than achieved by these simu-
lation. This equilibrium may be similar to rigid micelle-like struc-
tures observed in dilute experimental CPE work. 12 The kinetic
trapping of conjugated polymers into fiber-like morphologies has
recently been proposed to explain unusual time-dependence of
solution-phase SAXS data, and represents an unavoidable reality
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Fig.     2 C P E  morphology generation scheme. Each simulation contains 100 64-mer C P E  chains, and chains in the same electronic network (see
Methodology) are given the same color. All simulations are derived from the 6% w/v good solvent simulation following the gray arrows. Images with
labeled number of networks (Nnet ) have been relaxed for 150 kτ

of conjugated polymer simulations. 53

1.2     Quantum Mechanical Model Hamiltonian

The electronic structure of the CPE systems were modeled using a
tight-binding Hamiltonian described previously. 47 The Hamil-
tonian is built in a basis of monomer highest occupied molecular
orbitals (HOMOs) (Eq 1). For a given configurational snapshot,
the Hamiltonian is parameterized in the following manner. The

� 
V1

� t1,2

Hn,m =  �w1,3

� .

w1,N

t1,2 w1,3 . . .

V2             t2,3
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. . .

. . .
. . . wN−2,N tN−1,N
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�

.       �

wN−2,N�
(1)

�
N−1,N
VN

on-site (diagonal) energy of each orbital is computed using the
electrostatic potential on each backbone bead derived from the
Ewald summation in the CG morphologies. The through-bond
electronic coupling between bonded backbone beads is calculated
with a cosine power series of the dihedral angle between succes-
sive monomers fitted to DFT (Eq 2). 54 Lastly, through-space non-
bonded electronic couplings are modeled as an exponential decay

tn,n+1 =  ∑ Cicosi (φn,n+1 )
(2)

i=1

wn,m =  Jinter ( fn · r̂nm)2( fm · r̂nm)2( fn · fm)2e−α (|rnm |−r0 ) (3)

with intermonomer distance, multiplied by angular terms to en-
sure electronic coupling is maximized when two backbone beads’
π-systems are aligned and parallel, and zero when the π-systems
are perpendicular (Eq 3), where α =  1 σ −1 , r0 =  0.75 σ , and
Jinter =  0.1eV . This represents a qualitative approximation to the
real electronic coupling surface. 55,56 All constants are the same as
in previous work. 47 The system’s molecular orbitals (MOs) were
generated from the Hamiltonian’s eigenvectors. To characterize
the electronic structure of the system, the density of states (DOS)
of molecular orbitals and the inverse participation ratio (IPR, Eq
4) were calculated for each trajectory snapshot, where cn j is the
coefficient of the jth eigenvector on the nth monomer. In all fol-
lowing equations, monomers are represented by indices n and m,
while MOs are represented by indices i and j.

IPR j =  
 

n 
cn j

−1 (4)

1.3     Electronic Transport

To compute the electronic conductivity as a function of morphol-
ogy, the eigensystem of the tight-binding Hamiltonian parame-
terized from the CG configuration was used to compute elec-
tron hopping rates with a method based on work by Troisi and
Fornari. 57,58 The hopping rate (ki j ) between any two MOs was
calculated according to Eq 5, where V j is the electronic coupling
between MOs, h is the reduced Planck constant, λi j is the reor-
ganization energy, kBT is the thermal energy (T  =  300 K), ∆Ei j
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is the change in energy from state i to j, Ri j is the distance from
the wavefunction centroids of state i and state j projected in the
direction of the electric field, and F is the electric field strength
(1e-5 eV/σ or � 200 V/cm). The reorganization energy (λi j ) is
calculated according to Eq. 6, where cni is the coefficient of MO i
on monomer n and the reorganization energy of a single
monomer, λ1, is 0.45 eV.

in each molecular orbital (P ) was solved with an iterative ap-
proach 57,59 briefly summarized here. The population of holes
was initialized with a Boltzmann distribution and each state’s
population was individually updated according to Eq 10, followed
by renormalizing the total population to the targeted number of
holes. This process was iterated until convergence (change in P <
1e-8 (10 dopants) or P <  1e-9 (1 dopant) per iteration for all
monomers). To accelerate the calculations, only the lowest 1000

ki j =  
⟨ 

h
j ⟩

r

λ i j kB T 
exp

−(λ i j  + ∆Ei j  + Ri j F )2  
!

(5)
4λi jkBT

MOs were used in the mobility calculation. Several test cases
were run with 3200 MOs, confirming that the truncated basis of
MOs had <  2% impact on the calculated average mobility.

λi j =  λ1 
n 

cni + cn j
(6)

P =  
∑ j  k jiPj / 1 −  

∑ j  (ki j − k j i )Pj (10)
l      il l il

To calculate the electronic coupling between two MOs ⟨V 2⟩, we
generalized the approach of Fornari (Eq 7), 57 to allow for cou-
pling between non-bonded monomers. This method computes a
time-dependent coupling between the system’s eigenstates due to
dynamic disorder in intermonomer electronic couplings. We
assume that this perturbation is proportional to the static elec-
tronic coupling between monomers multiplied by a fluctuating
term, Vnm(t ) =  Vnmγnm(t), where Vnm is the intermonomer elec-
tronic coupling (Hnm, Eq 1 with diagonals set to zero). The ther-
mal moments of the coupling are characterized by ⟨γnm(t)⟩ =  0
and ⟨γnm(t)⟩ =  G2Vnm, where G =  0.005.     When the electronic
coupling between monomers is squared (Eq 8), the number of
terms in the summation is also squared. However, only the terms
where n =  n′ and m =  m′ survive time averaging (Eq 9) based
on the assumption that fluctuations between all pairs of different
monomers are decorrelated 57 (⟨γnm(t)γn′m′ (t )⟩ =  0 if n =  n′ and
m =  m′).

After the MO populations had converged, the mobility was cal-
culated according to Equation 11, where Ndop is the number of
doped charge carriers in the system. For each morphology (good,
quenched poor, compressed poor), the mobility along the x, y, and
z-axes were calculated for 51 snapshots, each separated by 1 kτ of
simulation time.

!

µ =  
FNdop i j 

ki j (P )(1 − Pj )Ri j
(11)

While this iterative approach was generally effective, when a
morphology is not well connected (e.g. at 10% w/v) the hop-
ping rates are much smaller, and convergence can be slow. The
calculated mobilities of a few snapshots, particularly those at
low concentrations, exhibited non-physical negative mobilities, or
anomalously high mobilities ( >  six standard deviations above the
mean). These snapshots were removed from averaging. In the

V j (t ) =  ⟨Ψi|V(t)|Ψ j⟩ =  ∑ cinc jm⟨n|V (t)|m⟩
n,m

(7)
=  ∑ cinc jmVnmγnm(t )

n,m

V j (t ) =  
n,m

cinc jmV 2 γ2 (t )+

! ! (8)

∑ cinc jmVnmγnm(t ) ∑ cin′ c jm′Vn′m′ γn′m′ (t )
n,m n ′=n,m ′=m

⟨V j (t )⟩ =  
n,m

c2 c2
mV 2 ⟨γ2 (t )⟩

(9)
=  G2 ∑ c2 c2 V 2

n,m

case of 10% w/v simulations, 5-25 snapshots were removed. For
all other morphologies, at most five snapshots were removed from
averaging. While the calculated mobilities varied greatly from
snapshot to snapshot (with a standard deviation of 30 - 150% of
the mean), in each simulation the average mobility along each
axis varied by <  25%, indicating that adequate averaging had
been performed and that the morphologies were isotropic from
the perspective of electron transport. Therefore the final reported
mobilities are averaged over results independently obtained along
the x, y, and z axes.

The mobility of holes in a conjugated polymer network depends
on both the number of holes and the electric field strength.60 In
this work, the low-field mobility was calculated for systems with
low doping (1 or 10 holes, �0.016% or �0.16% doped respec-
tively). The assumption that a field strength of 1e-5 eV/σ is in
the low field limit was verified for several conformations run at
1e-7 eV/σ , showing an average 0.3% change in mobility. Using

A necessary condition for the assumption of non-adiabatic inco-
herent hopping is that ⟨V 2 ⟩ << λ 2 , 57 which is found to be true for
all systems studied in this work (max observed ⟨V j⟩ � 10−2λi j ).

From the calculated rates (ki j ), the population of holes existing

a larger field strength allowed for faster population convergence.
The reported mobilities assume no hole-hole interactions (valid
for low charge density system), and no anion-hole interactions
(valid for high dielectric solvents, high degree of delocalization,
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and high density of charged species). peaks observed in a similar CPE system. 13,14 Note that when side

2 Results and Discussion
chain beads are included in the structure factor, the harmonic
peak becomes much less distinct (Figure S5).

2.1     Concentration And Solvent Dependent Morphology

In good solvent, the partial structure factor of the CPE back-
bone beads (Figure 3a) agrees with previous simulations of poly-

I (q) =  
qn +  

1 + (|q − q1|L1)m +  
1 + (|q − q2|L2)2

(12)

electrolytes in good solvent, with the structure factor showing a
strong peak that shifts to higher q and decreases in intensity with
ρ1/2 in agreement with scaling theories. 61,62 This peak is due to
the electrostatic repulsion of chains that results in narrow distri-
bution of distances between monomers of adjacent CPE chains. 63

In all CPE simulations, no low-q PE peak was observed in the
structure factor, consistent with the shorter length scales accessi-
ble via molecular simulations. 61,62

In stark contrast to good solvent, poor solvent CPE simula-
tions form a 3-dimensional network of mutually avoiding CPE
fibers (see SI  for a .trj file of a morphology that can be opened
in Ovito 64). The partial structure factor of the backbone beads
reveals a sharp CPE peak with a second peak at �1.8 times the
primary PE peaks’ position (Figure 3b). The increased sharpness
of the peak in poor solvent agrees with previous SANS studies
comparing poor and good solvent CPEs. 65 The appearance of a
secondary peak is in further agreement with SANS data from a
PCPDTBT-based CPE.13 The high-q peaks in the structure factor
correspond to monomer bond length (� 0.9σ ) and the π-stacking
distance (� 1.1σ ). Across all q values, the only significant differ-
ence between the quenched and compressed poor solvent partial
structure factors was the compressed morphology had a deeper
trough between the π-stacking peak and CPE peaks than the
quenched morphology (Figure S2). This result is presumably due
to fewer, thicker fibers in the morphology (see below). The in-
sensitivity of the structure factor to morphological changes be-
tween the quenched and compressed systems highlights the crit-
ical value of molecularly detailed simulations when interpreting
CPE morphologies, particularly for comparison to experiments.

The low-q peaks in the structure factor suggest a highly or-
dered, fiber-like structure intermediate between a 2d hexagonal
crystal structure and a 1D lamellar structure. To better charac-
terize the low q structure of poor solvent simulations, the partial
structure factor was fitted to the sum of two Lorentzian peaks
and a low-q decay (Eq 12) as previously used to fit CPE scatter-
ing profiles. 13 In this equation, A, B, and C are the magnitude of
each component of S(q), n and m are the scaling exponents for
the low-q decay and first peak, respectively, q1 and q2 are the
positions of the first and second peak, respectively, and L1 and
L2 are the length scales associated with the order of the first and
second peak, respectively. The fitted values are presented in
Figure S3. The ratio of primary and secondary peak positions
(q2 /q1 ) smoothly increases from 1.75 to 1.88 as the concentra-
tion increases from 10% to 50% w/v (Figure S4). These ratios
fall within the expected ratios for a higher-order harmonic of a
2D hexagonal crystal structure (  3 =  1.73) and a 1D crystal har-

The scaling of the poor solvent CPE peak deviated from good sol-
vent scaling theories due to the formation of multi-chain fibers in
poor solvent. In poor solvent, the increase in concentration coin-
cides with a decreasing number of independent fibers of increas-
ing thickness. The primary peak’s position scaled as ρ�0.3 and its
intensity remained nearly constant (Figure 3 and S6) with respect
to concentration. The sub 1/2 scaling exponent of the PE peak
can be explained by the thickness of the CPE fibers increasing
with concentration (see below), producing larger inter-fiber sep-
arations. These thicker fibers also increase the amplitude of the
density fluctuations, producing deviations from the expected -1/2
peak intensity scaling relationship. This 0.3 scaling relationship is
similar to that predicted by pearl-forming flexible PE chains in
poor solvent, 66 but this relationship has not been studied in
fiber-forming semi-flexible chains and presents a critical gap in
our theoretical understanding of poor solvent CPEs. It should be
noted that at high concentrations, the regular spacing between
CPE fibers in poor solvent simulations is likely enhanced by the
excluded volume of the good-solvent side chains, as the spacing
between backbone fibers approaches twice the chain length.

To complement the global characterization of morphology via
the partial structure factor, we also examined the CPE fiber thick-
ness as a function of concentration and solvent quality. The distri-
bution of fiber thicknesses is hypothesized to have a strong effect
on molecular orbital delocalization and the connectivity of the
charge transport network, both of which could improve electronic
mobility. An algorithm was developed to determine the thickness
of a CPE fiber, described in the SI. A representative result of this
algorithm is shown in Figure S8. In this work, “thickness" is used
to quantify the number of chains characterizing the width of a
fiber, not a physical distance.

Figure 4 shows that both the average fiber thickness and the
width of the fiber thickness distribution increase with concentra-
tion in poor solvent conditions. Interestingly, both the quenched
and compressed simulations exhibit very similar fiber thicknesses,
especially at low concentrations. It was also observed that the
fiber thickness increases linearly with concentration up to 30%
w/v (compressed) or 40% w/v (quenched). Using a linear fit of
this data (R2 >  0.998), the extrapolated fiber thickness in the di-
lute limit (0% w/v) is 2.05-2.08. This result is consistent with
previous work which observed a fiber thickness of two in the di-
lute limit resulting from self-aggregation of single chains. 47

The thickness of a fiber results from the balance of the poor
solvent quality, favoring aggregation, and the electrostatic repul-
sion between chains, disfavoring aggregation. As the concentra-
tion of CPE increases, the free volume of the system decreases,

monic (2.00). To the author’s best knowledge, this is the first increasing the proximity of counterions to the chains, screening
assignment of a harmonic peak in a modeled CPE structure fac- the electrostatic repulsion between the pendant counterions, and
tor, providing a potential alternative interpretation of the SANS allowing solvent quality to drive further aggregation. Further-
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Fig.     3 Partial structure factor of the C P E  backbone beads in (a) good solvent, (b) poor solvent quenched, and (c) poor solvent compressed at
concentrations of 10 (red) and 50% (blue) w/v. The poor solvent data was fit to Equation 12. Values of q are divided by 2π to aid interpretation, and 1
σ � 0.5 nm in real space.

work structure of a CPE morphology, an unweighted adjacency
matrix between anisotropic monomers was generated by defin-
ing any two monomers with electronic coupling >  0.02 eV as
adjacent to each other. This threshold preserves through-bond
connections when the dihedral angle is less than 80◦ , and pre-
serves through-space connections up to 2.3 σ for monomers with
perfectly aligned π-systems. The adjacency matrix was then sub-
divided via a crawling algorithm, similar to previous work.67 The
number of networks and the size of the largest network for each
snapshot were recorded over time (Figure S9), and the robust-
ness of number of networks to the electronic coupling threshold is
shown in Figure S10.

Despite the nearly identical structure factors and fiber thickness
distributions of the quenched and compressed poor solvent simu-
lations, Figure 5 shows significant differences in their correspond-
ing network structures. As described previously, the quenched

Fig. 4 Fiber thickness for good solvent and quenched/compressed poor
solvent morphologies. Curves represent the distribution of fiber thick-
nesses and points represent the average fiber thickness.

more, the low free volumes of the morphology at higher concen-
trations also favor efficient packing of the anisotropic beads via
π-stacking. This packing effect may explain the deviation of fiber
thickness from the linear trend at ≥  40% w/v. The differences
between the quenched and compressed poor solvent simulations
are most likely due to kinetic trapping, as previously discussed.

poor solvent simulations were designed to probe the limit of a net-
work maximizing interchain connections, while the compressed
poor solvent simulations were designed to generate a network
favoring intrachain π-stacking. This approach successfully pro-
duced fewer separate networks in the quenched morphology at
all concentrations, with the largest network spanning >50% of
the monomers for all morphologies (Fig S10). In contrast, the
compressed simulations generated a distribution of smaller, iso-
lated networks at concentrations <  30% w/v, and a single nearly
percolative network at ≥  30% w/v. These granular details of the
network structure manifest important difference in the resulting
electronic mobilities of the different CPE systems. Additional vi-
sualizations of the morphologies are provided in the SI  (Figure
S11) using the UMAP (Uniform Manifold Approximation and Pro-
jection) algorithm. 69

2.2     Concentration Dependent Network Connectivity
In addition to characterizing the average structural properties of 2.3     Concentration Dependent Electronic Transport

the CPE morphologies, the fine details of the CPE network struc-
ture are equally important in characterizing the associated elec-
tron 67 and ion 68 transport of a system. To determine the net-

With the concentration dependent morphologies of CPEs charac-
terized, we next explore how the morphology impacts the ener-
gies and delocalization of the highest lying HOMOs, and how the
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Fig. 5 Number of networks vs C P E  concentration. Each point is averaged
over 50 kτ. Error bars represent one standard deviation. The threshold
electronic coupling value for two monomers being connected is 0.02 eV

electron hopping rates determine the bulk electronic mobility.
A hallmark of CPEs is that ions are chemically attached to the

semiconducting backbone, prompting interest in what direct ef-
fect these ions and their counterions have on the electronic prop-
erties of the polymer. Similar to dilute CPEs,47 the standard devi-
ation of the on-site electrostatic potential was less than 0.011 eV
for all systems (Figures S12 and S13). To assess what role addi-
tional disorder not included in our model (e.g. solvent polariza-
tion) might have on the system’s electronic structure, a Gaussian-
distributed random disorder was applied to each monomer with a
standard deviation of 0.1 eV; this disorder did not qualitatively
impact the electronic structure differences between systems (Fig-
ure S14). These results reinforce that electrostatic disorder has a
small influence on the electronic structure of CPEs in the dilute
and semi-dilute regimes for the dielectric (water) studied here.
One anticipated result from the electrostatic analysis is the ob-
servation that the 10% w/v poor solvent morphologies have a
+0.014 eV average electrostatic potential compared to the 50%
w/v morphologies due to the diffusion of counterions into the so-
lution (see SI). While the system as a whole is charge neutral,
the non-neutrality of the CPE backbones is consistent with the re-
ported self-doping 70–72 of p-type anionic CPEs. In these systems,
the number of electronic charge carriers increases with degree of
hydration. 16,17 While significant future work is required to fur-
ther validate this result, it suggests the potential for future itera-
tions of the CG model used in this work to predict the volumetric
capacitance of a CPE morphology, which is a key parameter in
predicting transconductance. 73

In contrast to the minimal impact of the electrostatic poten-
tial on electronic site energies in CPEs, electrostatic forces play a
significant role in controlling the conformational structure of the
fiber-like poor solvent morphologies, which strongly influ-

ence wavefunction delocalization. As seen visually in Figure 6,
the HOMOs of good solvent morphologies are localized on indi-
vidual chains as the through-space coupling is much weaker with-
out poor-solvent induced π-stacking. In contrast, the HOMOs in
poor solvent morphologies delocalize across multiple chains via
π-stacking and the flattening of intermonomer dihedral angles, as
described in previous work. 47 The IPR and DOS of the CPE mor-
phologies (Figure S15 and S16) reveal that through-space cou-
pling, strengthened by anisotropic π-stacking, strongly influences
the electronic properties of these morphologies. In good solvent,
the DOS tail is 0.1 eV and exhibits no change with concentration
while the IPR of the associated MOS was � 10 monomers for all
concentrations. In contrast, in poor solvent morphologies the DOS
high energy tail was two to three times as long as in good sol-vent,
and the corresponding IPR was four to seven times as large, with
both DOS and IPR growing with concentration. When com-paring
the quenched and compressed morphologies, it appears that
both better-connected networks and thicker fibers increase the
IPR, but do not have an appreciable impact on the DOS. The
sensitivity of MO delocalization to additional onsite energy disor-
der was probed for selected morphologies, showing that the IPR
was reduced by � 15% per 0.1 eV of disorder out to 0.3 eV (Figure
S14), but again did not affect qualitative conclusions.

The significant differences in delocalization of the HOMOs
strongly affect the electronic mobilities for poor solvent mor-
phologies relative to good solvent morphologies. The large delo-
calization of HOMOs in poor solvent leads to greater overlap be-
tween MOs at larger distances (Ri j ), increasing the hopping rates
and associated electronic mobilities of poor solvent morphologies
at all concentrations (Figure 7). The difference in electronic mo-
bilities for the compressed and quenched systems are posited to
be due to a combination of network connectivity and fiber thick-
ness, producing more delocalized HOMOs and stronger overlap
between MOs. At lower concentrations, the better network con-
nectivity of the quenched morphology appears to improve the
mobility by increasing the IPR and providing stronger through-
bond coupling between MOs. However, at higher concentrations,
the compressed simulation’s coarser morphology with fewer and
thicker fibers (Figures 4 and S11) produces more delocalized IPRs
(Figure S16) and stronger coupling between MOs.

A more in depth analysis of the 20% w/v quenched and 50%
w/v compressed morphologies showed that the largest contribu-
tions to the electronic mobility result from large rates between
nearly-degenerate orbitals at large distances (Figure S17) similar
to other organic semiconductor work using time dependent quan-
tum mechanics. 74,75 While there is a stark difference between
the electronic mobilities of the good solvent and poor solvent sys-
tems that is attributable to the better network structure and im-
proved delocalization resulting from fiber formation, it should be
noted that finite size effects likely complicate the detailed com-
parison of electronic mobility differences between quenched and
compressed systems. When the wavefunction is strongly delocal-
ized, the difference between the centroids of different wavefunc-
tions can approach nearly half the box length, requiring careful
treatment. Future work will aim to disentangle the differences
between poor solvent morphologies at larger length scales.
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Fig.     7 Calculated mobility of each morphology for doping levels of 1
dopant (circles) and 10 dopants (squares). Each point is the average
mobility along the x, y, and z-axes over 51 snapshots. Error bars represent
the standard deviation of the average mobility along the x, y, and z-axes.

2.4     Concentration Dependent Ionic Transport

Fig. 6 Wavefunction probability of the top ten highest energy MOs for
representative good solvent (top) and poor solvent (bottom) configura-
tions at 20% w/v. Only backbone beads are shown for visual clarity.
Some MOs are not visible due to the system density.

To provide insight into the use of CPEs as mixed conducting
OMIECs, 7 morphology dependent ionic diffusivities were calcu-
lated using the Einstein relation. Note that due to the CG nature of
simulations, the loss of the polymer and solvent degrees of
freedom makes a direct comparison between CG and experimen-
tal diffusion rates difficult.

Overall, the diffusion of counterions in CPE systems is nearly
linearly dependent on concentration and relatively insensitive to
the details of morphology. The diffusion of the counter anions
(Figure 8) exhibits a slight non-linear dependence for polymers
in good solvent conditions, in agreement with previous work. 76

However, both poor solvent simulations show an identical linear
dependence across the range of densities studied (R2 >  0.996).
At low concentrations ( <  30% w/v,) the slower diffusion in poor
solvent may be due to increased counterion condensation (Fig-
ure S7), which increases at higher linear charge densities, 63 a
consequence of multiple chains forming a single fiber. At high
concentrations ( >  30% w/v), the slower diffusion may be due to
confinement of anions to regions of low CPE density (Figure S7),
requiring anions to diffuse around the thicker fibers. However, at
the semidilute concentrations studied here, the majority of ion
transport occurs through the solvent phase, and consequently the
small dependence of polymer morphology on the resulting coun-
terion diffusion is observed. Contributions to ion transport from
the CPE chain diffusivity was observed to be two orders of mag-
nitude smaller than ion diffusion (Figure S18), with poor solvent
diffusivity being approximately three to five times smaller than
in good solvent, which is anticipated due to the greater mass of
fibers in poor solvent systems.

While this work provides an initial estimation of the struc-
ture of CPE morphologies, significant work remains to understand
the physical determinants of fiber formation in CPEs, as well as
the relationship between simulated and experimental morpholo-
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Fig. 8 Ion diffusion constants for good solvent, quenched poor solvent,
and compressed poor solvent CPEs  as a function of concentration.

local electrostatic fields derived from the instantaneous structure
of the system will influence both wavefunction delocalization and
the likelihood of doping in CPEs, which consequently will modu-
late the stiffness of the CPE backbone and the electrostatic inter-
actions between ions and holes. In principle, these effects must be
treated in a self-consistent fashion, especially for systems operat-
ing at high dopant concentrations. This strongly coupled problem
has yet to be addressed due to the computational cost of coupling
QM changes in wavefunctions with morphology equilibration at
the CG resolution. Previous work30 has distributed the doped
hole charges uniformly over the individual polymer chains; while
this is a reasonable approximation for computational ease, it does
not capture either the physics of delocalization or electrostatically
induced disorder. An interesting feature of the models employed
in our work relates to the ability to assign master-equation de-
rived holes populations to modulate the local electrostatics of the
polymer backbones. In this way, QM-consistent hole populations
can be distributed throughout the CPE chains that are consistent
with the environmental chain disorder. Significant methodolog-
ical development is still required to incorporate these effects in a
self-consistent, and computationally scalable, manner, but the
methods here provide a route to achieving such coupling. As a
primary goal of OMIEC modeling concerns accurate estimations
of structure, such a framework could be incorporated in a non-

gies.     While there is copious existing literature advancing the dynamical manner utilizing Monte Carlo (MC) schemes in order
understanding of structure formation in good solvent polyelec-
trolytes, there is very little work on the corresponding poor sol-
vent polyelectrolyte systems, particularly those exhibiting semi-

to provide significant computational advantages. It will be ex-
citing to observe how the ramifications of this included coupling
manifest in future work.

flexible and/or anisotropic interactions. Theoretical works are
particularly absent from this area and would be helpful to guide
experimental and computational work in future studies. Nonethe-
less, clear design rules about the nature of poor solvent mor-
phology formation can be deduced from the current work. Fiber
formation appears to result from the delicate interplay of short
range poor solvent aggregation and longer-range electrostatic re-
pulsion, with the polymer’s semiflexibility helping nucleate fiber
formation. While the fiber formation in this work is generally con-
sistent with that observed experimentally,12,14 it is important to
note that these experimental systems employ polymers with �five
times larger polymer persistence lengths, and consequently fiber
formation occupies larger length scales and is significantly more
pronounced. The molecularly detailed view of semidilute poor
solvent CPE morphologies in this work suggests the formation of
regularly separated multi-chain fibers at the � 10nm length scale.
This image contrasts with cartoons sometimes presented in the
literature showing crystalline and disordered regions in hydrated
CPE morphologies, which are likely a gross approximation of the
real morphology. Future simulation work employing the CG CPE
model will assess the nature of poor solvent morphologies across a
broader space of dielectric, short-range intermolecular interac-
tions, and CPE semiflexibilities to provide a more detailed view of
the competing physical factors underpinning fiber formation.

A topic that remains unaddressed in the modeling of OMIECs
concerns the incorporation of the strong coupling between elec-
tronic and ionic degrees of freedom, and the ramifications of this
coupling on morphology and charge transport. Specifically, the

Another important issue for OMIECs concerns the development
of anisotropic CG models in a fashion that corresponds closely
with rigorous bottom-up CG methodologies. 77 Due to the ther-
modynamic dependence of CG potentials, this was not attempted
here due to the broad concentration space examined, but in fu-
ture work this will constitute an important point of interest. The
accuracy of both intramolecular and intermolecular Hamiltonian
parameter predictions can also be significantly improved via in-
corporation of Electronic Coarse-Graining models. 78 The connec-
tion of current models to underlying AA models in a statistical
mechanically consistent fashion will allow for an assessment of
the role of explicit solvent and how results may differ from those
incorporating the current implicit solvent model.

Finally, we note that the morphology prediction and transport
models introduced in this work are not uniquely the domain of
CPEs, and can be straightforwardly adapted to model the broader
class of OMIEC materials. Conjugated polymer electrolytes have
recently emerged as a promising materials class for OMIECs that
imbue ion conductivity using highly polar glycolic side-chains. At
present, this class of materials occupies the state-of-the-art of syn-
thetic efforts. Partial charges of the corresponding side-chains
could be introduced into the anisotropic CG model and used to
study their impact on charge transport. Similar work to this end
has recently been conducted by Khot and Savoie, 30,79 though
without rigorous connection to the underlying QM Hamiltonian.
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This work provides the first molecular level view of morphology
formation in semi-dilute CPEs and its impact on electronic and
ionic mobility. We have employed a QM-informed CG model to
study three sets of morphologies spanning good solvent and poor
solvent morphologies with different network connectivities. The
poor solvent morphologies generated by different annealing pro-
cedures result in nearly identical structure factors that show the
presence of very regular inter-fiber spacing as characterized by
the presence of a harmonic in the PE peak of the partial struc-
ture factor. The scaling of this peak with concentration agrees
with the scaling in flexible poor solvent PEs (produced by pearl
formation), but via a multi-chain fiber formation caused by the
semiflexibility and anisotropy of the CPE backbone, which has
not previously been studied via theory. We therefore developed
an algorithm to measure fiber thickness in these morphologies,
and measured the size and number of the networks in each mor-
phology. Despite having very similar structure factors, the two
sets of simulations demonstrated distinct differences in network
connectivity at low concentrations, and different fiber thicknesses
at high concentrations, both of which significantly altered their
electronic properties.

The electronic structure of these morphologies was com-
puted using a tight-binding Hamiltonian in a basis of backbone
monomer HOMO orbitals to assess how CG morphology impacts
electronic properties at large length scales. All monomer ener-
gies were determined by the electrostatic potential exerted by the
surrounding ions, and their electronic couplings were calculated
via dihedral dependent through-bond coupling and orientation
dependent through-space coupling. The eigenstates produce by
this Hamiltonian showed strong delocalization of the MOs in poor
solvent morphologies due to π-stacking induced through-space
coupling, with IPRs typically an order of magnitude larger than in
the corresponding MOs from good solvent morphologies. The
strength of this delocalization was found to be dependent on both
the degree of network connectivity at low concentrations, and the
fiber thickness at high concentrations. The electronic mobility of
these morphologies were then calculated using semiclassical rate
theory and equilibrium populations calculated using a mean field
master equation approach.     The calculated mobilities spanned
three orders of magnitude, with each set of simulations exhibiting a
unique concentration dependence. In contrast, the ionic diffu-
sivity appears relatively insensitive to the details of polymer mor-
phology at the studied concentrations, with minute perturbations
due to differences in counterion condensation in the aggregated
fibers. The overarching conclusion of this work supports that the
electronic mobility of CPE morphologies depends most strongly
on the degree of MO delocalization, which can be tailored by the
CPE morphologies network connectivity and fiber thickness. The
precise ability to tune these morphologies, and the resulting ion-
electron transport properties, as a function of dielectric constant,
solvent quality, and chain flexibility motivates future work at the
interface of theory, computation, and experiment.
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