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Abstract— In today’s world, fake news on social media is a1

universal trend and has severe consequences. There has been a2

wide variety of countermeasures developed to offset the effect and3

propagation of Fake News. The most common are linguistic-based4

techniques, which mostly use deep learning (DL) and natural5

language processing (NLP). Even government-sponsored organi-6

zations spread fake news as a cyberwar strategy. In literature,7

computational-based detection of fake news has been investigated8

to minimize it. The initial results of these studies are good but9

not significant. However, we argue that the explainability of such10

detection, particularly why a certain news item is detected as fake,11

is a vital missing element of the studies. In real-world settings,12

the explainability of the system’s decisions is just as important13

as its accuracy. This article explores explainable fake news14

detection and proposes a sentence-comment-based co-attention15

sub-network model. The proposed model uses user comments16

and news contents to mutually apprehend top-k explainable17

check-worthy user comments and sentences for detecting fake18

news. The experimental result on real-world datasets shows that19

our proposed model outperforms state-of-the-art techniques by20

5.56% in the F1 score. In addition, our model outperforms other21

baselines by 16.4% in normalized cumulative gain (NDCG) and22

22.1% in Precision in identifying top-k comments from users,23

which indicates why a news article can be fake.24

Index Terms— Attention, deep learning (DL), fake news25

detection, long short-term memory (LSTM).26

I. INTRODUCTION27

SOCIAL media platforms enable users to easily access,28

share, and generate a wide range of information. More29
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individuals are seeking and receiving prompt news information 30

online due to the growing utilization and comfort of social 31

media. According to the Pew Research Center, roughly 68% 32

of adults in the U.S. acquired news through social media in 33

2018, compared to 49% in 2012.1 It indicates that social media 34

exposes users to a plethora of misinformation, including fake 35

news and news items that deliberately incorporate fraudulent 36

content [1], [2]. According to one estimate,2 all the way to the 37

end of the 2016 presidential election, over 1 million tweets 38

had been tied to the fake news story “Pizzagate.” Therefore, 39

we say fake news can damage society due to its extensive 40

distribution. First, it erodes public confidence in journalists 41

and governments. For example, during the 2016 presidential 42

election campaign in the United States, the spread of fake 43

news was, ironically, greater than the reach of the top 20 most- 44

discussed factual stories.3 In addition, fake news can alter how 45

people react to real news. According to a Gallup investigation,4 46

people’s confidence in the media has eroded drastically across 47

all political parties and age groups. Also, widespread “online” 48

misinformation and fake news can cause “offline” societal 49

incidents.5 Fake news stating Barack Obama was wounded 50

in an eruption cost the stock market U.S. $130 billion.6 51

Consequently, controlling its propagation on social media has 52

become vital while boosting trust in a wider news ecosystem. 53

Nevertheless, the detection of fake news on social media 54

brings its own set of difficulties. First, because fake news 55

is purposefully created to deceive readers, it is difficult to 56

detect them solely by their contents. Also, data on social media 57

is occasionally anonymous, large-scale, noisy, primarily user- 58

generated, and multimodal. To address these issues, recent 59

efforts have integrated users’ social interactions into news 60

stories to determine whether news pieces are fake [3], [4], 61

with promising early outcomes. Ruchansky et al. [3] present 62

a hybrid deep learning (DL) approach for detecting fake news 63

by modeling news content, user responses, and post sources. 64

Guo et al. [5] employ a hierarchical network and model social 65

attention with user interactions and relevant user comments 66

for fake news detection. Even though effective DL-enabled 67

techniques are in practice, the existing techniques emphasize 68

the detection of fake news with latent features. However, these 69

cannot justify “why” a portion of the information was flagged 70

1https://tinyurl.com/ybcy2foa
2https://tinyurl.com/z38z5zh
3https://tinyurl.com/y8dckwhr
4https://tinyurl.com/y9kegobd
5https://tinyurl.com/y9kegobd
6https://tinyurl.com/ybs4tgpg
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as fake news. It is desirable to justify that news was deemed71

fake because the developed explanation can deliver practition-72

ers unique insights and previously unattainable details. Fur-73

thermore, extracting explainable features from noisy auxiliary74

data can aid in the detection of fake news. Shu et al. [6] pro-75

posed dEFEND, an recurrent neural networks (RNN) and co-76

attention-based technique for detecting explainable news. They77

employ bidirectional long short-term memorys (LSTMs) and78

a dual path-way network for explainable fake news detection.79

RNN networks [LSTM and gated recurrent unit (GRU)], on the80

other hand, lack generalizability and so performs poorly [7].81

Also, co-attention inadequacies global cross-interaction of all82

features [8]. However, designing a reliable and explainable83

fake news detection framework remains a research problem.84

In this article, we propose a framework to obtain expla-85

nations in terms of user comments and news content. First,86

news articles may contain demonstrably fake content. Jour-87

nalists, for example, manually review sentences in news88

pieces on fact-checking platforms like PolitiFact,7 which is89

time-consuming and labor-intensive. Also, researchers seek to90

utilize external sources to determine and explain if a news91

story is fake or not [9]. In addition, user comments on social92

media supply plenty of information from the community, such93

as sentiments, stances, and opinions, which may be used to94

identify fake news [5]. Furthermore, user comments and news95

content are inextricably linked and offer key indications to96

justify whether certain news is fake or true [6]. In the proposed97

framework, we investigate the issue of detecting fake news by98

combining information from user comments and news articles.99

To that aim, we employ a systematic approach to develop100

an explainable framework for detecting fake news, including:101

1) a component for encoding news contents that employs a102

hierarchical attention network to learn news sentence repre-103

sentation and apprehend grammatical and semantic signals;104

2) a component for encoding user comments that employ a105

word-level attention sub-network to learn the latent represen-106

tations of user comments; and 3) a sentence-comment-based107

co-attention component that explains the association between108

user comments and news contents and helps determine the109

top-k explainable comments and sentences.110

In summary, we primarily address the following issues:111

1) increasing explainability and detection performance by112

modeling explainable fake news detection; 2) efficiently113

extracting explainable comments in the absence of ground114

labels in the course of model training; and 3) mutually forming115

the association between user comments and news content for116

explainable fake news detection? We present a novel solution117

to these challenges; our primary contributions are detailed118

below.119

1) We investigate and solve a novel and critical problem120

for detecting explainable fake news using social media121

platforms.122

2) We present a structured method for exploiting user123

comments and news contents to apprehend explainable124

user comments for detecting fake news.125

7https://www.politifact.com/

3) We performed comprehensive simulation on real-world 126

datasets that exhibit the supremacy of our proposed 127

method over the baseline techniques for explaining and 128

detecting fake news. 129

The rest of the article is organized according to the follow- 130

ing pattern. In Section II related work is discussed followed 131

by preliminaries in Section III. The methodology is given in 132

Section IV, and experimental results are given in Section V. 133

Finally, the article is concluded in Section VI. 134

II. RELATED WORK 135

Most methods for detecting fake news rely on social con- 136

texts, and news contents [1], [10], [11]. In general, information 137

is extracted from visual and textual elements, which apprehend 138

certain sensational emotions [12] and writing styles [13], both 139

of which are vital in fake news detection. Furthermore, tensor 140

factorization [14] is used to model textual representations, 141

yielding strong results in detecting fake news. The visual 142

elements are derived from visual components to apprehend 143

the diverse features of fake news and misinformation [15]. 144

In this context, recent efforts focus on the fundamental issues 145

in fake news detection through latent representations, including 146

user response generation [16], early detection of fake news 147

using adversarial learning [17], explainable detection meta 148

characteristics [18] and unsupervised and semi-supervised 149

detection [19]. On the other hand, the latent representations 150

are notoriously challenging to interpret, offering just a sliver 151

of information into fake news. Castillo et al. [20] proposed 152

social context-based characteristics derived from interaction 153

patterns and user profiles. Other supervised learning tech- 154

niques rely on social platform-specific characteristics, includ- 155

ing retweets, tweets, and likes. Other supervised learning 156

techniques rely on social platform-specific characteristics, 157

including retweets, tweets, and likes [3], [21]. 158

While there has been great improvement in detecting fake 159

news, little focus has been on explainability. Existing tech- 160

niques train classifiers by extracting features without providing 161

any explanation. They are black boxes in terms of explain- 162

ability due to their lack of transparency [22]. In this article, 163

we employ a co-attention approach to better identify fake news 164

by apprehending the inherent explainability of user comments 165

and news sentences. 166

III. PRELIMINARIES 167

In this section, we discuss the problem formalization and 168

problem definition in detail. 169

A. Problem Formalization and Notations 170

Assume A represents a new article with N sentences 171

{si}N
i=1, where each sentence si = {wi

1, . . . , w
i
Mi

} comprises 172

Mi words. C = {c1, c2, . . . , cT } indicates a set of comments 173

T , associated with the news A, with each comment c j = 174

{w j
1 , . . . , w

j
Q j

} comprises Q j words. Following [1], [23], 175

and [6], we approach the problem as a binary classification 176

problem, where y = 1 indicates true while y = 0 shows 177

fake news articles. Similarly, we intend to learn a rank list 178

rank of a sentence (RS) and rank of a comment (RC) based 179
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Fig. 1. General architecture of our proposed model.

on the degree of explainability from all sentences {si }N
i=1180

and comments {ci }T
j=1, where RSk /RCk signifies the kth most181

explainable sentence/comment. The explainability of sentences182

in news content reflects the extent to which they are check-183

worthy. Still, the explainability of comments represents the184

extent to which users believe whether the news is fake or real,185

which is strongly tied to the primary claims in the news.186

B. Problem Definition187

Let us assume A and C represent a news article and a set of188

related comments, respectively. We aim to design a function189

f : f (A, C) → (ŷ, RS, RC), which can accurately predict190

explainable comments and sentences with high ranks in RC191

and RS, respectively.192

IV. METHODOLOGY193

This section goes through a news content encoder com-194

ponent, a user comment encoder component, a sentence-195

comment co-attention component, and a fusion component.196

Fig. 1 illustrates the architecture of our proposed framework.197

The news content encoder component uses the hierarchical198

chat-level and discussion-level encoding to establish latent199

features of linguistic news. The user comment encoder com-200

ponent then demonstrates how to employ word-level attention201

networks to extract latent features from comments. In addition, 202

the sentence-comment co-attention component for learning 203

feature representations represents the common impacts among 204

user comments and news sentences. The explainability degree 205

of comments and sentences is learned via attention weights. 206

Lastly, the fusion (fake news prediction component) demon- 207

strates how to classify fake news by combining news content 208

and user comment elements. 209

A. Encoding of News Contents 210

The purpose of articles having fake news is to propagate 211

misinformation, which frequently uses limited and dazzling 212

language that can aid in detecting fake news. Furthermore, 213

a news document includes linguistic indicators at various 214

levels, giving varying degrees of value to explaining why news 215

can be fake. For instance, fake news claiming, “Did Trump 216

Send This Phallic Christmas Card in 2021?” Here, the word 217

“Phallic” gives better cues than other terms in the sentence 218

in determining if the news claim is fake or not. In such 219

scenario, hierarchical attention neural networks (HANs) [24], 220

[25], which emphasize influential words or sentences for 221

classification. These have been efficient and fruitful in learning 222

document representations. They employ a hierarchical neural 223

network for modeling sentence-level word-level representa- 224

tions through self-attention techniques. Influenced by the 225
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success of self-attention, we proposed a hierarchical frame-226

work for learning news content representations. First, we learn227

the sentence representation with the word encoder component228

and sentence vectors with the sentence encoder component.229

1) Word Encoders: We train a word encoder based on Pyra-230

midal Recurrent Units (PRUs) to learn the sentence represen-231

tation. RNNs can capture long-term dependency in principle,232

but their high dimension space limits their generalizability [7].233

PRUs are employed to provide a more in-depth and improved234

learning experience to address generalizability. Unlike [26]235

and [6], we use PRU to encode the sequence of words and236

employ bidirectional PRU to model word sequences from237

both sides of words to apprehend contextual information from238

annotations better. PRU applies Pyramidal transformation to239

the input vector and uses Grouped linear transformation to the240

context vector. Then, they combine them under the umbrella of241

PRU and feed them as input to the LSTM cell. Given the input242

sentence s, the PRU subsample it into K pyramidal levels to243

obtain various representations with different scales as244

sk ∈ R
N

2k−1 (1)245

where 2k−1 denotes the sampling rate and k = {1, . . . , K }.246

For each k = {1, . . . , K }, the PRU learns a scale-specific247

transformation as248

Wk ∈ R
N

2k−1 × M
K . (2)249

Then, PRU concatenates the transformed sub-samples to get250

the pyramidal output y ∈ RM as251

y = FP(s) =
[
W1 · s1, . . . , WK · sK ]

(3)252

where [·, ·] denotes the concatenation operation. Given an253

input vector s, PRU sub-sample it using a kernel k with254

2e + 1 elements as255

sk =
N/s∑

i=1

e∑

j=−e

xk−1[si ]κ[ j ] (4)256

where s denotes the stride operation while k = {2, . . . , K }.257

At the same time, given the context vector h ∈ RN , PRU258

split it into g smaller groups as259

h =
{
h1, . . . , hg}, ∀hi ∈ R

N
g . (5)260

Then, through a linear transformation FL : R(N/g) → R(M/g),261

PRU transforms hi into zi ∈ R(M/g) for each i = {1, . . . , g}.262

The final output vector is then formed by concatenating the263

resulting g output vectors zi as264

z = FG(h) =
[
W1 · h1, . . . , Wg · hg]. (6)265

Then, at a given time t , PRU combines input and context266

vectors through a transformation function using the following267

equation:268

Ĝv (st , ht−1) = F̂P(st ) + FG(ht−1) (7)269

where v ∈ { f, i, c, o} indicates the forget, input, and output270

gates of the vanilla LSTM. F̂P(·) denotes the pyramidal271

while FG(·) represent the grouped linear transformations. The272

resultant Gv is then fed to the vanilla LSTM architecture to273

model PRU.274

The bidirectional PRU consists of a forward PRU &f , reading 275

sentences si from word wi
1 to wi

Mi
and a backward PRU

←−
f , 276

reading sentences si from word wi
Mi

to wi
1 277

−→
hi

t = −−→PRU
(
wi

t

)
, t ∈ {1, . . . , Mi } 278

←−
hi

t = ←→PRU
(
wi

t

)
, t ∈ {Mi , . . . , 1}. (8) 279

We then concatenate
−→
hi

t and
←−
hi

t , i.e., hi
t = [
−→
hi

t ,
←−
hi

t ], to get 280

an annotation having the information of the entire sentences, 281

revealing around the word wi
t . Because not every word con- 282

tributes equally to conveying the meaning of a sentence. 283

To better embrace the importance of weights in measuring 284

words, we use a multihead attention approach and compute 285

the sentence vector αi ∈ R2d×1 as follows: 286

αi
t = Concat

(
a1

t , . . . , am
t

)
287

where ai
t = softmax

(
tanh

([
hi

t

]
W1

)
w2

)
(9) 288

where W1 and w2 learnable parameters. αi
t denotes the signif- 289

icance of the word t th in the sentence si . 290

2) Sentence Encoder: We use PRUs and multihead attention 291

in the same way as word encoders to encode every sentence in 292

the news. We use the αi to learn the sentence representations 293

hi by apprehending context details at the sentence level. 294

In particular, we employ bidirectional PRUs to encode and 295

learn the sentence representations si ∈ R2d×1 using multihead 296

attention as follows: 297

−→
hi = −−→PRU

(
αi), i ∈ {1, . . . , N} 298

←−
hi = ←−−PRU

(
αi), i ∈ {N, . . . , 1}. (10) 299

The learned sentence representation apprehends the context 300

from neighboring sentences around sentence si . 301

B. Encoding of User’s Comments 302

People use social media posts to articulate their sentiments 303

or sentences about fake news, such as skeptical opinions, 304

comments, sensational reactions, etc. Such textual details are 305

relevant to the scope of actual news stories and possess 306

worthwhile semantic information, which can assist in detecting 307

fake news. We employ bidirectional PRUs to encode the 308

comments of users to latent representations directly because 309

the comments gained from social media are generally brief 310

text. Precisely, we map every word w j
t in a given comment c j 311

in words w j
t , t ∈ {1, . . . , Q j } into the word vector w j

t ∈ Rd
312

through an embedding matrix. 313

Then, the same as word embeddings, we get the
−→
h j

t and 314←−
h j

t as 315

−→
h j

t = −−→PRU
(

w j
t

)
, t ∈

{
1, . . . , Q j

}
316

←−
h j

t = ←−−PRU
(

w j
t

)
, t ∈

{
Q j , . . . , 1

}
. (11) 317

Furthermore, we concatenate
−→
h j

t and
←−
h j

t , expressed as h j
t = 318

[h j
t , h j

t ], to get the annotation of word w j
t . Then, we utilize 319

multihead attention to learn the importance of measuring the 320

weights of every word to get the comment vector c j ∈ R2d as 321
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follows:322

β j
t = Concat

(
a1

t , . . . , an
t

)
323

where a j
t = softmax

(
tanh

([
h j

t

]
W1

)
w2

)
(12)324

where β j
t describes the significance of tth word for the325

comment c j .326

C. Sentence-Comment Co-Attention327

Not every sentence is fake in the news contents, and as a328

matter of fact, few are genuine, but only to help fake ones [27].329

As a result, news sentences must not be equally relevant in330

explaining whether news articles are fake or not. At the same331

time, user comments can provide details regarding the crucial332

components that explain why a portion of news is fake, but333

they can also be slightly noisy and informative.334

Hence, we strive to choose user comments and news sen-335

tences that illustrate why a fraction of the news is fake. They336

should aid in detecting fake news since they give a clear337

explanation, indicating us to employ attention mechanisms to338

better understand the weight representations of comments and339

news sentences, which will aid in fake news identification.340

It motivates us to model attention mechanisms that provide341

better weights for representing sentences and comments in342

information, resulting in detecting fake news. In particular,343

we employ another round of multihead attention networks on344

top of the learned sentence and comment representations to345

better comprehend fine-grained semantic features as346

H s = Concat
(
a1

t , . . . , am
t

)
347

where ai
t = softmax

(
tanh

([
αi

t

]
W1

)
w2

)
348

H c = Concat
(
b1

t , . . . , bn
t

)
349

where bi
t = softmax

(
tanh

([
β j

t

]
W3

)
w4

)
(13)350

where H s and H c represent the final sentence and comment351

representation, respectively. Next, we employ co-multihead352

attention to capture the semantic association between sen-353

tences and integrate them as follows:354

H = Concat
(
a1, . . . , am)

355

where ai
t = softmax

(
tanh

([
Hs; Hc] · W1

)
· W2

)
(14)356

where W1, W2 ∈ R2d×2 d are learnable parameters.357

D. Fusion and Training358

We have covered how to model the hierarchical structure359

of news material at the word and sentence levels, encode360

comments by employing multihead attention and combine361

comments and sentence representations. Then, we pass the362

combined representation H to a multilayer perceptron (MLP)363

to predict fake news as364

ŷ = σ
(
W f · (W · [H] + b) + b f

)
(15)365

where ŷ indicates the predicted probability, where ŷ = 1 (fake366

news) and ŷ = 0 (real news), respectively. Hence, we strive to367

minimize the cross-entropy loss function for each news item368

as369

L(θ) = −y log(ŷ1)− (1− y) log(1− ŷ0) (16)370

TABLE I

SIMULATION CONDITIONS OF OUR EXPERIMENTAL
FAKENEWSNET DATASET

where θ signifies the network parameters, we employ 371

Adam [28], which delivers faster convergence than the SGD 372

and avoids the challenge of adjusting the learning rate [29]. 373

V. EXPERIMENTS 374

In this section, we perform experiments to assess the 375

significance of our proposed method. We specifically intend 376

to answer the following questions. 377

1) Q1: Can our proposed method, which models user 378

comments and news content simultaneously, enhance 379

fake news classification performance? 380

2) Q2: What influence do news articles and user comments 381

have on the detection performance of our proposed 382

method? 383

3) Q3: Is it possible for our proposed approach to appre- 384

hend the user comments and news sentences that indicate 385

why a fraction of the news is fake? 386

A. Datasets 387

We use FakeNewsNet [1], [30], which is an exhaustive fake 388

news detection benchmark dataset. The dataset is created from 389

two fact-checking systems, PolitiFact and GossipCop, which 390

provide news with social context information and labels. The 391

meta properties of the news are included in news content, and 392

the relevant user social interactions of news items are included 393

in the social context. Table I displays the comprehensive 394

statistics for dataset. We only preserve news items with at 395

least three comments in our experiments. 396

B. Compared Methods 397

We compare our proposed method with the following rep- 398

resentative baseline fake news detection algorithms: 399

1) Rhetorical Structure Theory (RST) [31] creates a tree 400

configuration to describe rhetorical relationships among 401

words and drags news style features to a vector space by 402

associating the frequencies of rhetorical connections.8 403

2) Linguistic Inquiry and Word Count (LIWC) [32] 404

extracts psycholinguistic lexicons and learns a feature 405

vector based on deception and psychology perspectives. 406

3) HAN [24] utilizes a hierarchical attention network for 407

fake news detection and encodes news content and every 408

sentence with sentence-level word-level attention. 409

4) Text-Convolutional Neural Networks (CNN) [33] 410

model news contents through a CNN and uses various 411

convolution filters to capture various granularities of text 412

characteristics. 413

5) Two-Level Convolutional Neural Network with User 414

Response Generator (TCNN-URG) [16] employ a 415

CNN and a conditional variational auto-encoder to learn 416

news content and user comments representations. 417

8https://github.com/jiyfeng/DPLP

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: UNIVERSITY NOTRE DAME. Downloaded on April 12,2023 at 02:30:26 UTC from IEEE Xplore.  Restrictions apply. 



6 IEEE TRANSACTIONS ON COMPUTATIONAL SOCIAL SYSTEMS

TABLE II

SIMULATION CONDITIONS OF OUR EXPERIMENTAL FAKENEWSNET DATASET

6) Hierarchical Network with Social Attention and418

Bi-Directional Recurrent Neural Networks (HPA-419

BLSTM) [5] learns news representation through dif-420

ferent levels of user arrangements on social media and421

extract post features to model the attention weights.422

7) CSI [3] employ an LSTM and Doc2Vec [34] based423

hybrid network to model the user comments and424

news contents using information from text, source and425

response.426

8) dEFEND [6] employ a co-attention fake news detection427

algorithm to learn the relationship between sentences in428

the source article and user profiles.429

For a fair comparison, we used the baseline methods430

with the following perspectives: 1) LIWC, RST, HAN, and431

text-CNN for only news contents; 2) HPA-BLSTM only for432

user comments; and 3) dEFEND, CSI, and TCNN-URG for433

both user comments and news content. We use a variety434

of learning algorithms, including, Decision Tree, Random435

Forest, Naive Bayes, and Logistic Regression, for LIWC and436

RST and present the best outcomes. For our proposed and437

baseline models, we employ scikit-learn [35] and Pytorch9 for438

implementation. We selected 256 as the batch size, 200 as439

the epoch, and 0.001 as the learning rate. For all the methods,440

we use the max sentence length as 120, max sentence count as441

50, max comment count as 150, max comment length as 120,442

and use Glove [36] as the word embedding technique for the443

baseline methods, set the d and k as 100 and 80, respectively,444

while keeping the vocabulary size at 20 000.445

C. Q1. Fake News Classification Performance446

We utilize the following measures to assess the efficiency of447

fake news detection algorithms: Recall, Precision, Accuracy,448

and F1. Randomly, we select 75% of news articles for training449

and the rest for testing. The procedure is repeated five times,450

with Table II showing the average performance. We draw the451

following observation from the results illustrated in Table II.452

1) HAN outperformed the other news content-based frame-453

work for both datasets, i.e., LIWC and RST, indicating454

that it can efficiently capture semantic and syntactic455

signals through HANs to distinguish between fake and456

true news. Also, LIWC performs better than RST, indi-457

cating it can better model the linguistic features. The458

better LIWC results show that fake news differs from459

9https://pytorch.org/

actual news in selecting words that reflect psychometric 460

features. 461

2) Furthermore, approaches combining user comments and 462

news material outperform methods that rely only on 463

news content and solely on user comments. This implies 464

that characteristics generated from news material and 465

accompanying user comments include complementary 466

information, which improves detection efficiency. 467

3) Furthermore, user comment-based approaches are mar- 468

ginally more promising than news content-based 469

approaches. For both the Gossipcop and PolitiFact 470

datasets, HPA outperforms both HAN and BLSTM in 471

terms of F1 and Accuracy ratings. It demonstrates 472

that features pulled from user comments have a higher 473

discriminative potential for predicting fake news than 474

features taken from news text alone. 475

4) In general, on both datasets and methods based on 476

user comments and news content, we can observe that 477

our proposed technique consistently beats dEFEND, 478

TCNN-URG, and CSI in terms of all evaluation metrics. 479

Compared to dEFEND in terms of F1 and Accuracy 480

score, our proposed method yields an average rela- 481

tive improvement of 5.56%, 4.33% on Gossipcop, and 482

2.47%, respectively, 3.53% on PolitiFact. It demon- 483

strates the value of using PRUs and modeling the 484

co-attention of user comments and news sentences in 485

identifying fake news. 486

D. Q2. Influence of News Contents and User Comments 487

Apart from the news contents, we also combine it with 488

the features extracted from the user comments through a 489

co-attention mechanism and examine the influence of these 490

components even further by developing three variations of our 491

proposed method. 492

1) ProposedN : This version of our work does not con- 493

sider news content information. It begins by learning 494

comments features through the comment encoder and 495

then feeding them to an MLP and a softmax layer for 496

classification. 497

2) ProposedCo: This variation does not use multihead atten- 498

tion on top of the sentence and comment learned rep- 499

resentations and concatenates them directly by feeding 500

them to an MLP and a softmax layer for classification, 501

rather than using comment-sentence co-attention. 502
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Fig. 2. Influence of various features on our proposed methods for detecting
fake news. (a) GossipCop. (b) PolitiFact.

3) ProposedC: This version of our work does not take503

into account details from user comments. It begins by504

encoding news contents with word-level attention and505

then feeds the consequent sentence characteristics into506

an MLP and a softmax layer for classification.507

We used cross-validation to identify the parameters in all508

variations, and the best outcomes are reported in Fig. 2. From509

the outcomes, we derive the following.510

1) The performance of ProposedN falls behind that of511

our proposed method when we remove the impact of512

news content. For instance, the Accuracy and F1 scores513

dropped by 1.2% and 1.33% on GossipCop and 3.6%514

and 2.9% on PolitiFact, suggesting that news contents515

are essential for good performance.516

2) The performance is degraded when co-attention for user517

comments and news information is removed, suggesting518

that it is essential to model their correlation and appre-519

hend the joint effect between user comments and news520

contents.521

3) The performance of ProposedC falls behind our pro-522

posed method when we remove the impact of user523

comments, which indicates that it is essential to keep524

the user comments features for fine-grained fake news525

detection.526

Following the above results, we discovered that user comments527

and news content help our method enhance its fake news528

detection performance. Both must be modeled since they529

provide supportive information.530

E. Q3. Explainability Evaluation531

To meet Q3, in this section, we assess the performance532

of our proposed method’s explainability in terms of user533

comments and news content. Note that, except dEFEND in534

Section V-B, all other baseline techniques are intended for fake535

news detection. Neither is originally introduced to uncover536

explainable user comments or news sentences. To assess537

the performance of our proposed method for explainability,538

we select dEFEND for both user comments and news sen-539

tences and HAN as a baseline for news sentence explainability.540

F. Explainability for News Sentence541

We conducted experiments to assess the performance of our542

model for the explainability rank list, i.e., RS, in the context543

of news sentences. We are particularly interested in seeing544

if our method’s top-ranked explainable sentences are highly545

possible to be connected to important sentences in fake news546

that are worth checking. Hence, for a portion of news content,547

Fig. 3. Comparison of proposed and baselines methods for explainability of
sentences on MAP at 5 and 10 regarding the neighborhood threshold n. MAP
at (a) 5 on PolitiFact, (b) 10 on PolitiFact, (c) 5 on GossipCop, and (d) 10 on
GossipCop.

we employ ClaimBuster [37] to create an R̂S of all check- 548

worthy sentences. ClaimBuster presents a scoring model that 549

employs multiple language elements and assigns a “check- 550

worthiness” score between 1 and 0 based on hundreds of 551

thousands of sentences tagged by human coders from previous 552

general election discussions. Higher scores indicate that the 553

sentence holds check-worthy factual sentences, while the lower 554

describes the sentence as non-factual. We use the evaluation 555

metric Mean Average Precision MAP@k to compare the top-k 556

rank lists for explainable sentences produced by the proposed 557

method (RS1) and dEFEND (RS2) and also with HAN (RS3) 558

with the top-k rank lists, R̂S, produced by ClaimBuster. We set 559

k as 5 and 10. In addition, while comparing the sentences in 560

RS1, RS2, and RS3 with R̂S, we use the threshold n, which 561

determines the size of window that permits n nearby sentences 562

to be examined. From the results in Fig. 3, we derive the 563

following. 564

1) On both datasets, we can observe that our proposed 565

technique beats dEFEND, HAN, and Random in terms 566

of discovering check-worthy sentences in news material, 567

demonstrating that our method’s sentence-comment co- 568

attention component efficiently chooses more check- 569

worthy sentences. 570

2) As n increases, we loosen the need to match ground truth 571

and check worthy sentences, and therefore the MAP 572

performance improves. 573

3) When setting n = 1, our proposed method’s perfor- 574

mance on MAP at 5 and 10 surpasses 0.8 for Poli- 575

tiFact, demonstrating that our proposed method can 576

find check-worthy statements even in the case of a 577

single neighboring sentence from the R̂S ground truth 578

sentences. 579

G. Explainability for User Comments 580

We use Amazon Mechanical Turk (AMT)10 to launch 581

multiple tasks, to assess the explainability of ranked lists of 582

10https://www.mturk.com/
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comments RS for fake news. We use the following configura-583

tions for 50 fake news articles to launch AMT tasks. We start584

by removing items that are fewer than 50 words long from each585

news article. Furthermore, we offered only the first 500 words586

of long articles with more than 500 words to limit the portion587

of rendering required by workers. Because the initial three to588

four paragraphs of a news article outline the scope. Similarly,589

the first 500 words are generally enough to convey the story’s590

substance. Following that, familiar with the articles and with591

an approval percentage of greater than 0.95, we hired AMT592

workers in the United States. We left with three lists of top-k593

comments for each news piece to evaluate the explainability594

of user comments: L(1) = (L(1)
1 , L(1)

2 , . . . , L(1)
k ) for utilizing595

our proposed method, L(2) = (L(2)
1 , L(2)

2 , . . . , L(2)
k ) and L(3) =596

(L(3)
1 , L(3)

2 , . . . , L(3)
k ) for HPA-BLSTM. We select the top-k597

comments, rank them from high to low based on attention598

weights, and set k = 5 to test the model’s ability to choose599

the most explainable comments.600

We compare lists one by one in Task 1. Workers are asked601

to choose between L(1), L(2), and L(3), a list that is collectively602

better. To eliminate position bias, we allocate L(1), L(2), and603

L(3) to workers in a random order, top, and bottom. For each604

news item, we allow each worker to choose the best list from605

L(1), L(2), and L(3). We made sure that each news item was606

reviewed by three workers and collected 150 findings based on607

the worker’s selections. We calculate the number of workers608

who select L(1), L(2), and L(3) at the worker level, as well as609

the winning ratio (WR) for them. Furthermore, we conduct a610

majority vote across all three workers to determine if workers611

prefer L(1), L(2), or L(3) at the news level. We also calculate612

the worker-level options for each news by calculating L(1), L(2)
613

and L(3). From the results in Fig. 4, we derive the following.614

1) Both at the news worker and levels, our proposed615

method can choose superior-top-k explainable comments616

than dEFEND and HPA-BLSTM. At the first step and617

at worker level, 122 of 150 workers with a WR =618

0.81 select L(1) over L(2) and 134 of 150 workers with a619

WR = 0.89 select L(1) over L(3). At the news level, our620

model outperforms dEFEND in 41 of 50 news articles621

with a WR = 0.82 and HPA-BLSTM in 44 of 50 with622

a WR = 0.88.623

2) We can witness more news articles in which three work-624

ers vote unequivocally for L(1), i.e., 3 versus 0, compare625

to 0 versus 3 for both dEFEND and HPA-BLSTM for626

their explainability. In the same fashion, we encountered627

other instances where two workers voted for our pro-628

posed model than both dEFEND and HPA-BLSTM.629

We conduct the item-wise evaluation for Task 2. We direct630

workers to select a score from 0 to 4 for every comment631

in L(1), L(2), and L(3), where 0 represents “not explainable632

at all,” 1 symbolizes “not explainable,” 2 describes “some-633

where in between,” 3 depicts “somewhat explainable,” and634

4 portrays “highly explainable.” We rearrange the comments635

in L(1), L(2), and L(3) to prevent bias induced by distinct636

user criteria and direct workers to rate how explainable each637

remark is. We employ Precision@k and normalized cumulative638

Fig. 4. Human-level evaluation of explainable comment list for Task 1.
Winning count (a) proposed versus dEFEND and (b) proposed versus
HPA-BLSTM. Worker voting ratio (c) proposed versus dEFEND and (d) pro-
posed versus HPA-BLSTM.

Fig. 5. Discrepancy histograms with respect to mean (a) NDCG and (b) mean
Precision@5.

gain (NDCG) [38] as assessment standards to judge the 639

rank-aware explainability of comments. NDCG evaluates the 640

quality of ranks by comparing it to the ideal rank lists as 641

determined through user feedback. The MAP@k signifies 642

the percentage of relevant suggested elements in the top-k 643

collection. Likewise, for each technique, we ensure that every 644

news item is assessed by three workers, resulting in a total 645

of 750 worker ratings. Fig. 5 shows the results arranged in 646

descending order by the discrepancy in metrics among the 647

three techniques. We only exhibit the results of MAP@5 with 648

similar MAP@10 results, and we noticed the following. 649

1) In the item-wise evaluation of 50 fake news pieces, 650

our proposed technique achieves higher NDCG ratings 651

than dEFEND and HPA-BLSRM in 42 cases. Our pro- 652

posed method, dEFEND and HPA-BLSRM, have overall 653

mean NDCG scores of 0.84, 0.71, and 0.55 across 654

50 instances, respectively. 655

2) Precision@5 yields similar outcomes. On 42 fake 656

news pieces, our model outperforms dEFEND and 657

HPA-BLSTM, while two articles are tied. Our pro- 658

posed method, dEFEND and HPA-BLSRM, has overall 659

mean Precision@5 scores of 0.84, 0.67, and 0.51 across 660

50 instances. 661

H. Case Study 662

Fig. 6 illustrates a comparison between our proposed 663

method and dEFEND, as well as the explainable comments 664

that we properly scored high but that dEFEND did not 665
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Fig. 6. Explainable comments captured by our proposed method.

recognize. The figure shows that the proposed method is666

capable of ranking a high number of explainable comments667

than non-explainable ones. For instance, the comment “Gender668

mixing in Saudi Arabia can lead to criminal penalties but669

never the death penalty” is top-ranked. It accurately explains670

why the following sentence from the news content is fake.671

“When the police arrived, the girls were dancing with their672

male friends, and they were arrested immediately.” For this673

purpose, we can also provide high weights to explainable674

comments rather than intrusive or irrelevant comments. It can675

help select more relevant comments to detect fake news and676

other misinformation. For instance, comment 3 is irrelevant677

and has a lower attention weight of 0.0051 than explainable678

comment 2, which has a higher attention weight of 0.0095.679

The second comment is chosen as an essential attribute for680

fake news prediction.681

VI. CONCLUSION682

In recent years, there has been increasing interest in fake683

news detection. Nevertheless, it is equally critical to com-684

prehend why a news element can be predicted as fake.685

We explore the issues of detecting explainable fake news as:686

1) greatly enhancing detection performance and 2) uncover-687

ing explainable user’s chats and discussions in the form of688

comments and news sentences to better understand why a689

news article is flagged as fake. The proposed methods for fake690

news detection to learn various representations and discover691

explainable comments and sentences. Experimental results on692

real-world datasets show that the proposed method is effective693

and explainable. In the future, fact-checking websites will be694

included to steer the learning mechanism better to acquire695

check-worthy news sentences. In addition, we will check the696

trustworthiness of those creating explainable comments to697

boost the effectiveness of fake news detection.698
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