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Abstract—1In today’s world, fake news on social media is a
universal trend and has severe consequences. There has been a
wide variety of countermeasures developed to offset the effect and
propagation of Fake News. The most common are linguistic-based
techniques, which mostly use deep learning (DL) and natural
language processing (NLP). Even government-sponsored organi-
zations spread fake news as a cyberwar strategy. In literature,
computational-based detection of fake news has been investigated
to minimize it. The initial results of these studies are good but
not significant. However, we argue that the explainability of such
detection, particularly why a certain news item is detected as fake,
is a vital missing element of the studies. In real-world settings,
the explainability of the system’s decisions is just as important
as its accuracy. This article explores explainable fake news
detection and proposes a sentence-comment-based co-attention
sub-network model. The proposed model uses user comments
and news contents to mutually apprehend top-k explainable
check-worthy user comments and sentences for detecting fake
news. The experimental result on real-world datasets shows that
our proposed model outperforms state-of-the-art techniques by
5.56% in the F1 score. In addition, our model outperforms other
baselines by 16.4% in normalized cumulative gain (NDCG) and
22.1% in Precision in identifying top-k comments from users,
which indicates why a news article can be fake.

Index Terms— Attention, deep learning (DL), fake news
detection, long short-term memory (LSTM).

I. INTRODUCTION

OCIAL media platforms enable users to easily access,
share, and generate a wide range of information. More
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individuals are seeking and receiving prompt news information
online due to the growing utilization and comfort of social
media. According to the Pew Research Center, roughly 68%
of adults in the U.S. acquired news through social media in
2018, compared to 49% in 2012.! It indicates that social media
exposes users to a plethora of misinformation, including fake
news and news items that deliberately incorporate fraudulent
content [1], [2]. According to one estimate,” all the way to the
end of the 2016 presidential election, over 1 million tweets
had been tied to the fake news story “Pizzagate.” Therefore,
we say fake news can damage society due to its extensive
distribution. First, it erodes public confidence in journalists
and governments. For example, during the 2016 presidential
election campaign in the United States, the spread of fake
news was, ironically, greater than the reach of the top 20 most-
discussed factual stories.? In addition, fake news can alter how
people react to real news. According to a Gallup investigation,*
people’s confidence in the media has eroded drastically across
all political parties and age groups. Also, widespread “online”
misinformation and fake news can cause “offline” societal
incidents.” Fake news stating Barack Obama was wounded
in an eruption cost the stock market U.S. $130 billion.°
Consequently, controlling its propagation on social media has
become vital while boosting trust in a wider news ecosystem.

Nevertheless, the detection of fake news on social media
brings its own set of difficulties. First, because fake news
is purposefully created to deceive readers, it is difficult to
detect them solely by their contents. Also, data on social media
is occasionally anonymous, large-scale, noisy, primarily user-
generated, and multimodal. To address these issues, recent
efforts have integrated users’ social interactions into news
stories to determine whether news pieces are fake [3], [4],
with promising early outcomes. Ruchansky et al. [3] present
a hybrid deep learning (DL) approach for detecting fake news
by modeling news content, user responses, and post sources.
Guo et al. [5] employ a hierarchical network and model social
attention with user interactions and relevant user comments
for fake news detection. Even though effective DL-enabled
techniques are in practice, the existing techniques emphasize
the detection of fake news with latent features. However, these
cannot justify “why” a portion of the information was flagged

Thttps://tinyurl.com/ybcy2foa
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3https://tinyurl.com/y8dckwhr
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as fake news. It is desirable to justify that news was deemed
fake because the developed explanation can deliver practition-
ers unique insights and previously unattainable details. Fur-
thermore, extracting explainable features from noisy auxiliary
data can aid in the detection of fake news. Shu et al. [6] pro-
posed dEFEND, an recurrent neural networks (RNN) and co-
attention-based technique for detecting explainable news. They
employ bidirectional long short-term memorys (LSTMs) and
a dual path-way network for explainable fake news detection.
RNN networks [LSTM and gated recurrent unit (GRU)], on the
other hand, lack generalizability and so performs poorly [7].
Also, co-attention inadequacies global cross-interaction of all
features [8]. However, designing a reliable and explainable
fake news detection framework remains a research problem.

In this article, we propose a framework to obtain expla-
nations in terms of user comments and news content. First,
news articles may contain demonstrably fake content. Jour-
nalists, for example, manually review sentences in news
pieces on fact-checking platforms like PolitiFact,” which is
time-consuming and labor-intensive. Also, researchers seek to
utilize external sources to determine and explain if a news
story is fake or not [9]. In addition, user comments on social
media supply plenty of information from the community, such
as sentiments, stances, and opinions, which may be used to
identify fake news [5]. Furthermore, user comments and news
content are inextricably linked and offer key indications to
justify whether certain news is fake or true [6]. In the proposed
framework, we investigate the issue of detecting fake news by
combining information from user comments and news articles.
To that aim, we employ a systematic approach to develop
an explainable framework for detecting fake news, including:
1) a component for encoding news contents that employs a
hierarchical attention network to learn news sentence repre-
sentation and apprehend grammatical and semantic signals;
2) a component for encoding user comments that employ a
word-level attention sub-network to learn the latent represen-
tations of user comments; and 3) a sentence-comment-based
co-attention component that explains the association between
user comments and news contents and helps determine the
top-k explainable comments and sentences.

In summary, we primarily address the following issues:
1) increasing explainability and detection performance by
modeling explainable fake news detection; 2) efficiently
extracting explainable comments in the absence of ground
labels in the course of model training; and 3) mutually forming
the association between user comments and news content for
explainable fake news detection? We present a novel solution
to these challenges; our primary contributions are detailed
below.

1) We investigate and solve a novel and critical problem
for detecting explainable fake news using social media
platforms.

2) We present a structured method for exploiting user
comments and news contents to apprehend explainable
user comments for detecting fake news.

https://www.politifact.com/
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3) We performed comprehensive simulation on real-world
datasets that exhibit the supremacy of our proposed
method over the baseline techniques for explaining and
detecting fake news.

The rest of the article is organized according to the follow-
ing pattern. In Section II related work is discussed followed
by preliminaries in Section III. The methodology is given in
Section IV, and experimental results are given in Section V.
Finally, the article is concluded in Section VI.

II. RELATED WORK

Most methods for detecting fake news rely on social con-
texts, and news contents [1], [10], [11]. In general, information
is extracted from visual and textual elements, which apprehend
certain sensational emotions [12] and writing styles [13], both
of which are vital in fake news detection. Furthermore, tensor
factorization [14] is used to model textual representations,
yielding strong results in detecting fake news. The visual
elements are derived from visual components to apprehend
the diverse features of fake news and misinformation [15].
In this context, recent efforts focus on the fundamental issues
in fake news detection through latent representations, including
user response generation [16], early detection of fake news
using adversarial learning [17], explainable detection meta
characteristics [18] and unsupervised and semi-supervised
detection [19]. On the other hand, the latent representations
are notoriously challenging to interpret, offering just a sliver
of information into fake news. Castillo er al. [20] proposed
social context-based characteristics derived from interaction
patterns and user profiles. Other supervised learning tech-
niques rely on social platform-specific characteristics, includ-
ing retweets, tweets, and likes. Other supervised learning
techniques rely on social platform-specific characteristics,
including retweets, tweets, and likes [3], [21].

While there has been great improvement in detecting fake
news, little focus has been on explainability. Existing tech-
niques train classifiers by extracting features without providing
any explanation. They are black boxes in terms of explain-
ability due to their lack of transparency [22]. In this article,
we employ a co-attention approach to better identify fake news
by apprehending the inherent explainability of user comments
and news sentences.

III. PRELIMINARIES

In this section, we discuss the problem formalization and
problem definition in detail.

A. Problem Formalization and Notations

Assume A represents a new article with N sentences
{s;},, where each sentence s; = {wi,. .., Wy, } comprises
M; words. C = {cy, ¢y, ..., cr} indicates a set of comments
T, Aassociatc;d with the news A, with each comment ¢; =
{w],..., wJQj} comprises Q; words. Following [1], [23],
and [6], we approach the problem as a binary classification
problem, where y = 1 indicates true while y = 0 shows
fake news articles. Similarly, we intend to learn a rank list
rank of a sentence (RS) and rank of a comment (RC) based
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Fig. 1. General architecture of our proposed model.

on the degree of explainability from all sentences ({s;}
and comments {ci}JT.zl, where RS;/RC; signifies the kth most
explainable sentence/comment. The explainability of sentences
in news content reflects the extent to which they are check-
worthy. Still, the explainability of comments represents the
extent to which users believe whether the news is fake or real,
which is strongly tied to the primary claims in the news.

N
i=1

B. Problem Definition

Let us assume A and C represent a news article and a set of
related comments, respectively. We aim to design a function
f: f(A,C) - (3,RS,RC), which can accurately predict
explainable comments and sentences with high ranks in RC
and RS, respectively.

IV. METHODOLOGY

This section goes through a news content encoder com-
ponent, a user comment encoder component, a sentence-
comment co-attention component, and a fusion component.
Fig. 1 illustrates the architecture of our proposed framework.
The news content encoder component uses the hierarchical
chat-level and discussion-level encoding to establish latent
features of linguistic news. The user comment encoder com-
ponent then demonstrates how to employ word-level attention
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networks to extract latent features from comments. In addition,
the sentence-comment co-attention component for learning
feature representations represents the common impacts among
user comments and news sentences. The explainability degree
of comments and sentences is learned via attention weights.
Lastly, the fusion (fake news prediction component) demon-
strates how to classify fake news by combining news content
and user comment elements.

A. Encoding of News Contents

The purpose of articles having fake news is to propagate
misinformation, which frequently uses limited and dazzling
language that can aid in detecting fake news. Furthermore,
a news document includes linguistic indicators at various
levels, giving varying degrees of value to explaining why news
can be fake. For instance, fake news claiming, “Did Trump
Send This Phallic Christmas Card in 2021?” Here, the word
“Phallic” gives better cues than other terms in the sentence
in determining if the news claim is fake or not. In such
scenario, hierarchical attention neural networks (HANSs) [24],
[25], which emphasize influential words or sentences for
classification. These have been efficient and fruitful in learning
document representations. They employ a hierarchical neural
network for modeling sentence-level word-level representa-
tions through self-attention techniques. Influenced by the
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success of self-attention, we proposed a hierarchical frame-
work for learning news content representations. First, we learn
the sentence representation with the word encoder component
and sentence vectors with the sentence encoder component.

1) Word Encoders: We train a word encoder based on Pyra-
midal Recurrent Units (PRUs) to learn the sentence represen-
tation. RNNs can capture long-term dependency in principle,
but their high dimension space limits their generalizability [7].
PRUs are employed to provide a more in-depth and improved
learning experience to address generalizability. Unlike [26]
and [6], we use PRU to encode the sequence of words and
employ bidirectional PRU to model word sequences from
both sides of words to apprehend contextual information from
annotations better. PRU applies Pyramidal transformation to
the input vector and uses Grouped linear transformation to the
context vector. Then, they combine them under the umbrella of
PRU and feed them as input to the LSTM cell. Given the input
sentence s, the PRU subsample it into K pyramidal levels to
obtain various representations with different scales as

k _N_
& € RF (1

where 25=! denotes the sampling rate and k = {1,..., K}.
For each k = {1,..., K}, the PRU learns a scale-specific
transformation as

WE e R#TX% 2)

Then, PRU concatenates the transformed sub-samples to get
the pyramidal output y € R as

y=Tp(s)=[W'-s', ..., WE.s¥] 3)

where [-,-] denotes the concatenation operation. Given an
input vector s, PRU sub-sample it using a kernel k with
2e 4+ 1 elements as

N/s e
=" X silxl ] )
i=1 j=—e
where s denotes the stride operation while k = {2, ..., K}.

At the same time, given the context vector h € RY, PRU
split it into g smaller groups as

h={h',...,h¢}, Vh'eR:. )

Then, through a linear transformation F; : RWV/®) — RM/2)
PRU transforms A’ into z' € R™/8) for each i = {1, ..., g}.
The final output vector is then formed by concatenating the
resulting g output vectors z' as

Z=FGh)=[W'-h',. . W h]. ©)

Then, at a given time ¢, PRU combines input and context
vectors through a transformation function using the following
equation:

Go(si, hi—1) = Fp(s) + Fo(h_y) (7)

where v € {f,i,c, o} indicates the forget, input, and output
gates of the vanilla LSTM. Fp(-) denotes the pyramidal
while F¢(-) represent the grouped linear transformations. The
resultant G, is then fed to the vanilla LSTM architecture to
model PRU.
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The bidirectional PRU consists of a forward PRU f , reading
. . <
sentences s; from word wj to wj, and a backward PRU f,

reading sentences s; from word wj, to w]
;

W = PRO(W), te(l,..., M}

h; = PRU(W)), 7€ {M;,...,1}. ®)

t

— <« L =«
We then concatenate h; and h;, i.e., h; = [h}, h;], to get

an annotation having the information of the entire sentences,
revealing around the word w!. Because not every word con-
tributes equally to conveying the meaning of a sentence.
To better embrace the importance of weights in measuring
words, we use a multihead attention approach and compute
the sentence vector a’ € R??*! as follows:

i 1 m
; Concat (al,...,al )

where a; = softmax (tanh([h}JW;)w,) 9)

a

where W, and w, learnable parameters. af denotes the signif-
icance of the word rth in the sentence s;.

2) Sentence Encoder: We use PRUs and multihead attention
in the same way as word encoders to encode every sentence in
the news. We use the a' to learn the sentence representations
hi by apprehending context details at the sentence level.
In particular, we employ bidirectional PRUs to encode and
learn the sentence representations s' € R??*! using multihead
attention as follows:

ﬁ:lﬁ’l(af), iell,..., N}

<~ <« .
h' = PRU(a'), i€(N,...,1} (10)

The learned sentence representation apprehends the context
from neighboring sentences around sentence s;.

B. Encoding of User’s Comments

People use social media posts to articulate their sentiments
or sentences about fake news, such as skeptical opinions,
comments, sensational reactions, etc. Such textual details are
relevant to the scope of actual news stories and possess
worthwhile semantic information, which can assist in detecting
fake news. We employ bidirectional PRUs to encode the
comments of users to latent representations directly because
the comments gained from social media are generally brief
text. Precisely, we map every word w;] in a given comment ¢;
in words w},t € {1,..., Q;} into the word vector w; € R?
through an embedding matrix. N
<_Therl, the same as word embeddings, we get the h;/ and
h/ as

W/ =PRO(W), refl,.... 0}
b/ =PRU(W), re{0)...1}. (11)

— . — .
Furthermore, we concatenate h Jand h/ , expressed as h] =
[h/,h/], to get the annotation of word w;. Then, we utilize
multihead attention to learn the importance of measuring the
weights of every word to get the comment vector ¢/ € R*? as
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follows:
B/ = Concat (a,....d")

where a,j = softmax(tanh([h'f ]Wl)wz) (12)
where ,[)’;j describes the significance of rth word for the
comment c;.

C. Sentence-Comment Co-Attention

Not every sentence is fake in the news contents, and as a
matter of fact, few are genuine, but only to help fake ones [27].
As a result, news sentences must not be equally relevant in
explaining whether news articles are fake or not. At the same
time, user comments can provide details regarding the crucial
components that explain why a portion of news is fake, but
they can also be slightly noisy and informative.

Hence, we strive to choose user comments and news sen-
tences that illustrate why a fraction of the news is fake. They
should aid in detecting fake news since they give a clear
explanation, indicating us to employ attention mechanisms to
better understand the weight representations of comments and
news sentences, which will aid in fake news identification.
It motivates us to model attention mechanisms that provide
better weights for representing sentences and comments in
information, resulting in detecting fake news. In particular,
we employ another round of multihead attention networks on
top of the learned sentence and comment representations to
better comprehend fine-grained semantic features as

H® = Concat (a/,...,a")
where a; = softmax (tanh ([a] |W1)w)
H® = Concat (b;,...,b})

where bf = softmax (tanh([,b’lj ]W3)W4) (13)

where H® and H¢ represent the final sentence and comment
representation, respectively. Next, we employ co-multihead
attention to capture the semantic association between sen-
tences and integrate them as follows:

H = Concat (al, e a’")
where a! = softmax(tanh ([H*; H| - W;) - W) (14)

where W, W, € R%¥*2 4 are learnable parameters.

D. Fusion and Training

We have covered how to model the hierarchical structure
of news material at the word and sentence levels, encode
comments by employing multihead attention and combine
comments and sentence representations. Then, we pass the
combined representation H to a multilayer perceptron (MLP)
to predict fake news as

$=0(Wys-(W-[H]+b)+by) (15)

where  indicates the predicted probability, where § = 1 (fake
news) and § = O (real news), respectively. Hence, we strive to
minimize the cross-entropy loss function for each news item
as

L(0) = —ylog(§1) — (1 — y)log(1 — o) (16)

TABLE I

SIMULATION CONDITIONS OF OUR EXPERIMENTAL
FAKENEWSNET DATASET

Dataset Users Comments Candidate news  True news Fake news

PolitiFact 68,523 89,999 415 145 270

GossipCop 156,467 231,269 5,816 3,586 2,230
where 6 signifies the network parameters, we employ

Adam [28], which delivers faster convergence than the SGD
and avoids the challenge of adjusting the learning rate [29].

V. EXPERIMENTS
In this section, we perform experiments to assess the
significance of our proposed method. We specifically intend
to answer the following questions.

1) Q1: Can our proposed method, which models user
comments and news content simultaneously, enhance
fake news classification performance?

2) Q2: What influence do news articles and user comments
have on the detection performance of our proposed
method?

3) Q3: Is it possible for our proposed approach to appre-
hend the user comments and news sentences that indicate
why a fraction of the news is fake?

A. Datasets

We use FakeNewsNet [1], [30], which is an exhaustive fake
news detection benchmark dataset. The dataset is created from
two fact-checking systems, PolitiFact and GossipCop, which
provide news with social context information and labels. The
meta properties of the news are included in news content, and
the relevant user social interactions of news items are included
in the social context. Table I displays the comprehensive
statistics for dataset. We only preserve news items with at
least three comments in our experiments.

B. Compared Methods

We compare our proposed method with the following rep-

resentative baseline fake news detection algorithms:

1) Rhetorical Structure Theory (RST) [31] creates a tree
configuration to describe rhetorical relationships among
words and drags news style features to a vector space by
associating the frequencies of rhetorical connections.®

2) Linguistic Inquiry and Word Count (LIWC) [32]
extracts psycholinguistic lexicons and learns a feature
vector based on deception and psychology perspectives.

3) HAN [24] utilizes a hierarchical attention network for
fake news detection and encodes news content and every
sentence with sentence-level word-level attention.

4) Text-Convolutional Neural Networks (CNN) [33]
model news contents through a CNN and uses various
convolution filters to capture various granularities of text
characteristics.

5) Two-Level Convolutional Neural Network with User
Response Generator (TCNN-URG) [16] employ a
CNN and a conditional variational auto-encoder to learn
news content and user comments representations.

8https://github.com/jiyfeng/DPLP
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TABLE 11
SIMULATION CONDITIONS OF OUR EXPERIMENTAL FAKENEWSNET DATASET

Datasets
Method PolitiFact GossipCop
Accuracy  Precision Recall F1 Accuracy  Precision Recall F1
LIWC 0.769 0.843 0794 0818 0.736 0.756 0461  0.572
RST 0.607 0.625 0523 0569 0.531 0.534 0492 0512
HAN 0.837 0.824 0.896 086  0.742 0.655 0.689  0.672
TCNN-URG  0.837 0.775 0.812  0.764 0.787 0.695 0.442  0.538
text-CNN 0.653 0.678 0863 076  0.739 0.707 0477  0.569
HPA-BLSTM  0.846 0.894 0.868  0.881 0.753 0.684 0.662  0.673
CSI 0.827 0.847 0.897 0871 0.772 0.732 0.638  0.682
dEFEND 0.904 0.902 0.956  0.928 0.808 0.729 0.782  0.755
Proposed 0.936 0.938 0.977 0951 0.843 0.805 0.819  0.797

6) Hierarchical Network with Social Attention and
Bi-Directional Recurrent Neural Networks (HPA-
BLSTM) [5] learns news representation through dif-
ferent levels of user arrangements on social media and
extract post features to model the attention weights.

7) CSI [3] employ an LSTM and Doc2Vec [34] based
hybrid network to model the user comments and
news contents using information from text, source and
response.

8) dEFEND [6] employ a co-attention fake news detection
algorithm to learn the relationship between sentences in
the source article and user profiles.

For a fair comparison, we used the baseline methods
with the following perspectives: 1) LIWC, RST, HAN, and
text-CNN for only news contents; 2) HPA-BLSTM only for
user comments; and 3) dEFEND, CSI, and TCNN-URG for
both user comments and news content. We use a variety
of learning algorithms, including, Decision Tree, Random
Forest, Naive Bayes, and Logistic Regression, for LIWC and
RST and present the best outcomes. For our proposed and
baseline models, we employ scikit-learn [35] and Pytorch® for
implementation. We selected 256 as the batch size, 200 as
the epoch, and 0.001 as the learning rate. For all the methods,
we use the max sentence length as 120, max sentence count as
50, max comment count as 150, max comment length as 120,
and use Glove [36] as the word embedding technique for the
baseline methods, set the d and k as 100 and 80, respectively,
while keeping the vocabulary size at 20000.

C. QI. Fake News Classification Performance

We utilize the following measures to assess the efficiency of
fake news detection algorithms: Recall, Precision, Accuracy,
and F'1. Randomly, we select 75% of news articles for training
and the rest for testing. The procedure is repeated five times,
with Table II showing the average performance. We draw the
following observation from the results illustrated in Table II.

1) HAN outperformed the other news content-based frame-
work for both datasets, i.e., LIWC and RST, indicating
that it can efficiently capture semantic and syntactic
signals through HANS to distinguish between fake and
true news. Also, LIWC performs better than RST, indi-
cating it can better model the linguistic features. The
better LIWC results show that fake news differs from

“https://pytorch.org/

actual news in selecting words that reflect psychometric
features.

2) Furthermore, approaches combining user comments and
news material outperform methods that rely only on
news content and solely on user comments. This implies
that characteristics generated from news material and
accompanying user comments include complementary
information, which improves detection efficiency.

3) Furthermore, user comment-based approaches are mar-
ginally more promising than news content-based
approaches. For both the Gossipcop and PolitiFact
datasets, HPA outperforms both HAN and BLSTM in
terms of F1 and Accuracy ratings. It demonstrates
that features pulled from user comments have a higher
discriminative potential for predicting fake news than
features taken from news text alone.

4) In general, on both datasets and methods based on
user comments and news content, we can observe that
our proposed technique consistently beats dEFEND,
TCNN-URG, and CSI in terms of all evaluation metrics.
Compared to dEFEND in terms of F'1 and Accuracy
score, our proposed method yields an average rela-
tive improvement of 5.56%, 4.33% on Gossipcop, and
2.47%, respectively, 3.53% on PolitiFact. It demon-
strates the value of using PRUs and modeling the
co-attention of user comments and news sentences in
identifying fake news.

D. Q2. Influence of News Contents and User Comments

Apart from the news contents, we also combine it with
the features extracted from the user comments through a
co-attention mechanism and examine the influence of these
components even further by developing three variations of our
proposed method.

1) Proposedy: This version of our work does not con-
sider news content information. It begins by learning
comments features through the comment encoder and
then feeding them to an MLP and a softmax layer for
classification.

2) Proposedc,: This variation does not use multihead atten-
tion on top of the sentence and comment learned rep-
resentations and concatenates them directly by feeding
them to an MLP and a softmax layer for classification,
rather than using comment-sentence co-attention.
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Fig. 2. Influence of various features on our proposed methods for detecting
fake news. (a) GossipCop. (b) PolitiFact.
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3) Proposedc: This version of our work does not take
into account details from user comments. It begins by
encoding news contents with word-level attention and
then feeds the consequent sentence characteristics into
an MLP and a softmax layer for classification.

We used cross-validation to identify the parameters in all
variations, and the best outcomes are reported in Fig. 2. From
the outcomes, we derive the following.

1) The performance of Proposed, falls behind that of
our proposed method when we remove the impact of
news content. For instance, the Accuracy and F'1 scores
dropped by 1.2% and 1.33% on GossipCop and 3.6%
and 2.9% on PolitiFact, suggesting that news contents
are essential for good performance.

2) The performance is degraded when co-attention for user
comments and news information is removed, suggesting
that it is essential to model their correlation and appre-
hend the joint effect between user comments and news
contents.

3) The performance of Proposed. falls behind our pro-
posed method when we remove the impact of user
comments, which indicates that it is essential to keep
the user comments features for fine-grained fake news
detection.

Following the above results, we discovered that user comments
and news content help our method enhance its fake news
detection performance. Both must be modeled since they
provide supportive information.

E. Q3. Explainability Evaluation

To meet Q3, in this section, we assess the performance
of our proposed method’s explainability in terms of user
comments and news content. Note that, except dEFEND in
Section V-B, all other baseline techniques are intended for fake
news detection. Neither is originally introduced to uncover
explainable user comments or news sentences. To assess
the performance of our proposed method for explainability,
we select dEFEND for both user comments and news sen-
tences and HAN as a baseline for news sentence explainability.

F. Explainability for News Sentence

We conducted experiments to assess the performance of our
model for the explainability rank list, i.e., RS, in the context
of news sentences. We are particularly interested in seeing
if our method’s top-ranked explainable sentences are highly
possible to be connected to important sentences in fake news
that are worth checking. Hence, for a portion of news content,
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Fig. 3. Comparison of proposed and baselines methods for explainability of
sentences on MAP at 5 and 10 regarding the neighborhood threshold n. MAP
at (a) 5 on PolitiFact, (b) 10 on PolitiFact, (c¢) 5 on GossipCop, and (d) 10 on
GossipCop.
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we employ ClaimBuster [37] to create an RS of all check-
worthy sentences. ClaimBuster presents a scoring model that
employs multiple language elements and assigns a “check-
worthiness” score between 1 and O based on hundreds of
thousands of sentences tagged by human coders from previous
general election discussions. Higher scores indicate that the
sentence holds check-worthy factual sentences, while the lower
describes the sentence as non-factual. We use the evaluation
metric Mean Average Precision MAP@¥k to compare the top-k
rank lists for explainable sentences produced by the proposed
method (RS!) and dEFEND (RS?) and also with HAN (RS?)
with the top-k rank lists, RS, produced by ClaimBuster. We set
k as 5 and 10. In addition, while comparing the sentences in
RS', RS?, and RS? with RS, we use the threshold n, which
determines the size of window that permits n nearby sentences
to be examined. From the results in Fig. 3, we derive the
following.

1) On both datasets, we can observe that our proposed
technique beats dEFEND, HAN, and Random in terms
of discovering check-worthy sentences in news material,
demonstrating that our method’s sentence-comment co-
attention component efficiently chooses more check-
worthy sentences.

2) Asn increases, we loosen the need to match ground truth
and check worthy sentences, and therefore the MAP
performance improves.

3) When setting n = 1, our proposed method’s perfor-
mance on MAP at 5 and 10 surpasses 0.8 for Poli-
tiFact, demonstrating that our proposed method can
find check-worthy statements even in the case of a
single neighboring sentence from the RS ground truth
sentences.

G. Explainability for User Comments
We use Amazon Mechanical Turk (AMT)! to launch
multiple tasks, to assess the explainability of ranked lists of

10nhttps://www.mturk.com/
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comments RS for fake news. We use the following configura-
tions for 50 fake news articles to launch AMT tasks. We start
by removing items that are fewer than 50 words long from each
news article. Furthermore, we offered only the first 500 words
of long articles with more than 500 words to limit the portion
of rendering required by workers. Because the initial three to
four paragraphs of a news article outline the scope. Similarly,
the first 500 words are generally enough to convey the story’s
substance. Following that, familiar with the articles and with
an approval percentage of greater than 0.95, we hired AMT
workers in the United States. We left with three lists of top-k
comments for each news piece to evaluate the explainability
of user comments: L = (L, L, .. LY) for utilizing
our proposed method, L® = (LP, LP, ..., L®) and L® =

(L?), Lgs) e L,ES)) for HPA-BLSTM. We select the top-k
comments, rank them from high to low based on attention
weights, and set k = 5 to test the model’s ability to choose
the most explainable comments.

We compare lists one by one in Task 1. Workers are asked

to choose between LD, L@ and L™ a list that is collectively
better. To eliminate position bias, we allocate L), L® and
L® to workers in a random order, top, and bottom. For each
news item, we allow each worker to choose the best list from
LD, 1® and L®, We made sure that each news item was
reviewed by three workers and collected 150 findings based on
the worker’s selections. We calculate the number of workers
who select LY, L@ and L® at the worker level, as well as
the winning ratio (WR) for them. Furthermore, we conduct a
majority vote across all three workers to determine if workers
prefer LD L@ or L® at the news level. We also calculate
the worker-level options for each news by calculating LV, L®
and L®. From the results in Fig. 4, we derive the following.

1) Both at the news worker and levels, our proposed
method can choose superior-top-k explainable comments
than dEFEND and HPA-BLSTM. At the first step and
at worker level, 122 of 150 workers with a WR =
0.81 select LM over L® and 134 of 150 workers with a
WR = 0.89 select LD over L®. At the news level, our
model outperforms dEFEND in 41 of 50 news articles
with a WR = 0.82 and HPA-BLSTM in 44 of 50 with
a WR = 0.88.

2) We can witness more news articles in which three work-
ers vote unequivocally for LD ie. 3 versus 0, compare
to 0 versus 3 for both dEFEND and HPA-BLSTM for
their explainability. In the same fashion, we encountered
other instances where two workers voted for our pro-
posed model than both dEFEND and HPA-BLSTM.

We conduct the item-wise evaluation for Task 2. We direct
workers to select a score from O to 4 for every comment
in LO, L@ and L®, where 0 represents “not explainable
at all,” 1 symbolizes “not explainable,” 2 describes “‘some-
where in between,” 3 depicts “somewhat explainable,” and
4 portrays “highly explainable.” We rearrange the comments
in LO, L®, and L® to prevent bias induced by distinct
user criteria and direct workers to rate how explainable each
remark is. We employ Precision @k and normalized cumulative
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Fig. 5. Discrepancy histograms with respect to mean (a) NDCG and (b) mean
Precision@5.

gain (NDCG) [38] as assessment standards to judge the
rank-aware explainability of comments. NDCG evaluates the
quality of ranks by comparing it to the ideal rank lists as
determined through user feedback. The MAP@k signifies
the percentage of relevant suggested elements in the top-k
collection. Likewise, for each technique, we ensure that every
news item is assessed by three workers, resulting in a total
of 750 worker ratings. Fig. 5 shows the results arranged in
descending order by the discrepancy in metrics among the
three techniques. We only exhibit the results of MAP@5 with
similar MAP@10 results, and we noticed the following.

1) In the item-wise evaluation of 50 fake news pieces,
our proposed technique achieves higher NDCG ratings
than dEFEND and HPA-BLSRM in 42 cases. Our pro-
posed method, dEFEND and HPA-BLSRM, have overall
mean NDCG scores of 0.84, 0.71, and 0.55 across
50 instances, respectively.

2) Precision@5 yields similar outcomes. On 42 fake
news pieces, our model outperforms dEFEND and
HPA-BLSTM, while two articles are tied. Our pro-
posed method, dEFEND and HPA-BLSRM, has overall
mean Precision@5 scores of 0.84, 0.67, and 0.51 across
50 instances.

H. Case Study

Fig. 6 illustrates a comparison between our proposed
method and dEFEND, as well as the explainable comments
that we properly scored high but that dEFEND did not
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+” Saudi Arabia To Behead 6 School Girls For Being With *, |
Their Male Friends Without Parents Or A Guardian

Fathima Al Kwaini and her friends that included three male
friends have celebrated Kwaini's birthday at a friends house.
A neighbor supposedly an assistant of an Imam of a mosque
close by has reported this to Saudi Arabia’s religious police.

When the police arrived the girls were dancing with their mals
friends and they were arrested immediately.

-

Gender mixing in Saudi Arabia can lead to
criminal penalties but never the death
penalty. (0.0172)

day, 23 Octobel

—_—————

In 2017, there have been 133 executions in | |
Saudi Arabia, nearly all for murder or drug f
smuggling. Death penalty does not exist for
such things (0.0095)

According to HRW the girls were detained for more than a
year before the trial and never confessed to committing any
crime. However, the verdict of the "male only" Sharia panel was
that they need to be executed in accordance with Sharia law.
The boys were only advised "not to be victimized" the report
further states.
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Fig. 6. Explainable comments captured by our proposed method.
recognize. The figure shows that the proposed method is
capable of ranking a high number of explainable comments
than non-explainable ones. For instance, the comment “Gender
mixing in Saudi Arabia can lead to criminal penalties but
never the death penalty” is top-ranked. It accurately explains
why the following sentence from the news content is fake.
“When the police arrived, the girls were dancing with their
male friends, and they were arrested immediately.” For this
purpose, we can also provide high weights to explainable
comments rather than intrusive or irrelevant comments. It can
help select more relevant comments to detect fake news and
other misinformation. For instance, comment 3 is irrelevant
and has a lower attention weight of 0.0051 than explainable
comment 2, which has a higher attention weight of 0.0095.
The second comment is chosen as an essential attribute for
fake news prediction.

VI. CONCLUSION

In recent years, there has been increasing interest in fake
news detection. Nevertheless, it is equally critical to com-
prehend why a news element can be predicted as fake.
We explore the issues of detecting explainable fake news as:
1) greatly enhancing detection performance and 2) uncover-
ing explainable user’s chats and discussions in the form of
comments and news sentences to better understand why a
news article is flagged as fake. The proposed methods for fake
news detection to learn various representations and discover
explainable comments and sentences. Experimental results on
real-world datasets show that the proposed method is effective
and explainable. In the future, fact-checking websites will be
included to steer the learning mechanism better to acquire
check-worthy news sentences. In addition, we will check the
trustworthiness of those creating explainable comments to
boost the effectiveness of fake news detection.
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