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ABSTRACT

The HCI community has explored new interaction designs for col-
laborative AR interfaces in terms of usability and feasibility; how-
ever, security & privacy (S&P) are often not considered in the design
process and left to S&P professionals. To produce interaction pro-
posals with S&P in mind, we extend the user-driven elicitation
method with a scenario-based approach that incorporates a threat
model involving access control in multi-user AR. We conducted
an elicitation study in two conditions, pairing AR/AR experts in
one condition and AR/S&P experts in the other, to investigate the
impact of each pairing. We contribute a set of expert-elicited in-
teractions for sharing AR content enhanced with access control
provisions, analyze the benefits and tradeoffs of pairing AR and
S&P experts, and present recommendations for designing future
multi-user AR interactions that better balance competing design
goals of usability, feasibility, and S&P in collaborative AR.

CCS CONCEPTS

+ Human-centered computing — Scenario-based design; Mixed
/ augmented reality; « Security and privacy — Usability in se-
curity and privacy.
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1 INTRODUCTION

The proliferation of new extended reality tools that enable collab-
oration between users in co-located and remote settings, such as
Spatial, Microsoft Mesh, and Meta Horizon Workrooms!, raises
many new challenges. The HCI community is exploring multi-user
augmented reality (AR) on the system infrastructure side; recent
work addresses technical challenges such as bridging remote envi-
ronments through spatial capture [4, 8, 23, 53], as well as improving
usability through novel techniques to encourage awareness and
communication between collaborators [17, 18, 41, 55].

A related stream of research in the security & privacy (S&P)
domain explores novel threats involving access control of virtual
content and physical spaces in multi-user AR. Prior work has stud-
ied threats related to unwanted access or manipulation of vir-
tual content [49], norms for placing virtual content in personal
or private physical spaces [27, 42, 49], and unwanted capture and
sharing of environmental information involving other users or by-
standers [1, 13, 48]. However, in reviewing the body of HCI research
on AR systems and interaction techniques, we notice that security
& privacy is often not a major consideration in design. This is par-
ticularly concerning given the accelerated adoption of AR, e.g., in
educational contexts [43], and as AR form factors become more
suitable for everyday, always-on usage. Our work seeks to bridge
the gap between these two separate threads of research through ex-
ploring methods for integrating S&P considerations into the design
process for multi-user AR interaction techniques.

As a step in this direction, we explore how user-driven elicita-
tion [59] can be extended to incorporate S&P considerations in
the design of interaction techniques. Elicitation studies have been
widely-established in HCI as a method for working with end-users
to propose intuitive interactions that accomplish a given system
function or effect [33, 56, 59]. Benefits of this approach have been
demonstrated with respect to usability design goals (e.g., increased
memorability and identification of interactions [2, 3]). To consider
constraints impacting technical feasibility (e.g., whether interaction
techniques can be achieved with existing gesture recognizers or
via on-device sensors [51] and the implementation effort required),
prior work incorporated functional system prototypes in elicitation
studies [36, 37, 51].

!Spatial: https://spatial.io; Microsoft Mesh: https://www.microsoft.com/en-us/mesh;
Meta Horizon Workrooms: https://www.meta.com/work/workrooms/
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In addition to usability and technical feasibility, our work in-
tegrates consideration of security & privacy design goals, which
are not explicitly incorporated in prior elicitation studies. Inspired
by research in the usable privacy domain [35, 61], we adopted a
scenario-based elicitation approach to provide a concrete basis for
analyzing S&P considerations corresponding to specific interac-
tion proposals. Drawing on established use cases for AR in edu-
cation [43, 55], we created a scenario where students collaborate
on an engineering lab using head-worn AR and designed a digital
sketch to depict the students’ different collaboration contexts (AR
users vs. non-users, co-located vs. remote users, and public vs. pri-
vate spaces). We focus on threats involving access control of virtual
content and physical spaces in multi-user AR, adopting Ruth et al’s
threat model for multi-user AR interactions [49] as a framework
for navigating threats from different people’s perspectives. Our
protocol adapts Morris’ production, priming, and partners (PPP)
method [33], pairing two designers together to produce interaction
proposals for sharing AR content. In addition to production, we
incorporate a revision phase, where partners critique each others’
proposals with respect to the threat model and suggest ways to
mitigate potential threats.

A key question for our research was whether our scenario-based
elicitation approach provides sufficient guidance to mitigate threats
in interaction proposals, or whether additional expertise in S&P is
still required to elicit high quality proposals. To assess the impact
that varying degrees of S&P expertise on the design team has on
the set of elicited interactions, we conducted a between-subjects
study with two conditions: pairing two AR experts together (AR/AR
condition) and pairing an AR expert with a S&P expert (AR/SP
condition). Overall, our elicitation study yielded sharing techniques
enriched with access control provisions in both conditions. While
the AR/SP pairs produced access control techniques earlier on in the
elicitation session, pairs in both conditions produced similar types
of these techniques, including both interactions adapted from legacy
systems and more creative interactions tailored to the specific usage
scenario. These results suggest that when it is not feasible for AR
interaction designers to directly include S&P professionals in the
design process, a scenario-based elicitation process as demonstrated
by our approach - leveraging prompts that increasingly introduce
threats along a threat model and facilitating turn-taking between
designer and critic roles — can result in the design of S&P-aware
yet creative design proposals.

This work contributes (1) an empirical study exploring the effects
of pairing two AR experts versus AR and S&P experts for our
scenario-based elicitation process, (2) the resulting set of expert-
elicited interaction techniques for sharing AR content and providing
access control, and (3) design recommendations for multi-user AR
interactions which mitigate tradeoffs between design goals for
collaboration and access control.

2 RELATED WORK

Our work builds upon prior research in elicitation studies, multi-
user interaction techniques & systems, and security & privacy con-
siderations for AR experiences related to access control of virtual
and physical spaces.
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2.1 Elicitation Studies

Our design approach is inspired by prior work in user-driven elicita-
tion, which was popularized by Wobbrock et al. [59] and is widely
used in HCI research as a method for designing interaction tech-
niques with non-expert users [56]. These studies are often facili-
tated by using a Wizard-of-Oz prototype to present participants
with a referent (the effect of a system function, e.g., advancing a
slide or zooming in) and asking them to propose actions that could
achieve that effect. Proponents of this approach note the advan-
tages in designing interactions with non-technical users rather than
software developers, who may prioritize the implementation con-
straints of the system over the mental models and capabilities of
end-users [3, 59]. There are many demonstrated benefits of user-
defined gesture sets, including that new end-users can more easily
remember the symbols and identify their intended effects with-
out having seen the gesture set before [2]. Related to our focus
on interaction techniques for multi-user AR, prior elicitation stud-
ies contributed mid-air gestures for mixed reality systems [3, 40],
Kinect-based interfaces [32], and virtual mirror displays [28].

However, user-defined gestures can be difficult to implement
in interactive systems, e.g., requiring additional effort to train cus-
tom recognizers or instrumenting users with additional sensors to
track areas of the body that are difficult to capture via AR HMDs’
built-in cameras. Prior work addressed this limitation through uti-
lizing functional systems prototypes that respond to user-defined
actions [36, 37, 51] instead of Wizard-of-Oz, in order to understand
end-users mental models and preferences towards interaction tech-
niques that current gesture recognizers are capable of supporting.
In addition to the design goals of usability and technical feasibility
that prior literature explored, our work adds a third goal of security
& privacy, which is not explicitly considered in previous elicitation
studies but is increasingly important for multi-user AR systems.

We also draw on recent work studying users’ privacy prefer-
ences with IoT devices, through jointly eliciting design proposals
and conducting privacy analyses with various stakeholders. Yao et
al. conducted a co-design workshop where non-expert users ana-
lyzed privacy concerns from the perspective of different users in
a role play activity, then prototyped designs for privacy-friendly
smart home devices [61]. Working with experts from a variety of
privacy-related disciplines, Emani-Naeini et al. iteratively elicited
factors to compose privacy and security “nutrition labels” for IoT
devices, having the experts anonymously review an aggregated list
of factors at each stage and provide their rationale for accepting or
rejecting them [34]. We took inspiration from how these works con-
sidered different stakeholder perspectives to evaluate the privacy
implications of the proposed designs. To more explicitly incorpo-
rate the dimension of implementation feasibility, we chose work
with expert participants who could discuss and address technical
tradeoffs that arise with the interaction proposals.

2.2 Multi-User AR Systems

There is a long trajectory of HCI research dedicated to developing
system infrastructure for multi-user AR experiences. In this section,
we review recent examples of collaborative AR systems from the
CHI and UIST conferences and identify trends with respect to our
three design goals of technical feasibility, usability, and S&P.
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We observed an increased interest in enabling more flexible and
ad-hoc distributed collaboration systems in AR, which requires over-
coming technical challenges in environmental sensing to bridge
the gap between remote environments. For remote meetings and
training, techniques have been developed for capturing and con-
veying collaborators’ environments to other AR users through first
and third person video [8, 23], 360° video [41, 53], and 3D recon-
structions of users’ surroundings [4, 23, 24, 53] (as depth sensing
technologies become increasingly available). Prior work has also
leveraged fine-grained sensing mechanisms and algorithms for
object-tracking [50] and people-tracking [8, 17, 21, 23], in order
to enable more contextually-aware AR experiences which can op-
erate in dynamic multi-user environments. A majority of these
recent multi-user systems utilize hand-held and head-worn AR,
although tabletop [6, 30, 50] and room-scale projective AR experi-
ences [17, 21] continue to be explored.

In terms of usability design goals, we identified a trend towards
interaction techniques for remote collaboration that provide a vari-
ety of visual and audio cues to aid remote users in completing tasks
and increase their sense of presence. One example is Piumsomboon
et al’s technique utilizing a “Giant” worker who manipulates a
360° camera tracked with 6 DOF to help a “Miniature” collabora-
tor navigate the giant’s environment [41]. Common metrics used
to validate the usability of system prototypes include subjective
ease-of-use ratings via established scales such as SUS [4, 29, 52, 53],
cognitive workload [4, 29, 41, 58], user preferences towards system
features [8, 41], and task performance [8, 41, 53, 55, 58], which is
consistent with Dey et al’s findings from a review of 10 years of
AR usability studies [14]. In more recent literature, we also identify
an increased interest in measuring social presence [4, 8, 29, 41, 53].

However, a majority of the systems research we reviewed did not
explicitly consider S&P in their design process. A few exceptions
introduced interaction techniques to designate fully public vs. fully
private AR content [18] and stop sharing camera data in remote
collaboration scenarios [41], but do not support more fine-grained
sharing controls or mitigate other threats with using AR in public
environments, such as privacy harms involving bystanders. Our
work seeks to address this gap in literature around multi-user AR
interaction techniques which are designed with S&P in mind, in
addition to the design goals of usability and feasibility. We opted for
a more open-ended design approach based on multi-user AR usage
scenarios, rather than eliciting interaction techniques through a
functional prototype which could impose technical constraints (e.g.,
small field-of-view and prescribed input modalities).

2.3 Threats Involving Access Control in
Multi-User AR

The widespread use of AR through always-on, personal comput-
ing devices could bring about novel S&P risks which have not yet
been experienced with screen-based technologies, due to AR de-
vices’ unique sensing and immersive output capabilities [46, 47].
Prior work in AR/VR and lifelogging devices has explored a vari-
ety of social concerns which AR could enable, including surfacing
sensitive information through the collection of biometric and envi-
ronmental data [1, 13, 19, 22, 48], inserting undesirable or harmful
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content [25, 26, 31, 42], and causing physical harm through manip-
ulating users’ perception of the real world [10, 26, 54].

Beyond these challenges, multi-user AR can pose new threats
related to access control of virtual content and physical spaces,
which is the focus of our work. Ruth et al. contribute a threat model
involving untrusted other users in multi-user AR [49], including
adversaries accessing confidential virtual content, performing un-
wanted content placement or manipulation, or learning private
information about the user or their physical environment. Prior
work has also studied users’ perception of ownership within phys-
ical and virtual spaces and agency over when and where to see
content [27, 42, 45]. To mitigate these threats, recent work from the
computer security community proposes technical implementations
of sharing frameworks and policies to mitigate S&P concerns. Ruth
et al. developed a set of sharing principles to protect AR users from
other untrustworthy users [49], including outbound controls to
specify user permissions for accessing and editing virtual content
and inbound controls to prevent receiving unwanted content. Roes-
ner et al. proposed the world-driven access control framework [48],
which utilizes the user’s real-world context to control AR appli-
cations’ access to sensor data (e.g., apps can be denied access to
always-on sensors such as cameras and microphones when the user
enters a bathroom). Lebeck et al. implemented a policy specification
framework to mitigate malicious or accidental behavior from AR
applications by automatically changing the appearance of virtual
content that may pose safety concerns to users [26].

In our work, we study novel interaction techniques for sharing
AR content, rather than platform-level policies that govern sharing.
We adapt Ruth et al’s [49] threat model in our elicitation process
to analyze threats related to access control which could arise with
specific interaction proposals.

3 MULTI-USER AR SCENARIO

To provide a concrete basis for designing sharing techniques and
analyzing corresponding threats involving access control, we based
our elicitation study on a specific multi-user scenario utilizing
head-worn AR. Our Future of Education scenario was inspired from
two established AR use cases from prior work: (1) enabling new
educational experiences using AR [38, 43, 44, 55] and (2) supporting
remote collaboration through immersive workspaces [4, 23, 41, 53].
We aimed to increase experimental control in our elicitation study
by focusing on an established AR use case and familiar physical
contexts (i.e., educational and personal home environments where
people have clearly-defined expectations of security & privacy [39]),
so that participants could concentrate on designing interaction
techniques rather than debating the S&P needs for the scenario.
We also covered a variety of design dimensions (e.g., co-located
vs. remote collaboration across both public and private spaces) to
increase the generalizability of the elicited sharing techniques to
other scenarios that share these characteristics.

This section first presents the three design dimensions which
informed the creation of the scenario and were later used in the
elicitation study to support the participants’ design and critique
processes. Then, we walk through a digital sketch of the scenario,
presenting our rationale for including specific visual elements in
the sketch to convey different users and design dimensions.
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‘ Doug ‘

Figure 1: Future of Education Scenario: Violet, Russell and Doug collaborate on an AR engineering lab involving a physical
car engine and a room-scale AR experience. Violet and Russell are working from a co-located classroom along with Carly, a
student in another lab group, and Jack, the instructor. Doug is working remotely from his private home while taking care of

his daughter, Ellie.

3.1 Design Dimensions

To guide the development of the scenario, we defined three di-
mensions to consider when designing techniques for sharing AR
content in multi-user experiences: (1) the time/space matrix [20]
which maps collaboration dimensions in terms of co-located vs.
remote users and synchronous vs. asynchronous sharing; (2) con-
siderations for public vs. private spaces, e.g., people who are
present in addition to the AR users and their ownership of objects
within the space [42]; (3) a threat model involving access con-
trol of virtual content and physical spaces in multi-user AR
developed by Ruth et al. [49], with four classes of threats: untrust-
worthy individuals accessing private virtual content, performing
unwanted content placement or manipulation, or learning private
information about the user or their physical space. In our scenario,
we consider different granularities of access control, e.g., different
permissions for viewing and editing AR content, allowing the AR
device to capture varying degrees of detail about the physical en-
vironment. Following the scope of Ruth et al’s threat model [49],
we focus on ways that the AR users represented in our scenario
could act as adversaries; we do not explicitly consider a higher level
of adversarial entities, e.g., service providers, network hackers, or
other applications. We further discuss considerations for access
control in our scenario in Sec. 3.2.2.

3.2 Scenario: Future of Education

In Figure 1, Violet, Russell and Doug are three students collaborat-
ing on an AR engineering lab. They manipulate the configuration of
a physical engine and use a room-scale, head-worn AR experience
of a car to simulate its functionality. Violet and Russell are in a
co-located classroom environment, and Doug collaborates from
his personal home while taking care of his daughter, Ellie, who

frequently walks around the room to pick up various toys. Carly
is a student working in a different lab group, but since the lab is
a graded assignment and collaboration across lab groups is pro-
hibited, she should not have access to Violet, Russell, and Doug’s
virtual simulation content. Jack, the instructor, oversees the class
and provides feedback to students when necessary. The headsets
may be used by students in different class periods, who are also
prohibited from accessing Violet, Russell and Doug’s lab content.

We also used the design dimensions to create a set of four
prompts for eliciting interaction techniques (Table 1). We formu-
lated these prompts to span the time/space matrix, first considering
the co-located collaborators (Violet & Russell), then bringing in
Doug who is collaborating remotely. The prompts also increasingly
raise threats to access control by bringing in Doug’s private home
(Prompt 2) and considering the bystanders and non-users in the
scenario (Prompt 3).

3.2.1 Scenario Design Rationale. We systematically designed the
Future of Education scenario to provide coverage of the design di-
mensions (Sec 3.1), selecting story and visual elements to depict
different considerations for multi-user AR in the digital scenario
sketch. The public, co-located classroom is an open environment
with few physical barriers between users; the equipment and tables
are shared between many students in different class periods, so
there is little notion of private spaces or objects within the envi-
ronment. In contrast, Doug’s personal home could contain private
information (e.g., the mail on the table and the security system
console on the left wall). We also incorporated bystanders and non-
users to introduce threats to access control based on Ruth et al’s
threat model [49]. For example, Carly could attempt to gain access
to Russell, Violet and Doug’s virtual content. Doug’s collaborators
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Task 1 Elicitation prompts

1. What are possible interactions for Russell and Violet to create a shared view on the AR experiment?

2. What are possible interactions for Russell and Violet to create a shared view with Doug?

3. Would you change anything about these interactions when considering Jack, Ellie and Carly and if so, how?

4. What are possible interactions for Russell, Violet, and Doug to end the shared session?

Table 1: Elicitation design prompts: We provided the participants with step-by-step elicitation prompts to scaffold the design
process in Task 1. Prompt 1 involves only the co-located collaborators (Russell & Violet), then Prompt 2 brings in the remote
collaborator (Doug). Prompt 3 serves as a cue to consider privacy harms related to the interaction techniques by bringing in
the Jack, Ellie, and Carly, who could be considered passive bystanders or potential adversaries. Prompt 4 involves ending the
collaborative session, which may motivate discussions around accessing the AR content at a later time and preventing access
for other students, who might use the same headsets in another class period.

could gain access to private information about Doug’s physical
space including Ellie, whose identity Doug may want to protect.
While our scenario depicts the use of head-worn AR to enable
a marker-less, room-scale experience, we intentionally left other
system requirements open for the expert participants to define,
based on the implementation needs of their interaction proposals
(e.g., instrumenting the physical classroom with additional sensors
to enable more robust body tracking). This enabled us to study a
wide range of interaction techniques together with the experts’
assumptions and considerations for usability, feasibility and S&P.

3.2.2  Access Control Needs. Our scenario suggests the following
access control needs according to Ruth et al’s threat model [49],
considering untrustworthy individuals who: (1) Access private
virtual content. The AR application should preserve confiden-
tiality of the AR lab content and prevent unauthorized individuals
from gaining access, since only students assigned to a particular
lab group should be able to access their own simulation. To enable
their instructor to assist them when needed, students may need
to grant viewing access to the AR lab on a per-user or per-role
basis. (2, 3) Perform unwanted content placement or content
manipulation. The AR app should also preserve the integrity of
the AR lab content (e.g., prevent unauthorized parties from editing,
prevent teammates from accidentally or purposely deleting oth-
ers’ contributions) and give users agency over whether and where
to place content in the physical environment (e.g., allow Doug to
reposition content to avoid obscuring his daughter, prevent stu-
dents from sharing spam content). (4) Learn private information
about the user or their physical space. Students may want
fine-grained control over their AR headset’s data collection and
storage procedures, to prevent instructors or other students who
use their headset at a later time from learning or inferring private
information based on the device data (e.g., age, gender, grades).
Additionally, students may feel uncomfortable with other students’
headsets passively capturing data about them, which raises a need
for mechanisms to preserve bystanders’ privacy. This is likely a
concern for Doug, whose application could capture and convey
sensitive areas of his home to his collaborators, e.g., microphone
data involving his daughter Ellie.

We encouraged our study participants to define additional access
control needs within the scope of how AR users in the scenario
could act as adversaries. We did not explicitly consider other adver-
sarial entities, such as malicious service or application providers.

4 STUDY DESIGN

We designed an elicitation study adapting Morris et al’s approach
emphasizing production, priming, and partners (PPP) [33] to elicit
interaction techniques for sharing AR content in multi-user AR
experiences. We structured the elicitation process around our Future
of Education scenario (Sec. 3) and incorporated an implicit threat
modeling activity through a series of prompts related to access
control, based on Ruth et al’s threat model for multi-user AR. [49].

To investigate the effects of pairing AR experts with security &
privacy experts when following our elicitation approach, we con-
ducted a between-subjects study with a total of 16 participants. The
study consisted of two conditions: AR/AR, where two AR experts
were paired together and took turns proposing interactions and
critiquing each others’ proposals, and AR/SP, where the AR expert
proposed interactions and the S&P expert critiqued the proposals.
We gave pairs in both conditions access to the design dimensions
that we used to create the scenario and prompts (Sec.3.1), but they
were not constrained to these and encouraged to consider additional
design goals and S&P issues, given their expertise in AR interac-
tion design and S&P. The study was IRB-approved and conducted
remotely via Zoom to accommodate participants across different
time zones and countries. Each study session lasted 1.5 hrs and
participants were compensated with $50 USD.

4.1 Method

At the beginning of the study, we asked the two experts to provide
a brief overview of their current roles and areas of expertise. As an
introductory question, we also asked them to name design goals
they consider important when designing AR interaction techniques.
Then, we presented the Future of Education scenario (Sec. 3) and the
three design dimensions (Sec. 3.1) to use as a reference throughout
the study: the time/space matrix [20], considerations for public and
private spaces, and a threat model considering access control of
virtual content and physical spaces [49]. We provided the experts
with a digital handout of the design dimensions (Sec. 3.1) to refer
to throughout the study.

We structured each session into two tasks: (1) an iterative pro-
duction and design critique cycle to elicit AR interaction tech-
niques; (2) a holistic review of the interaction proposals with
respect to our core design goals of usability, feasibility, and S&P.
These tasks were followed by a debrief session to elicit experts’
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Figure 2: Our elicitation study is comprised of four stages where pairs of experts iteratively design and critique interaction
techniques (Task 1), then assess the effectiveness of the techniques (Task 2) and overall design process (Debrief). The main
difference between conditions is that in Task 1, the experts critique the techniques with respect to any metrics they see fit in the
AR/AR condition, while in the AR/SP condition we specifically invoke the S&P expert to focus on privacy with their critique.

reflections on the pros and cons of each pairing. Figure 2 depicts
the study design, which we detail below.

4.1.1  Task 1: Production and Design Critique of AR Sharing Tech-
niques. In the first task, we adopted elements of the production,
priming, and partners (PPP) method [33] to iteratively elicit and
critique interaction proposals for sharing and controlling access to
AR content. We facilitated turn-taking between the experts such
that one expert first produced three interaction proposals, then
the other expert provided a critique of the proposals. To systemat-
ically guide the experts through the Future of Education scenario,
we posed four step-by-step prompts which each brought a new
set of users into consideration (Table 1). This elicitation task was
where a lot of creative energy was required and we wanted to allow
exchange of ideas between the experts, so we allocated the majority
of the time to this task (45 min).

For the production phase of each elicitation prompt, we in-
structed one expert to demonstrate their interaction proposals by
thinking-aloud and annotating the scenario sketch using Google
Jamboard?. We named each technique (e.g., Gaze & Point) to create
a point of reference throughout the study.

Then, we invoked the other expert to critique the interaction
proposals, referring to the design dimensions handout as needed
and defining additional design goals or quality metrics to assess the
proposals as they saw fit. In the AR/SP condition, the AR expert al-
ways took on the role of designer and the S&P expert conducted the
critique, whereas in the AR/AR condition, the AR experts swapped
designing and critiquing roles after every prompt. While there was
often an interesting debate between experts, rather than directly
implementing revisions to the current interaction proposals based
on the critiques at this stage, we encouraged participants to keep
the feedback in mind as they continued working on the remaining
elicitation prompts. For each subsequent prompt, we gave the ex-
perts the option of building on the existing interaction techniques
or proposing new ones.

£Google Jamboard: https://edu.google.com/products/jamboard/

4.1.2  Task 2: Holistic Review of Interaction Techniques. The goal of
the second task was to understand how the experts assessed the ef-
fectiveness of their interaction techniques with respect to the three
design goals at the core of the investigation: usability, feasibility,
and S&P. We asked them to compare three techniques elicited in
Task 1 and rank them as more effective or less effective with respect
to each design goal. We facilitated turn-taking between the experts,
asking one expert to propose a ranking for each technique and
asking the other expert to discuss whether they agree or disagree
with the ranking. In the AR/SP condition, the AR expert proposed
their ranking first, followed by a critique from the S&P expert.

4.1.3 Debrief. We concluded the study by asking the experts to
reflect on the pros and cons of pairing two AR experts (AR/AR
condition) or pairing AR and security & privacy experts (AR/SP
condition) for an elicitation session.

4.2 Participants

We recruited 12 experts in AR design & development and 4 experts
in security & privacy for our study (3 women, 11 men, average
age of 29.3 years, 2 participants declined to answer). Our inclusion
criteria were individuals with 2 or more first-authored publications
in AR/VR or security & privacy or at least 2 years of industrial
research experience in related fields. While some experts identified
primarily as VR researchers (AR1, AR3), all experts reported having
significant experience in interaction techniques common to both
AR and VR interfaces (designing 3D spatial interactions, voice or
gesture-based interfaces, etc.). We identified potential participants
based on their recent publications (from venues including CHI,
UIST, SOUPS, and IEEE Symposium on Security & Privacy) and
invited them via email. Table 2 shows the experts’ job roles and
main areas of expertise, along with the condition and partner that
they were assigned.
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AR Experts

Condition  Pair ID Job Role Main Areas of Expertise
AR/AR 1 AR1 Assistant professor shared and collaborative VR, including non-HMD users
AR/AR 1 AR2 Assistant professor human perception, adaptive AR interfaces
AR/AR 2 AR3  Postdoctoral researcher VR interaction techniques, camera networks
AR/AR 2 AR4 Assistant professor XR workspaces, social acceptability
AR/AR 3 AR5 PhD student mobile AR interactions
AR/AR 3 AR6 PhD student asymmetric interactions for XR users & non-users
AR/AR 4 AR7 Research scientist XR workspaces & productivity
AR/AR 4 ARS8 Research scientist XR interaction techniques
AR/SP 5 AR9 Assistant professor AR sensing technologies
AR/SP 6 AR10 Research scientist AR learning experiences, makerspaces
AR/SP 7 AR11 Assistant professor human-AI systems, AR accessibility
AR/SP 8 AR12 PhD student MR accessibility

Security & Privacy Experts

Condition  Pair ID Job Role

Areas of Expertise

AR/SP 5 SP1  Postdoctoral researcher
AR/SP 6 SP2 Software engineer
AR/SP 7 SP3 PhD student
AR/SP 8 SP4 Assistant professor

usable security & privacy, security & privacy for IoT devices

AR security & privacy
perceptions of security & privacy risks
usable privacy & security, cybersecurity

Table 2: Participant information. We recruited 16 participants with expertise in a wide range of extended reality and security &
privacy disciplines. Participants AR1-8 were paired with each other for the AR/AR condition, while AR9-12 were paired with

SP1-4 for the AR/SP condition.

4.3 Data Collection & Analysis

We recorded and took notes on each study session, then followed a
thematic analysis approach [7] to summarize the experts’ design
considerations and interaction techniques proposed throughout the
study. To assemble an initial codebook, two of the authors analyzed
one transcript from each study condition, identifying interaction
techniques proposed during the elicitation task and paying atten-
tion to the experts’ rationale for suggesting or critiquing particular
interaction techniques. The two coders analyzed the remaining
transcripts independently, then reviewed and aligned the codes.
Then, they used the codes to categorize specific design consider-
ations under overarching design goals (usability, feasibility, and
S&P) and group the interaction techniques into similar modalities
(e.g., gestures, proximity-based interactions) as shown in Table 3.
Some design considerations had to be coded under multiple goals
based on the experts’ usage of the terms, e.g., scalability was men-
tioned both as a usability consideration for facilitating collaboration
between more users and as an S&P consideration for translating
legacy access control mechanisms to head-worn AR interfaces.

We used the codebook to generate a timeline data visualiza-
tion for each expert pair (Fig. 3) to plot the design considerations
mentioned for each elicitation prompt in chronological order. We
note that experts mentioned design considerations with different
levels of precision, which is also reflected in the timelines (e.g.,
security and confidentiality are shown as two separate design con-
siderations under the overarching goal of S&P).

To determine the experts’ underlying motivations in proposing
techniques and how their consideration of design goals evolved
throughout the study, we analyzed each interaction proposal along-
side the timeline visualizations and identified design goals which
they explicitly mentioned during the design and critique session. We
further grouped techniques into two categories: (1) techniques for
sharing virtual content, which were often motivated by usability

goals or to facilitate collaboration along the time/space matrix, and
(2) techniques for establishing access control policies, which
were suggested to mitigate threats raised in Task 1’s back-and-forth
critique sessions. Figure 3 shows a timeline for Group 8 from the
AR/SP condition, which illustrates key interaction proposals that
increasingly incorporated considerations for access control as the
scenario evolved through the step-wise prompts.

To assess the extent to which the experts agreed upon the set
of elicited interaction techniques, we utilized Morris et al’s defini-
tion of consensus-distinct ratio [32] (the proportion of sharing
techniques which were proposed by a minimum number of pairs),
using a threshold of 50%. We calculated the consensus-distinct ratio
separately for the AR/AR and AR/SP conditions (where techniques
proposed by at least two out of four pairs achieved consensus), as
well as for all eight pairs together (where techniques proposed by
at least four out of eight pairs achieved consensus). The techniques
which achieved the consensus threshold are indicated with a check-
mark in Table 3. We selected the consensus-distinct ratio over other
popular metrics (e.g., agreement score [59]) because prior work has
shown the metric to handle cases when participants can suggest
multiple symbols per referent in a more balanced manner [32].

5 RESULTS

We present our findings in four steps: (1) characterizing the set
of interaction proposals across both conditions that were elicited
for sharing AR content and were enriched with access control
provisions; (2) comparing trends in the design of interaction
proposals between AR/AR and AR/SP conditions; (3) discussing
design and revision strategies adopted by the experts to incorpo-
rate considerations for access control in their interaction proposals;
and (4) reflecting on the effectiveness of the expert pairings
based on the debrief and comments from the experts.
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Figure 3: Example analysis for AR/SP condition. We show a recreation of Group #8’s interaction proposals alongside a portion
of their timeline visualization, which depicts design considerations that the experts explicitly mentioned during the iterative
design and critique task. The colored dots indicate to which design goal(s) each design consideration related (e.g., in the first row,
explicitness referred to a usability consideration, accuracy / precision concerned both usability and feasibility). The number
of distinct design considerations is shown below each prompt. For Prompt 1 (co-located users), AR12 designed a gesture for
Russell and Violet to establish the engine as the virtual content anchor; we categorized this as a sharing technique because
it was primarily based on the usability goal of explicitness. To share with Doug in Prompt 2 (remote users), AR12 proposed
that collaborators draw a boundary where environmental data will be shared via depth capture. In Prompt 3 (other users /
non-users), experts raised concerns that Ellie could interfere with the marker-less tracking by playing with the toys and moving
around the room, which led to an interaction technique related to access control: “locking” the geometry of the table so the AR

device disregards new geometry updates.

5.1 Popular Interactions across AR/AR and
AR/SP Conditions

As afirst step, we characterized the interaction techniques elicited in
both the AR/AR and AR/SP conditions. Table 3 shows an overview
of the techniques grouped by frequency for each condition, us-
ing consensus-distinct ratio [33] to indicate agreement among
study pairs. We distinguish between techniques that were orig-
inally elicited for sharing virtual content in AR and those that were
explicitly elicited to address threats related to access control.
First, we elicited a total of 73 interaction proposals for sharing
virtual content in AR HMD-based environments, across all eight ex-
pert pairs and all four elicitation prompts. These sharing techniques
ranged from more traditional or legacy [33] techniques, such as
virtual menus (which was most the frequently proposed at 21 times),
to more AR-specific interactions including gestures (17), proxemic
interactions (16), gaze (14), and voice (11). AR-specific techniques
were often motivated from prior work and directly cited by partici-
pants (e.g., zones from Slice of Light [57], collaborative authoring
techniques from SpaceTime [60]). Proposals involving a companion
mobile app or physical tokens were less frequent but shared between
some study pairs. A smaller set of distinct techniques (i.e., only pro-
posed by one pair [32]) included sweeping a virtual net to define a
capture area (Pair #3), using notebooks as physical interfaces (#4),
instrumenting AR headsets with touchpads for sharing (#5), and
sharing all content placed on designated physical surfaces (#8).

Second, we identified 65 interaction proposals that were typically
added onto the originally elicited sharing techniques to provide
access control or balance requirements for access control with other
design goals for collaboration. The most common techniques in-
cluded user authentication interfaces (19 times), notice and consent
interfaces (12), and notifications about collaborators’ activities (7).
These more traditional techniques often resembled WIMP-style in-
terfaces with minor adaptations for head-worn AR. A second group
for enforcing access control policies, role management interfaces,
coarse-grained virtual objects, and timeouts were also commonly
proposed (5 times each). Among these were also AR-specific interac-
tions, sometimes inspired from prior work, such as coarse-grained
“ghost” objects [49] to improve other AR users’ awareness without
fully revealing confidential AR content. Setting inclusion/exclusion
boundaries was proposed by several pairs but was overall the least
commonly proposed technique (3 times). There was also a group
of distinct proposals (9 total) such as broadcasting audio to non-
AR users as an awareness mechanism (Pair #2) and aggregating
bystander data captured by AR devices (Pair #5).

Figure 4 shows the relationships between the original shar-
ing techniques and the evolution into access control techniques,
mapped on an axis from most popular to most distinct techniques
(from left to right).

Virtual menus to share AR content (Fig. 4A) were proposed
by all eight pairs and were often extended with user authentication
interfaces for verifying users’ identities, role management interfaces
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Interaction techniques for sharing virtual content

Consensus-Distinct (threshold=50%)

Technique AR/AR Frequency  AR/SP Frequency Total  Pairs (#) ‘ AR/AR=0.35 AR/SP=0.29  All=0.29
Virtual menus 9 12 21 1-8 v v v
Gestures 7 10 17 1-5,7,8 v v v
Proximity-based interactions 8 8 16 1-5,7,8 v v v
Gaze 9 5 14 1-5,8 v v v
Voice 5 6 11 2-6 v v v
Companion mobile app 2 2 4 3,4,6 v
Distinct (physical tokens, etc.) 7 3 10 1,3-5,8 ‘

Interaction techniques for access control

‘ Consensus-Distinct (threshold=50%)

Technique AR/AR Frequency  AR/SP Frequency Total  Pairs (#) ‘ AR/AR=0.31  AR/SP=0.31  All-0.31

User authentication interfaces 9 10 19 2-4, 6-8 v v v

Notice & consent interfaces 4 8 12 2,4-8 v v v

Notifications 6 1 7 1,3,4,6 N v

Role management interfaces 2 3 5 2,3,7,8 v v v

Coarse-grained virtual objects 2 3 5 2,4-7 v v v

Timeouts 1 4 5 2,8
Inclusion/exclusion boundaries 1 2 3 1,6,7 v
Distinct (silent speech, depth view, etc.) 3 6 9 2-6, 8 ‘

Table 3: Interaction categories and modalities. We first grouped proposals into 2 categories (techniques for sharing virtual
content and for addressing threats related to access control), then grouped techniques in each category by modality. The Distinct
category includes techniques only suggested by 1 out of 8 pairs. Multimodal techniques are represented multiple times in the
frequency column, e.g., a “look & point” technique is counted as both gaze and gesture. We calculated the consensus-distinct
ratio, i.e., proportion of techniques which were proposed by 50% of pairs for each condition separately and together. For both
conditions, 5 out of 17 sharing techniques (menus, gestures, proxemics, gaze, voice) and 5 out of 16 access control techniques
(interfaces for user authentication, notice & consent, role management, notifications; coarse-grained virtual objects) achieved

consensus (indicated by a checkmark).

for enforcing access control policies, notifications about collabora-
tors’ activity, and notice and consent interfaces for accepting shared
content from other AR users. Three pairs also proposed compan-
ion mobile apps (Fig. 4F) as an alternate modality to AR menus
for sharing AR content or authentication. The second-most popular
modality was mid-air gestures (Fig. 4B), which experts found ben-
eficial for encouraging explicitness in collaborative scenarios and
expressiveness (e.g., the same gesture could be used to express spe-
cific AR objects to share with specific collaborators). At the same
time, gestures were considered less privacy-invasive than other
AR-specific techniques (e.g., voice or gaze) if they were designed
in a subtle way to disclose less detail about the AR application
to bystanders or observers. To reduce the likelihood of hijacking
attacks succeeding with gesture-based interactions (e.g., an adver-
sary faking a gesture as if it were performed by the user), experts
combined them with timeouts to control the time period when the
AR app accepts continuous gestural input.

Proximity-based interactions (Fig. 4C), where AR content
is automatically shared with AR users within the vicinity of the
content’s owner, were considered intuitive and efficient for our col-
laboration scenario involving co-located students and the teacher.
However, the experts expressed that proxemic interaction would
not provide fine-grained sharing controls for both the physical and
virtual space. To allow for more granular sharing of the physical
environment, experts proposed inclusion & exclusion boundaries
(e.g., Doug can draw an exclusion boundary around Ellie to prevent
sharing information about her, even if she enters the defined zone).

Experts also proposed replacing AR content with coarse-grained
virtual objects that show more basic representations (e.g., showing
a virtual cube instead of the car engine model) to maintain confi-
dentiality of the content while increasing other users’ awareness
of virtual content placement in the physical space.

Gaze and voice interactions (Fig. 4D, E) were proposed by a
majority of pairs to achieve natural and intuitive interactions while
communicating with collaborators. However, gaze and voice were
overall less popular than virtual menus, gestures, and proxemic
interactions due to privacy concerns. For example, experts argued
that eye tracking requires access to more sensitive biometric infor-
mation as compared to gesture recognition; microphones have a
higher likelihood of capturing bystanders due to a larger sensor
range). To increase users’ awareness of physical areas captured
by the AR device, Pair #5 combined gaze and voice with a virtual
map depicting the spatial range that AR device sensors can capture.
They further combined voice commands with the distinct tech-
nique of silent speech, where users breathe in while speaking voice
commands to make them quieter (e.g., to prevent adversaries from
overhearing voice commands and using them to gain access to the
AR content). Pair #2 proposed a technique similar to coarse-grained
virtual objects, namely broadcasting spatial audio from the AR app
into the physical space, to increase awareness for non-users without
revealing full details about confidential content (e.g., to make Ellie
aware that her dad is communicating with remote collaborators in
our scenario).



CHI 23, April 23-28, 2023, Hamburg, Germany S. Rajaram, C. Chen, F. Roesner, M. Nebeling

Most popular techniques Most distinct techniques
-+ L
w
u
3
F
c
<
o
71
-
[
H proximity-based gaze interactions voice commands companion physical tokens
S interactions mobile apps
]
A
w
u
3
F
c
S
@ | user authentication notifications timeouts coarse-grained * map of sensor
e interfaces virtual objects range
g
]
[*)
v
w
o
1Y)
o
<
v role management notice & consent inclusion / exclusion * broadcasting * geometry filter
interfaces interfaces boundaries spatial audio

Figure 4: Evolution of AR sharing techniques into access control techniques. We illustrate the expert-elicited techniques
for sharing AR content in HMD-based environments (mapped from most popular to most distinct, from left to right) and
corresponding access control techniques that were added on to address threats. We indicate distinct techniques with (*). Virtual
menus (A) were often paired with additional menus for user authentication, notifications, role management, and notice
& consent. Gestures (B) were extended with timeouts, which limit the time period that AR devices accept gestural input.
Proximity-based interactions (C) were extended through coarse-grained virtual objects (to maintain confidentiality of AR
content while promoting awareness for other AR users) and inclusion/exclusion boundaries to define areas of the physical
environment that can be captured. Gaze and voice commands (D, E) were combined with a virtual map of the sensor range
to promote awareness of input hijacking attacks. For voice, experts also proposed silent speech to disclose less detail and
broadcasting spatial audio, to promote awareness for bystanders while retaining some degree of confidentiality. Companion
mobile apps (F) were paired with similar access control interfaces as virtual menus. Finally, distinct techniques involving
physical tokens (G) led to distinct access control proposals for sharing depth views rather than RGB camera feeds and “locking”
updates to AR devices’ spatial maps to prevent losing access to app content, in the event that marker-less tracking is disrupted.

Distinct interaction proposals included sharing through phys- 5.2 Comparing Evolution & Creativity of
ical tokens (Fig. 4G), e.g., placing virtual content on designated Interaction Proposals between AR/AR and
physical “shared surfaces” or using virtual buttons embedded in stu- AR/SP Conditions

dents’ lab notebooks. Experts perceived these techniques to be more o . .
Next, we compared the elicited interaction techniques from each

condition. As shown in Table 3, we observed that gaze and distinct
techniques involving environmental tracking were proposed more
frequently in the AR/AR condition. Virtual menus and gestures were
more popular in the AR/SP condition. The experts agreed these tech-
niques can be more secure and privacy-friendly since they only
require gesture detection, as compared to other sharing techniques
that require more invasive forms of biometric sensing or environ-
mental mapping. This is indicative of different design strategies,
e.g., prioritizing S&P design goals earlier on by discarding propos-
als with S&P weaknesses (discussed more in Sec. 5.3). The AR/SP
pairs produced a greater frequency of access control techniques
(e.g., user authentication and notice & consent interfaces); this is
because the AR experts tended to address threats earlier on in the
elicitation task given the S&P experts’ critiques, and carried their
access control proposals over to later iterations. Notifications were
more frequent among AR/AR pairs because they had the tendency

robust to threats related to access control, since users could phys-
ically protect or hide their personal tokens to prevent unwanted
access. However, experts also noted potential implementation chal-
lenges with scaling physical tokens to large classroom settings
while depicting shared surfaces with a high level of detail, which
could require complex object recognition setups. These distinct
sharing techniques also led to distinct proposals addressing threats
related to access control. Pair #5 proposed sharing the AR device’s
depth view instead of camera data, as this coarser-grained, dimin-
ished representation would disclose less detail about the physical
environment. Pair #8 designed a geometry filter technique, where
the AR device disregards changes in the physical environment to
prevent the AR user from losing access to app content, e.g., if Ellie
were to interfere with the marker-less tracking by playing with the
toys and moving around the room.



Eliciting Security & Privacy-Informed Sharing Techniques for Multi-User AR

to first establish a base sharing technique such as virtual menus
and proximity-based interactions, then add notifications to address
threats related to access control.

We observed two major trends: AR/AR and AR/SP pairs proposed
similar access control techniques though AR/SP pairs proposed
them earlier, and the presence of S&P experts did not limit the
creativity of AR experts in the AR/SP condition.

Similar access control techniques in both conditions. The
AR/SP pairs often generated proposals to mitigate threats during
Prompts 1 & 2, which led them to produce a higher frequency of
access control techniques (37, as compared to 28 from the AR/AR
condition). Examples include notice & consent interfaces and time-
outs, which were proposed in both conditions but achieved higher
frequencies among AR/SP pairs due to being proposed earlier and
carried over to successive prompts (Table 3). Based on our timeline
analysis, AR/AR pairs proposed a majority of their threat mitiga-
tion strategies later on during Prompt 3, which considered the
bystanders and non-users in the scenario.

However, pairs in both conditions produced similar types of
access control techniques. As shown in Table 3, four techniques
achieved a consensus threshold in both conditions, i.e. proposed
by 50% of pairs in each condition. Techniques which achieved con-
sensus include legacy interfaces for user authentication (pairs #2-4,
6-8), role management (#2,3,7,8) and notice & consent (#2, 4-8), as
well as a more creative approach of sharing coarse representations
of virtual objects (#2, 4-7) to preserve the confidentiality of AR
content while promoting awareness for other AR users.

AR designers’ creativity not limited by the presence of
S&P experts. In our debrief, S&P experts raised concerns that they
could be “killjoys” (SP4), causing AR experts to “not deliver the same
amount of creativity” as they would when designing interaction
techniques on their own (SP1). Thus, one might expect that AR/SP
pairs’ interaction techniques were skewed towards legacy proposals
(e.g., WIMP-style menus for authentication and role management)
which are familiar from 2D interfaces and perceived as secure
(discussed more in Sec. 5.3). However, our analysis showed that this
was not the case: pairs in both conditions produced similar numbers
of legacy, WIMP proposals (30 for AR/AR, 33 for AR/SP) and post-
WIMP proposals which were more specific to AR interfaces, e.g.,
gesture and proximity-based inclusion boundaries (45 for AR/AR,
49 for AR/SP).

5.3 Design and Revision Strategies

Next, we analyzed the experts’ higher level approaches to revising
their techniques to incorporate considerations for access control,
in order to better understand the similarities and differences that
we observed in the type and frequency of interaction proposals.
By using the design goal timeline visualizations to analyze the
evolution of interaction proposals (Fig. 3), we identified two design
strategies employed by the AR experts: a usability-first strategy and
security & privacy-first strategy.

Usability-first strategy: enhancing initial sharing tech-
nique proposals by adding interaction modalities with access
control techniques. While we gave the experts the option of build-
ing on their existing techniques or proposing new ones for each
successive prompt, many first optimized their interaction proposals
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for usability goals (e.g., explicitness and flexibility) and gradually
added on access control techniques to mitigate threats (Fig. 4). Eight
out of twelve AR experts adopted this design approach: six from the
AR/AR condition (AR1-4, AR6-7) and two from the AR/SP condition
(AR9, AR12). In describing the benefits of this approach, AR9 argued
that prioritizing usability before S&P is most practical when design-
ing interactions techniques; while “it’s hard to optimize for multiple
parameters at the same time,” they could “always find an alternative
way to make [the existing techniques] more privacy-preserving.”

As aresult of this design strategy, a significant number of sharing
techniques were multimodal (40 out of 73). The most agreed-upon
multimodal sharing techniques involved menus and proximity, gaze
and proximity, and combining gaze, menus, and gestures (each pro-
posed by two pairs). While the experts gravitated towards this
subset of common AR modalities, the specific mechanics of these
interactions were often unique to each pair. Experts noted the poten-
tial disadvantage with multimodal techniques imposing additional
software requirements; some distinct techniques may require new
hardware components as well (e.g., AR9’s proposal to add new
physical buttons to the AR HMD).

Security & privacy-first strategy: discarding techniques
with S&P weaknesses early on. The remaining four experts from
the AR/AR (AR5, AR8) and AR/SP conditions (AR10-11) designed
defensively from the first elicitation prompt to mitigate threats
related to access control. They often weighed multiple ideas and
anticipated critiques that their partners may raise before proceeding
with an interaction proposal, discarding techniques which had
security weaknesses or were privacy-invasive. For example, AR10
initially considered voice commands, but discarded the proposal
due to concerns of adversaries using speech interjection to gain
access to the AR app; AR11 commented that “[SP3] will probably
critique” their authentication proposal based on facial recognition.

A potential disadvantage we observed with the S&P-first design
approach was a delayed prioritization of usability goals. The final
interaction proposals tended to include legacy techniques (e.g.,
authentication and role management interfaces), which are standard
approaches for access control in 2D form factors. However, during
the holistic ranking task, some expert pairs ranked these proposals
lower in terms of usability due to AR HMDs’ limitations of pointing
accuracy and small field-of view [5].

The usability-first and S&P-first design strategies were
utilized by experts in both conditions. While we might expect
the S&P-first strategy to be tied to the AR/SP condition, we found
this was not the case. We observed instances where the AR/AR
pairs first optimized for threats related to access control (AR5, AR8)
and discarded techniques they perceived to be privacy-invasive.
We also observed cases in the AR/SP condition where AR experts
initially optimized for usability and gradually incorporated access
control techniques, despite receiving a thorough threat analysis
from the start of the elicitation task (AR9, AR12). This suggests that
the presence of a S&P expert was not always required to encourage
defensive design; the scenario and step-wise elicitation prompts
that included bystanders and non-users provided sufficient cues
for S&P-aware design from the very start of the elicitation task for
some AR/AR pairs.
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Summary of Results (Section 5)

5.1 Across all 8 pairs, we elicited 73 proposals for sharing techniques and 65 proposals for enhancing these techniques with access control provisions.
Legacy techniques were the most popular (e.g., virtual menus); distinct techniques were often scenario-specific and made use of the physical environment.

5.2 The AR/SP pairs produced access control techniques earlier on, but pairs in both conditions produced similar types of access control techniques.

The AR designers’ creativity was not limited by the presence of S&P experts.

5.3 Pairs in both conditions utilized the usability-first strategy (first optimizing interaction proposals for usability goals, gradually adding on access control techniques)
and the S&P-first strategy (discarding techniques with S&P weaknesses early on).

5.4 The AR/AR pairing was beneficial for nuanced AR interaction design, but poses risks of “tunnel vision” without more diverse expertise.
The AR/SP pairing encouraged security & privacy as top-level design goals, but could be time and resource-demanding for design teams.

Table 4: Summary of Results: In Section 5, we presented our analysis of the characterization of the interaction proposals (5.1),
trends in the design of interaction techniques between conditions (5.2), design and revision strategies adopted by the experts (5.3),

and experts’ reflections on the effectiveness of each pairing (5.4).

5.4 Effectiveness of the Expert Pairings

In our debrief, we also asked the participants to share their opinions
on the pros and cons of their pairings.

AR/AR pairing beneficial for nuanced AR interaction de-
sign; risk of “tunnel vision” without more diverse expertise.
Experts in the AR/AR condition found value in building on each
others’ ideas (AR3, AR5-6) and challenging each others’ opinions
from an AR interaction design perspective (AR1-3, AR7-8). AR2
thought that even with two AR experts, they approached the design
process “from multiple angles” due to nuances in their research
interests (e.g., balancing explicitness and social acceptability in the
case of AR3 and AR4). However, AR3 raised the issue of a “shared
tunnel vision” as two AR experts who prioritize similar goals “may
not gain much from each other,” while experts from different fields
would “have the opportunity to leave the tunnel for a moment.”
ARG expressed that having overly similar expertise and agreeing
on interaction proposals could result in their “confidence getting
artificially reinforced,” potentially preventing pairs from analyzing
their proposals with a critical lens.

AR/SP pairing encourages security & privacy as top-level
design goals, but could be resource-demanding. The AR/SP
pairs mentioned benefits of diverse perspectives (AR10-12, SP1-3) in
encouraging “privacy and security as top level concepts of design”
rather than as a “last mile approach” (SP4). However, they also
expressed that involving a S&P expert could potentially be resource-
demanding by incurring a time cost in communicating critiques
and iterating upon interaction proposals (AR9-12, SP1, SP3). AR9
discussed a potential “opportunity cost at the beginning” of the
interaction designers’ workflows, as they might abandon proposals
primarily on the basis of S&P weaknesses and without weighing
the benefits from an interaction design perspective. However, AR9
(who we categorized as a usability-first designer) argued they could
usually find ways to extend their proposals to make them more
privacy-preserving, so the S&P analysis “did not add too much
overhead” to their design process.

6 DISCUSSION

Overall, all participants found it valuable to work with expert
partners to iteratively design and critique interaction techniques
through our scenario-based elicitation approach. It was encouraging
that pairs in both the AR/AR and AR/SP conditions produced similar

types of interaction techniques for sharing and access control, with
both legacy proposals and more creative techniques specific to the
Future of Education scenario. A summary of our results is shown in
Table 4. In this section, we (1) reflect on and extract key elements
of our study design that enabled AR experts to design techniques
which incorporate S&P considerations for access control, as one
example, (2) present design recommendations for AR sharing tech-
niques that balance competing design goals for collaboration and
access control, and (3) discuss limitations of our approach.

6.1 Incorporating S&P Considerations in
Elicitation Studies

In this work, our goal was to encourage AR interaction designers
to consider potential threats by making S&P design goals explicit
within the elicitation process. We still aimed to enable designers to
understand tradeoffs with usability and technical feasibility, which
have been the focus of prior elicitation studies. It was encouraging
that we observed no major differences between the AR/AR and
AR/SP conditions in terms of the types of access control techniques
and creativity of proposals. This suggests that the scenario-based
elicitation process, facilitated through guided prompts which tra-
verse the time/space matrix and raise threats to access control
involving different AR users and bystanders, provided sufficient
structure and cues for AR experts alone to design more thoughtfully.
The key design decisions that we made to achieve this result were
grounding the elicitation process within a multi-user AR scenario,
crafting prompts which increasingly introduce potential threats
along a threat model [49], and structuring the iterative design and
critique of interaction proposals through assigning specific roles to
partners and facilitating turn-taking between them.
Scenario-based design: We previously piloted a more open-
ended approach similar to prior gesture elicitation studies, where
participants designed sharing techniques solely based on generic
system operations [32, 40, 59]. However, we observed that our pilot
testers struggled to brainstorm interaction techniques without con-
crete details on the collaboration context; they eventually developed
their own scenarios involving specific physical environments and
characters to ground their interaction proposals. This posed issues
for experimental control and analysis of results. Inspired by prior
work in the usable privacy domain [39, 61], we made our scenario-
based elicitation approach more explicit by increasing specificity
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and applying stricter constraints, e.g., by depicting sensitive objects
in the environment, incorporating both AR users and non-user and
establishing their roles as collaborators or adversaries.

Facilitation strategy: We note our potential impact on the
results given the stricter facilitation that was required by our study
design, to understand how participants addressed the prompts and
considered S&P issues as the scenario unfolded. While this is a
possible limitation, facilitation was critical to establish a step-by-
step process and help “jumpstart” the initial elicitation prompts,
where participants often required clarification on what assumptions
they could make about the scenario (e.g., whether Violet and Russell
are already in a shared session). After establishing a back-and-forth
cadence between the experts, we transitioned to facilitating less and
observed how their collaboration strategy evolved throughout the
rest of the design process. We would thus say that our facilitation
did not require S&P expertise and is in fact common to scenario-
based design [9].

The need for S&P expertise: While our elicitation approach
yielded access control techniques of a similar type and quality in
both conditions, we do not mean to say that our elicitation approach
can replace the expertise of S&P professionals. Most of the expert
participants recommended the pairing of AR and S&P experts and
emphasized them working together “from the beginning to get used
to each others’ opinions” (SP1). However, when it is not feasible to
directly include S&P professionals, our work provides an example
of how to adopt an S&P-minded design process that incorporates a
structured framework for identifying and mitigating threats in line
with threat models from prior work.

In practice, AR design teams can take the following steps to
organize and conduct an elicitation study like ours: (1) Create
a scenario visualization that depicts the typical usage context
and potential AR users and non-users. While this visualization
can build on top of existing design artifacts (e.g., storyboards and
user personas), designers may need to brainstorm additional by-
stander personas whose S&P needs are important to consider [15].
(2) Assign roles of designer, critic, and facilitator. Similar to
our elicitation study, the designer and critic roles could be filled
by participants who prioritize different or competing design goals
(e.g., interaction designers for usability, developers for feasibility)
in addition to S&P. The facilitator should have an overview of these
different design goals and work to balance the participants’ discus-
sions when necessary. (3) Choose an appropriate threat model.
For multi-user scenarios especially, design teams could adopt the
same threat model involving AR access control that we used in our
study; Ruth et al’s paper [49] demonstrated the generalizability of
the threat model to many collaborative scenarios along the time /
space matrix with opt-in or opt-out sharing policies. However, if
access control is not a top-level design goal for the particular AR use
case, design teams could draw on other threat models from prior
work (e.g., performing sensory manipulations to inflict harm on
end-users in extended reality [54], privacy considerations involving
data flows in AR [11]). While establishing alternate threat models
representing critical threats for AR use cases may require consult-
ing others with expertise in S&P and threat modeling, these experts
would not be required to participate in the elicitation process.
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6.2 Design Recommendations for Access
Control in Multi-User AR Interactions

In the experts’ analysis of sharing techniques (Task 2), there was no
commonly agreed-upon set of “best” techniques, i.e., ones that ex-
pert pairs rated as highly effective for all three design goals. Taking
our holistic review approach, the experts often identified tradeoffs
between design goals for facilitating collaboration (e.g., explicit
vs. opportunistic interaction) and requirements for access control.
In this section, we provide recommendations for interaction tech-
niques to achieve a balance between these potentially conflicting
design goals, based on the experts’ discussions.

Making interactions more obvious yet secure for collabo-
rators. A majority of AR experts emphasized the need for explicit
interactions which “communicate the state” of the application (AR2)
and provide awareness for collaborators in multi-user scenarios
(AR1-4, AR7-8, AR12), e.g., “obvious gestures” to indicate when
group members are leaving or joining the shared session (AR4).
However, a disadvantage of explicit interactions is enabling new
threats from co-located adversaries who are directly observing AR
users. Possible attacks include shoulder surfing [16] to learn private
information about the AR users’ virtual content or learn how to
perform key input techniques to manipulate virtual content (e.g.,
specific voice commands to delete AR content).

Experts suggested three strategies to allow for a greater degree
of explicitness while preventing adversaries from learning private
information or gaining unwanted access to AR content: (1) choos-
ing interactions which “disclose less detail” about what the AR
user is trying to accomplish (SP1), e.g., choosing mid-air gestures
over voice commands; (2) making sharing techniques increasingly
multimodal in order to make an attack more difficult e.g., Pair #2
proposed a “point to the stars” technique combining gesture, voice,
and gaze; (3) combining sharing techniques with timeouts to pre-
vent input hijacking (e.g., giving the user 3 seconds to perform a
gesture, so that adversaries cannot mimic the AR user’s input at a
later time to trigger an unwanted action). While these multimodal
techniques were ranked as more secure by our experts in the holis-
tic review task, we note it is possible for them to add complexity
from an interaction design perspective and potentially have an
adverse effect on usability.

Balancing access control with opportunistic interaction. In
our Future of Education scenario, we clearly defined whether each
character should have access to the AR users’ virtual simulation con-
tent. However, some expert pairs extended the scenario to discuss
opportunistic interactions which could be desirable for educational
contexts (#1, 2, 4), e.g., encouraging collaboration between differ-
ent student teams to support learning or promoting bystanders’
awareness of AR users’ actions. These pairs expressed concerns
that access control techniques could be “exclusionary” and result
in “removing the happenstance” in classroom interactions (AR4).

To still enable opportunistic interaction while protecting access
to virtual content, the experts proposed: (1) proximity-based sharing
which allows non-collaborators to view more details about the AR
user’s virtual space when they walk nearby, while notifying the
current collaborators with visual or audio feedback (Pair #1); (2) dis-
playing coarse-grained representations of AR objects to other AR
users to promote their awareness and open opportunities for them
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to request to join the AR user’s experience (Pairs #2, 4-7). Since
these interaction techniques involve a tradeoff between confiden-
tiality and awareness (e.g. revealing the basic shape and placement
of AR content within a physical space), the experts argued they
could be ideal for “lower stakes” collaborative scenarios (e.g., edu-
cational contexts where “there’s a greater sense of safety” due to
being familiar with your teacher and classmates, as SP2 reported).

6.3 Limitations

We discuss limitations of our work with respect to the study sample,
lack of baseline comparison to assess the quality of interaction
proposals, and generalizability of the sharing techniques and overall
elicitation approach. We also note that our research team includes
individuals with expertise in AR and S& P; authors from other
academic backgrounds might have envisioned the study design and
interpreted its results differently.

Limitations of the study sample: Different from traditional
elicitation, we studied with individuals with expertise in AR and
S&P topics, rather than with non-technical designers or end-users
as in traditional elicitation studies [2, 32, 37]. We made this deci-
sion to balance the conditions by ensuring that participants have
a comparable level of experience with AR interaction design or
threat modeling. However, studying with designers or end-users
could yield different interaction sets and new requirements for the
scenario-based elicitation process, which future work could explore.

Our between-subjects design required fewer participants with
expertise in S&P (4) and more AR experts (12). This may be per-
ceived as an imbalance; however, we did not reuse the S&P experts
and the results did not appear to be skewed in the direction of the
AR experts. We also considered that participants’ positive feedback
on our elicitation method could be a sign of participant response
bias [12]. However, to lessen the effects, we explicitly asked them
to comment on limitations of the process and the pairing.

We studied with a smaller sample than prior elicitation studies
adopting the production, priming, and partners (PPP) approach [33]
(i.e., 16 participants compared to 25 for Web on the Wall [32]). This
tradeoff was partly due to working with AR and S&P experts, who
were a harder population to access than end-users due to their
specialized backgrounds. However, working with the 16 experts
still allowed us to elicit a rich set of interaction techniques, both
in terms of quantity (138 total) and range (legacy vs. post-WIMP).
Comparing the experts’ interaction proposals and discussions with
the novice AR designers’ responses in our pilot study, we believe
working with experts resulted in higher quality proposals and nu-
anced discussions, especially around technical feasibility.

Lack of comparison to a baseline: Similar to prior work that
derived new interaction techniques for novel application scenarios
through user-driven elicitation [3, 32], there is no baseline that
could serve as a common benchmark or universal point of compari-
son to assess the quality of the suggested interactions. However, we
adopted three main measures to improve the quality of interaction
proposals based on prior elicitation studies [33, 59]. (1) We worked
with experts who have significant experience in S&P or AR develop-
ment, rather than end-users. Being familiar with the state-of-the-art
AR technologies, the experts frequently picked known techniques
from prior work and commercial toolkits as a starting point, trying
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to strike a balance between usability, feasibility, and S&P for our
scenario. (2) We further assessed the quality of interaction propos-
als through the consensus-distinct ratio established by Morris et
al. [32], in addition to asking the experts to assess the effectiveness
of the sharing techniques in the holistic review (Task 3). We find
it encouraging that a majority of both sharing and access control
techniques achieved the consensus threshold (i.e. proposed by 50%
of expert pairs in each condition). (3) We assessed the proportion
of legacy vs. post-WIMP interactions to add context to the experts’
discussions and understand their rationale for emphasizing security
over novelty in some cases.

Generalizability of sharing techniques and elicitation ap-
proach: Due to our scenario-based approach, some interactions
designed around the Future of Education scenario may be limited in
their generalizability to other AR use cases, particularly those re-
quiring specific environmental features (e.g., using tables as shared
surfaces, passing the wrench to add collaborators). However, ab-
stracting from the specifics of our scenario, our study yielded tech-
niques similar to those in the research literature (e.g., collaborative
authoring techniques from SpaceTime [60] and Slice of Light [57],
ghost objects from Ruth et al. [49]) and those already available in
some commercial AR HMD-based interfaces (e.g., virtual menus,
gestures, proximity-based interactions), which suggests some gener-
alizability to other AR use cases. To further improve generalizability
and creativity of techniques, future work could study alternate sce-
narios and add a priming task to focus on new design goals that
enable a wider exploration of the design space.

We do not claim generalizability of our scenario-based elicita-
tion approach beyond content sharing in multi-user, head-worn
AR environments. We focused on AR HMDs to strike a balance
between realistic and future-facing interaction techniques, as they
represent a class of current devices (e.g., HoloLens 2, Meta Quest
with Passthrough) that have not yet achieved mass adoption due
to high cost, but are widely used in the HCI research community.
This enabled us to elicit both legacy and creative interaction pro-
posals that the experts agreed were feasible to implement, based
on their prior experiences developing AR apps for these devices.
While some sharing techniques we elicited are already common
to mobile and projective AR (e.g., proxemic interactions), we ex-
pect that different techniques are required to promote S&P goals in
these other AR form factors. For example, interaction techniques
in mobile AR (e.g., multi-touch gestures) are often subtler as com-
pared to present-day AR HMDs, potentially making it difficult for
bystanders to recognize mobile AR users in-the-wild; this warrants
more techniques to promote bystander awareness and privacy (e.g.,
enforcing policies through Bluetooth signals that limit mobile AR
users’ access to capture sensitive physical areas [48]). Since AR
content can be viewed by any co-located people in projective AR
experiences, displaying private AR content that only specific users
can access requires custom solutions (e.g., using a projector with
an AR HMD to display shared and private views in AR [18]).

We believe that in principle, our scenario-based approach could
be extended to single-user AR use cases (e.g., by considering the
primary AR user and non-users one at a time). This may require ad-
justing or extending the threat model and developing new prompts
(e.g., with a focus on harms involving bystanders), but would not
require changing our overall approach.
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7 CONCLUSION

In this paper, we demonstrate our approach extending user-driven
elicitation to design techniques for sharing AR content, while con-
sidering potential security & privacy threats related to access con-
trol of the virtual and physical spaces. We contribute a set of multi-
user AR sharing techniques enhanced with access control provi-
sions and insights from our comparative elicitation study with 16
participants, where we explore the effects of pairing two AR experts
with each other versus pairing an AR expert with a S&P expert. The
studies were promising in that our scenario-based approach, with
elicitation prompts that increasingly incorporated threats involving
access control, encouraged pairs from both conditions to design
interaction techniques with a critical lens and consider the S&P
implications of using AR from users’ and non-users’ perspectives.
While we studied with experts rather than end-users or novice de-
signers, we are exploring how to adapt a similar elicitation method
to teach designers about S&P considerations for AR in future work.
We also encourage future work to extend our approach and explore
how other threat models, e.g., Guzman et al’s categorization of
mixed reality data flows [11], could guide the elicitation process.
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