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Size extensivity, defined as the correct scaling of energy with system size, is a desirable prop-
erty for any many-body method. Traditional CI methods are not size extensive hence the error
increases as the system gets larger. Coupled electron pair approximation (CEPA) methods can
be constructed as simple extensions of truncated configuration interaction (CI) that ensures size
extensivity. One of the major issues with the CEPA and its variants is that singularities arise in
the amplitude equations when the system starts to be strongly correlated. In this work, we extend
the traditional Slater determinant-based coupled electron pair approaches like CEPA-0, averaged
coupled-pair functional (ACPF) and average quadratic coupled-cluster (AQCC) to a new formula-
tion based on tensor product states (TPS). We show that a TPS basis can often be chosen such
that it removes the singularities that commonly destroy the accuracy of CEPA-based methods. A
suitable TPS representation can be formed by partitioning the system into separate disjoint clusters
and forming the final wavefunction as the tensor product of the many body states of these clusters.
We demonstrate the application of these methods on simple bond breaking systems such as CH4

and F2 where determinant based CEPA methods fail. We further apply the TPS-CEPA approach
to stillbene isomerization and few planar ⇡-conjugated systems. Overall the results show that the
TPS-CEPA method can remove the singularities and provide improved numerical results compared
to common electronic structure methods.

I. INTRODUCTION

Accurate estimation of the total energy of the system
is of prime importance to quantum chemistry. When
high accuracy and systematic improvability is necessary,
wavefunction based methods like coupled cluster (CC),
perturbation theory (PT), and configuration interaction
(CI) are typically the preferred approaches. However,
starting from a single Slater determinant reference leads
to challenges when no single determinant can qualita-
tively describe the electronic structure. Such strongly
correlated states show up in a wide range of impor-
tant situations, e.g., transition metal complexes, excited
states, transition states, etc. Despite the importance of
such systems, there is currently no polynomially scaling
technique which is e↵ective at treating strong correlation
for a general system.

The typical approach to modeling strongly correlated
systems is to use a proper “multi-reference” method.
These are usually constructed around the concept of an
orbital active-space,1–3 one which is chosen to capture
the strong correlation e↵ects. However, since strong cor-
relation is a property of the many-electron basis, it is not
always possible to find a small number of single-electron
functions that qualitatively characterize the strong cor-
relation. While the active-space concept is often useful
in providing a qualitatively correct description of strong
correlation, one usually needs to go beyond this model
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for quantitatively correct results.

Truncated CI is an intuitive and simple framework for
the remaining correlation energy on top of a multicon-
figurational reference. Multireference CI,4,5 is improv-
able by including higher excited configurations system-
atically. Though conceptually simple and physically in-
tuitive, truncated CI methods lack the property of size
extensivity, which is defined as the correct scaling of
energy with system size.6–8 This becomes important as
we go to larger and larger systems since the energy er-
ror due to lack of size extensivity increases. A sim-
ple approach to correct for the size extensivity is by
a posteriori corrections computed using the converged
CI coe�cients.9–12 While useful and simple, these cor-
rections are rather ad hoc, and still don’t produce ex-
actly size-extensive results. Unlike CI, coupled cluster
(CC) is size extensive through the use of an exponen-
tial ansatz. The cost of this is that the coupled clus-
ter equations are non-linear, and since rooted in a dia-
grammatic approach, extension to multi-reference is nei-
ther straight forward nor numerically stable.13 Predat-
ing CC, coupled electron pair approximation (CEPA)
methods are another family of methods that, like CC,
can be formulated to be strictly size extensive. How-
ever, similar to CI, CEPA methods constitute a linear
parameterization.14,15 This linear nature makes CEPA
methods much more extendable to multireference formu-
lations which are both simpler and more numerically sta-
ble than the MR-CC approaches.16–19 The computation
of analytic gradients is also often straight forward for
these linear approaches.20–24

There are many distinct CEPA formulations. In the
most common approach (CEPA-0), the exclusion princi-
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ple violation (EPV) terms are neglected and hence pro-
vides size extensive results.15 CEPA-015,25,26 has con-
nections to other methods like DMBPT1 method by
Bartlett,27 linearized coupled cluster (LCC) methods,6,21

and the parametric variational 2RDM method.28,29 Be-
cause CEPA-0 can be written as the variational min-
imization of an approximate energy expression, this
method often results in the overestimation of the corre-
lation e↵ects arising from the neglect of the EPV terms.

In the averaged coupled-pair functional (ACPF) ap-
proach, the EPV terms are considered by averaging the
correlation energy over the number of electron pairs.30,31

Even though the equations are not strictly size-extensive
this approximation works very well for binding energies
and transition moments, etc.24,32 In particular, the single
reference version becomes exactly size-consistent for the
separation of identical subsystem.30 Another approach is
the average quadratic coupled-cluster (AQCC) which can
be understood as a damped ACPF approach.12,24,33–35

Other approaches exist, like CEPA-n (n=1, 214,36, 337)
where the EPV terms are approximated using the orbital
pair energies. Because these methods depend on the or-
bital basis, they lack orbital rotational invariance.38–40

The self-consistent size-consistent CI ((SC)2CI) includes
all exclusion principle violating (EPV) terms,41,42 but is
more expensive than the other CEPAmethods mentioned
and is also not invariant under orbital rotations.

In addition to approaches that incorporate additional
EPV terms, other strategies to improve CEPA have been
explored. Nooijen and coworkers developed a size ex-
tensive way to include approximate triples to CEPA.43

Bozkaya and workers have demonstrated that orbital
optimization can significantly improve CEPA(0), pro-
viding results more accurate than CCSD for hydrogen
transfer reactions.22 Sharma and Alavi designed a lin-
earized coupled-cluster approach based on matrix prod-
uct states.44 The MR-AQCC approach has been demon-
strated to produce accurate excitation energies24 and also
has provided one of the most qualitatively accurate po-
tential energy curve for the dissociation of chromium
dimer, a challenging system frequently used to bench-
mark strong correlation methods.45

Although CEPA methods can often be surprisingly ac-
curate, they are also surprisingly sensitive to strong cor-
relation. The main challenge in single reference CEPA
arises from near degeneracies. For example, a simple sin-
gle bond breaking only requires doubly excited configu-
rations to obtain a qualitatively correct behavior. De-
spite containing all the necessary configurations, CEPA-
0, ACPF and AQCC fail to produce qualitatively correct
results.21,46 Coupled cluster meanwhile works well when
su�cient determinants are present. Hence one needs to
be cautious when using CEPA in practice. This sensitiv-
ity can be reduced by introducing a regularization21 or
by using other CEPA variants that depend on orbitals
like CEPA-3 or (SC)2CI.46

A. Course-grained quantum chemistry

Although molecules cannot be simply thought of as
merely collections of atoms in close proximity, many
atomic, or local properties persist in a molecule and
transfer between molecules. For example, an alcohol
group behaves similarly regardless of whether it’s at-
tached to pentane or hexane. This transferability of local
character between di↵erent systems implies a certain de-
gree of cluster-based low-entanglement. Our group has
recently begun exploring the ability to use tensor prod-
uct state representations to encode and exploit transfer-
able local structure.47–49 We have been developing new
methods by forming the many-body wavefunction of the
full system in the basis of tensor products of many-body
states of disjoint groups of orbitals, or clusters. Recently,
we have demonstrated that a selected CI procedure per-
formed in a TPS basis requires fewer parameters than
when performed in the traditional Slater determinant ba-
sis, and that extremely high accuracy can be obtained for
systems that exhibit a clusterable structure.48 Even the
many body expansion based approach has better con-
vergence for TPS as compared to Slater determinants.47

Although the methods realized in a TPS basis can be
much more compact and more computationally e�cient
than when using a determinant basis, the TPS approach
is not a black-box method, and the user needs to care-
fully choose the orbital clustering for each application.
This is analogous to (but more involved than) the choice
of active space in CASSCF or orbital ordering in DMRG.
For a given system, once the disjoint orbital clusters

are defined, we can perform a mean field optimization,
varying both the molecular orbitals defining the clusters
as well as the many-body cluster ground states to obtain
the variational, lowest energy single TPS. This is sim-
ply the cluster mean-field (cMF) approach developed by
Jiménez-Hoyos and Scuseria,50 or the vLASSCF method
from Hermes and coworkers.51 For clusterable systems,
the cMF is a good starting point because all intra-cluster
interactions are included explicitly, while inter-cluster in-
teractions are included at a mean-field level (more specif-
ically, through interactions with a one-particle reduced
density matrix ). By defining a clustering in which all
strong correlations are contained within a cluster, the
cMF reference is an accurate reference state for further
improvement. Our recently developed tensor product se-
lected CI (TPSCI) method, starts with cMF and includes
the inter-cluster interactions by diagonalizing the Hamil-
tonian in a basis of excited tensor product states, a ba-
sis which is constructed by an iterative selected CI-like
procedure.48

While TPSCI was found to quickly converge to FCI,
it is an adaptive method, and as such, inherits the dif-
ficulties of other adaptive methods. When computing
PES curves, discontinuities arise to inconsistent trunca-
tion. In contrast, non-adaptive methods can be useful far
from the FCI limit due to the fact that systematic errors
largely cancel, yielding accurate relative energies even



3

when the absolute energies are far from converged. Adap-
tive methods don’t typically benefit from error cancella-
tion, and so much higher absolute accuracy is needed.

Non-adaptive methods in a TPS basis have been ex-
plored by Li and coworkers with the block correlated cou-
pled cluster method (BCCC),52 excitonic coupled clus-
ter (XCC)53,54 by Dutoi et al and the recently pro-
posed cluster-CCSD (cCCSD) by Scuseria.55 In each of
these approaches, inter-cluster correlations are included
with either perturbation theory or coupled cluster the-
ory. Whereas BCCC was the first realization of this ap-
proach, the reference TPS state was not self-consistently
optimized until Scuseria and coworkers applied PT2 and
CC on top of the cMF reference.50,55 We refer to these
as post-cMF methods, analogous to post-SCF terminol-
ogy. A few coarse grain approaches have been intro-
duced using the density matrix renormalization group
(DMRG) framework as well: the active space decompo-
sition ASD-DMRG,56 comb-DMRG,57 and the multi-site
matrix product states method.58

In the present work, we explore new ab initio post-cMF
methods in the framework of CEPA and demonstrate ad-
vantages over Slater determinant based approaches.

II. THEORY

Traditional wavefunction-based methods start from a
mean field determinant and expand the wavefunction as
excitations from this reference. In the TPS framework
one can do the same but from a mean field tensor prod-
uct state wavefunction. In this approach, the active space
of the system is partitioned into disjoint orbital sets. We
can solve the many body problem in each of these smaller
clusters and represent the wavefunction as a tensor prod-
uct of these cluster states. We can further optimize the
orbitals and the cluster state many-body states variation-
ally for a single TPS state. The zeroth order operator,
or the TPS Fock-like operator, is given as:

Ĥ
0 =

X

I

ĤI +
X

I,J

X

pr2I

p̂
†
r̂

X

qs2J

hpq||rsi ⇢Jqs (1)

where upper-case roman letters, I/J , enumerate clusters,
lower-case letters refer to orbitals, and ⇢

J
qs = h0J |q̂†ŝ|0Ji

is a one-particle density matrix for the lowest energy clus-
ter state in J . The reference cMF state can be repre-
sented as

|�0i = |0Ii |0Ji , .. |0N i = |0I , 0J , ..0N i , (2)

where we use the notation |0Ki as the ground state of
cluster K.

While including all intra-cluster interactions, cMF ref-
erence still lacks correlation between clusters, and this
correlation can be captured using higher excited TPS
configurations. Jiménez-Hoyos and co-workers used a
simple perturbation theory to capture this correlation.50

Block correlated coupled cluster (BCCC)52,59, excitonic

coupled cluster (XCC)53,54 and the recently proposed
cluster-CCSD (cCCSD)55 use the coupled cluster ansatz
in a TPS framework. The BCCC uses a generalized va-
lence bond (GVB) reference while the XCC approach
uses an approximate basis formed using a local Hamilto-
nian as the reference.59 The cCCSDmethod uses the cMF
reference but has not yet been extended to molecules.
Similar to determinants, these coupled cluster based ap-
proaches in the TPS framework would also be much
harder to extend to a multi-reference framework.

In order to develop the TPS-CEPA methods, we start
by defining the simpler TPS-CI wavefunction, which is a
simple linear parameterization of the (potentially) exact
wavefunction. By taking the cMF wavefunction as our
reference state, |�0i, the CI wavefunction using interme-
diate normalization can be written as a linear combina-
tion of excited TPS configurations:

| i = |�0i+
X

I

cI |�Ii , (3)

where |�Ii is an excited TPS configuration and cI are
the corresponding coe�cients.

In contrast to the Slater determinant basis for which
the first order interaction space (FOIS) is defined by sin-
gle and double excitations, in the TPS basis, the FOIS
contains up to quadruple excitations (though not all
quadruple excitations). For example, when the indices of
a two electron term, p̂†q̂†r̂ŝ, occur in four distinct clus-
ters, those four clusters are simultaneously excited into
electron attached/detached states. Methods like XCC,
BCCC and cCCSD define their target spaces based on
cluster excitation rank (i.e., the number of clusters simul-
taneously excited), usually truncating to doubles. In or-
der to fully span the FOIS using excitations in this frame-
work, one would require quadruple excitations, leading to
a much larger number of configurations needed. Instead
of defining the FOIS by tedious labelling of cluster Fock
space configurations, one can directly form the FOIS for
the TPS framework by applying the Hamiltonian to the
reference cMF wavefunction. This leads to a more com-
pact space which will have selective configurations from
the doubles, triples and quadruple excitation of the TPS
framework. Hence, we generate our target space, |�Ii,
by generating the FOIS of the Hamiltonian in the TPS
basis.

Ĥ |�0i =
X

I

|�Ii h�I |Ĥ|�0i (4)

=
X

I

|�IihI + E0 |�0i = |Qi (5)

Because most of the excitations will have a zero matrix
element, h�I |Ĥ|�0i, this is much smaller than the full
excitation space up to quadruples in the TPS basis. The
exclusion of excitations outside of the FOIS is important
for reasons other than just reducing computational cost.
CEPA based methods are generally only defined for the
FOIS, and the inclusion of excitations not in the first
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order interacting space can destroy performance and size
extensivity.

Given the exact ground state, | i, the exact post-cMF
correlation energy can be computed as,

Ec = h�0|Ĥ � E0| i

=
X

I

hIcI = h†c. (6)

The coe�cients of each TPS configuration can be calcu-
lated by projecting the equation onto excited TPS con-
figurations:

0 = h�I |Ĥ � E0 � Ec| i

=
X

J

h�I |Ĥ � E0 � Ec|�Ji cJ (7)

=A(Ec)c. (8)

In this form, one could obtain the ground state coe�-
cients, c, by solving the linear system in Eq. 8 for a fixed,
Ec, then computing a new Ec with Eq. 6, then solving
the linear system again, iterating until convergence.

Because we only need to know the coe�cients in the
FOIS to compute the exact energy (Eq. 6), we now
choose to focus only on developing approximations to
determining the FOIS coe�cients. The presence of the
correlation energy in Equation 7 makes the truncated CI
no longer size extensive. Modifying this equation such
that the Ec is replaced by some alternative expression
can restore size-extensivity, for example,

0 = h�I |Ĥ � E0 ��| i , (9)

where di↵erent choices of � lead to the di↵erent methods
defined in Table, I.

Ignoring this term leads to the approximation called
CEPA-0 (identical to linearized coupled cluster (LCC)).
The CEPA-0 is exactly size extensive but usually overes-
timates the correlation energy. ACPF and AQCC meth-
ods treat the EPV e↵ects in an averaged manner. In
ACPF, it is approximated that the correlation energy is
equally distributed among every electron pair by setting
the shift to be Ec/npairs. Motivated by the Meissner’s12

post CI correction for size-extensivity, the AQCC method
was proposed with a improved shift.33 Both of these
methods provide approximately size extensive results and
are an improvement over CEPA-0. For the TPS based
approaches, we use the same shifts as in the determinant
case. Similar to other implementations, we employ these
approaches by a shift to the diagonal of CI Hamiltonian.

As mentioned earlier, there are other flavours of these
methods like CEPA(n) where n=1,2,3 and the (SC)2CI
methods. An extensive list can be seen in the review by
Wennmohs et al.39 These methods are not invariant un-
der the rotation of the occupied molecular orbitals and
hence not studied in this work. Moreover, correcting
the equation with orbital energies is not straight forward
since we are working in the TPS basis, but this could be
the focus of future work.

TABLE I: The approximate CEPA methods and the shift (�)
for each. N is the total number of electrons.

approximation �
CISD⇤ Ec

CEPA 0
ACPF 2

NEc

AQCC [1� (N�3)(N�2)
N(N�1) ]Ec

⇤We use CISD to denote CI in the FOIS to keep the analogy
to determinant based methods.

III. RESULTS

In this section we provide numerical demonstrations of
the performance of the TPS-based CEPA methods, draw-
ing comparisons to Slater determinant approaches. As
an example of traditional strongly correlated test cases
where CEPA fails, we study the single bond breaking of
CH4 and F2 molecules. We then explore larger systems
with delocalized electronic structure, including the iso-
merization of stillbene and a few ⇡-conjugated systems,
specifically a series of polycyclic aromatic hydrocarbons
(PAH) and a molecular polymer, polypyrrole. For the
traditional Slater determinant approaches, we used the
Psi4 package which contains implementations of numer-
ous CEPA variants.60 The TPS-based calculations were
performed with our FermiCluster code,61 using molecular
integrals calculated from PySCF.62 Because this is a pro-
totype implementation (computing matrix elements one-
at-a-time) our numerical tests are limited in size, with
algorithmic optimization deferred to a future study.

A. CH4 bond breaking

Single bond breaking is a classic example of failure
for methods like CEPA, ACPF, and AQCC. For quali-
tative correctness, a single bond breaking requires up to
double excitations and all of the above mentioned ap-
proaches (along with CISD and CCSD) have these exci-
tations in the determinant basis. Despite having double
excitations, each of the CEPA approaches fail in these
cases. This does not arise from an absence of important
configurations (as would be the case with double or triple
bond breaking), but rather due to singularities that arise
when there is a near degeneracy.
To demonstrate the failure of the determinant based

CEPA, we study the single bond breaking in the CH4

system using a 6-31G basis set. We fix the angle between
the bonds at 109.5°, three of the bonds at 1.086 Å and
vary the length of one C-H bond from 0.8 Å to 5.0 Å. The
1s orbital of the C atom is frozen for all the calculations.
We compute all the determinant based (CISD, CCSD,
CCSD(T), and all CEPA variants) using RHF molecular
orbitals and compare with the exact FCI results.
As seen in Figure 1(a), most of the determinant based

CEPA variants work well in the weakly correlated regime,
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FIG. 1: Potential energy surface of the CH4 molecule with respect to one stretched C-H bond using a) determinant basis, b)
TPS basis and c) the error with FCI for CCSD, CCSD(T) and the TPS approaches. The grey area corresponds to chemical
accuracy.

but ultimately diverge as the bond is stretched. CEPA
is more accurate compared to ACPF and AQCC for the
weakly correlated region. As the bond is broken, the
CEPA method fails first, followed by ACPF and then
AQCC. CCSD provides a qualitatively good bond break-
ing curve while CCSD(T) has a small nonphysical bump
in the potential energy surface.

In order to define a TPS basis, one must first partition
the orbitals into smaller orbital domains, i.e., clusters.
For clustering the valence space, we use intrinsic bonding
orbitals.63 The four C-H bonds are partitioned into sep-
arate clusters and the higher excited virtual orbitals are
partitioned based on o↵-diagonal couplings in the core
Hamiltonian. They are partitioned into two clusters of 4
orbitals each. The clustering scheme is provided in the
supporting information.

In Figure 1(b) we present the PES scan using the TPS
based approaches. The coupled pair methods like TPS-
CEPA, TPS-ACPF and TPS-AQCC have negligible er-
ror with respect to the FCI curve. For TPS-MP2, we see
that although the absolute error is significantly larger,
the relative energies are quite accurate, such that TPS-
MP2 provides a qualitatively correct PES curve unlike
the determinant based MP2. We present the error of
all the TPS approaches with the FCI in Figure 1(c).
CCSD and CCSD(T) errors are also plotted for compar-
ison. The TPS-CEPA and CCSD(T) are very accurate
for the weakly correlated regime. As we go beyond 2.4
Å, the CCSD(T) curve diverges from the FCI curve but
the TPS-CEPA errors remain low. All three TPS based
coupled electron approaches give very accurate results
within chemical accuracy (1.6 mH).

B. F2 bond breaking

The F2 molecule has one of the weakest covalent bonds,
with electron occupations in the anti-bonding orbitals.
The F2 molecule has three lone pairs per atom and
has large electronic repulsion, leading to a shallow po-
tential energy surface.64–66 Accurate wavefunction based
approaches41,65–74 are necessary to capture the binding
energy of F2 molecule due significantly large dynamic cor-
relation. Hence it is a good stress-test for new quantum
chemistry methods, highlighting the ability to capture
static, as well as, dynamic correlation.67,74 Here, the F2

molecule is studied with varying bond length from 1.2
Å to 3.0 Å using the 6-31G basis with the frozen core
approximation.
In Figure 2(a), we present data for the determinant-

based single reference methods in breaking the F2 bond.
It can be seen that MP2 as well as all the CEPA vari-
ants do not produce meaningful PES. Unlike in the case
of CH4, the CEPA variants for F2 do not even have well
defined minima. The unphysical bump in the CCSD(T)
curve is also more pronounced in F2. The CCSD ap-
proach qualitatively gives a correct PES but is still far
from the exact FCI curve. Large portion of dynamic cor-
relation e↵ects are missing from the CCSD curve as well.
For the TPS basis, we partition the orbitals such that

the dynamic correlation part for each valence bonding
and anti-bonding orbital is included in the same cluster.
For F2 in the 6-31G basis, we have 16 orbitals and this
partitioning leads to 4 clusters with 4 orbitals each:

[�2s,�
⇤
2s,�3s,�

⇤
3s][�2pz ,�

⇤
2pz

,�3pz ,�
⇤
3pz

]

[⇡2x,⇡
⇤
2x,⇡3x,⇡

⇤
3x][⇡2y,⇡

⇤
2y,⇡3y,⇡

⇤
3y]

We present the TPS based methods for this system
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FIG. 2: Potential energy surface of the F2 molecule using a)
determinant basis and b) TPS basis. The molecular orbital
clustering used for the TPS data is also presented.

in Figure 2(b). The TPS-PT2 method gives qualita-
tively accurate PES even though it overestimates the
correlation energy. While the TPS-CISD approach is far-
thest from the exact curve, the relative energies are quite
good. However, not being size-extensive, this behavior
will worsen for larger systems. The size extensive TPS-
CEPA, TPS-ACPF and TPS-AQCC methods all have
higher accuracy for the F2 PES curves relative to both
TPS-MP2 and TPS-CISD. Because the strong correla-
tion was captured by the cMF reference, these methods
do not have any singularity issues, in contrast to the de-
terminant based coupled pair approaches. Even though
the determinant based CCSD(T) is more accurate in the
near equilibrium geometry, it starts breaking down at the
dissociation limit. Even though the TPS based methods
do not recover the full correlation energy, the relative
shape of the PES is reasonable. We study this using the
non-parallelity errors (NPE) as shown in Table II. The
NPE is defined as the maximum error minus the mini-
mum error relative to the FCI result. As seen from the
table, the NPE errors for all the TPS approaches, are
much smaller. Even the TPS-MP2 has small NPE im-
plying that the PES is of good quality and will lead to
meaningful binding energies. Hence, the TPS based cou-
pled pair methods are much more robust compared to
their determinant based alternatives.

For multiple bond breaking cases, we can either put all
bonding and anti-bonding valence orbitals in the same
cluster, or define each cluster such that it contains a sin-
gle bonding/anti-bonding pair.

TABLE II: The non-parallelity error (NPE) for the F2

molecule for the TPS methods and CC methods with respect
to FCI in mEh along the PES (r from 1.2 Å to 3.1 Å).

Method NPE( mEh)
TPS-PT2 3.29
TPS-CEPA 2.72
TPS-ACPF 2.95
TPS-AQCC 3.15
TPS-CISD 4.12
CCSD 22.44

CCSD(T) 20.54

FIG. 3: Absolute error with respect to the exact diagonaliza-
tion inside the active space with the TPS approaches for the
stillbene isomerization PES.

C. Stillbene Isomerization

Isomerization of stillbene75–82 is a challenging problem
for a partition based approach such as the one presented
in this work. The active space has 10 electrons in 10
orbitals and upon localization it can be seen that each
benzene unit has 4 orbitals each and the central double
bond has 2 orbitals. This is similar to the partitioning
used by Pandharkar and coworkers for their pair-density
functional theory (PDFT) based localized active space
(LAS) wavefunction.83

We generate the full potential energy surface of the
isomerization of cis to trans-stillbene by fixing the dihe-
dral angle of the central double bond at each point along
the PES and optimizing the rest of the molecule at the
B3LYP/6-31G(d,p) level. Since the active space is very
small, we compare our approach to the exact diagonal-
ization. Because our current cMF implementation works
in the MO basis, we use the variational LASSCF code,
which works in the atomic orbital basis, allowing us to
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FIG. 4: PAH systems considered in the study. Each benzene
⇡ unit (highlighted in yellow) is partitioned into a cluster.

use an optimized core in our reference for stillbene.51 The
LASSCF method is similar to cMF but with an emphasis
on using localized subspaces, and produces numerically
identical results to cMF.

We compute the TPS-based coupled electron quanti-
ties using this system and present error with respect to
the exact diagonalization in Figure 3. All approaches,
even those including the PT2 correction, give accurate
results for the whole PES curve. It can be seen that the
TPS-CEPA performs best among all the options. Even
though stillbene is a small system, we can see that a
mean field in the TPS basis is still not su�cient for ac-
curate results and inter-cluster correlations need to be
included. Capturing the dynamic correlation outside the
active space is also of interest and this is one of the main
challenges for future studies. One of the future direction
would be to use the adiabatic connection based methods
that have been recently used for capturing the dynamic
correlation outside the active space using only up to two-
body reduced density matrices.84,85

D. Planar ⇡-conjugated systems

1. PAH systems

In this section, we investigate a few PAH systems us-
ing the TPS based coupled pair methods. We select a
few clusterable PAH systems as shown in Figure 4. We
partition each of these PAHs such that each benzene unit
is a cluster with 6 orbitals. In the case of P1 and P2,
the clusters are only connected by a single C-C connec-
tion and can be considered clusterable. P3 and P4 are
relatively di�cult for a clustered approach since P3 has
larger inter-cluster interactions and P4 is a larger sys-

TABLE III: Error for each TPS method with respect to the
extrapolated TPSCI (near FCI) values in mEh. The extrapo-
lated TPSCI values are presented in the final row in Hartrees.

P1 P2 P3 P4
cMF 15.38 15.45 31.41 30.99
TPS-MP2 3.12 3.19 8.05 6.57
TPS-CEPA -0.13 -0.07 -0.51 0.02
TPS-ACPF -0.09 -0.03 -0.31 0.12
TPS-AQCC -0.05 0.01 -0.13 0.22
TPS-CISD 0.30 0.36 1.53 1.63
Extrap TPSCI -919.6320 -919.6314 -915.9380 -1377.7107

tem. We correlate only the ⇡ orbitals and see how the
method works for each of these systems. Systems P1, P2
and P3 have an active space of (24o,24e) and P4 has an
active space with (36o,36e). Since these active spaces are
large, we compare the results to extrapolated TPSCI.48

We present data for all the PAH systems in Table III.
The di↵erence between cMF and the extrapolated TP-
SCI is the inter-cluster correlation energy that needs to
be accounted for. It can be seen that in P3 and P4
the inter-cluster correlation energy almost doubles from
that of P1 and P2. For the TPS-MP2, as well as the
TPS-CISD, the errors are even larger as the system gets
more challenging in the cases of P3 and P4. However,
if we instead compute the electron correlation per inter-
cluster electron pair, we find that P1 , P2, and P4 all
have nearly identical correlation energies, with P3 hav-
ing nearly twice the correlation per inter-cluster electron
pair arising from the increased connectivities between the
clusters. Compared to the TPS-MP2 and TPS-CISD,
all the coupled pair approaches using the TPS frame-
work give excellent results with errors consistently below
1 mH. Among the three coupled pair approaches, the
TPS-AQCC provides slightly better results.

2. Polypyrrole

Polypyrrole (PPy) polymer units have potential appli-
cations in biomaterials and as molecular wires.86–89 Un-
like the PAH systems, the PPy system has a heteroatom
(N). For the TPS method, we partition this system such
that each pyrrole unit is a cluster. Here we present the
PPy molecule in its reduced neutral form with 4 and 6
pyrrole units as an example. We compute the correlation
energy of the active space defined by the ⇡ space in a
similar manner to the PAH systems. Partitioned in this
way, the active space for a single pyrrole unit is (5o,6e),
leading to a (20o,24e) and (30o,36e) active space for the
4 and 6 unit PPy systems. We use the extrapolated
TPSCI results as the reference value.
We present the data for both the systems in Figure

5. As seen from the plots, traditional single reference
approaches like MP2, CISD and CCSD have errors larger
than chemical accuracy. Meanwhile all of the coupled
pair TPS approaches have very small errors. Among the
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FIG. 5: Comparison of the Slater determinant based method
with the tensor product based approach for the polypyrrole
polymer system with (a) n = 4 and (b) n = 6 pyrrole units.

three coupled pair approaches, the TPS-AQCC provides
the most accurate results. It is interesting to note that
the TPS mean field reference is already better than the
determinant based MP2 and CISD.

IV. CONCLUSION

The CEPA family of methods often demonstrate ei-
ther high accuracy when weakly correlated or dramatic
failure when near-degeneracies arise. Despite the well
known deficiencies, CEPA remains important as a poten-
tial tool due to two properties: (1) it is a size-extensive
framework, and (2) it can be extended to multi-reference

cases easily. In this work, we generalize the CEPA frame-
work within a tensor product state basis. This provides a
technique for using CEPA methods to recover the inter-
cluster correlations from a cluster mean-field reference
state. Using the TPS basis, the CEPA equations are
much more stable and gives accurate results for the PES
scan for single bond breaking. We further apply this
formalism to stillbene isomerization and a variety of ⇡-
conjugated systems where very accurate results are ob-
tained.
The present study is preliminary, with many important

future directions available for making the TPS-CEPA
method applicable to general systems. Firstly, the data
for the present study has been generated by modifying
a sparse TPS code. We use a threshold in the first or-
der interacting space of the Hamiltonian to truncate the
wavefunction. An improved implementation with a dense
framework can help us target much larger systems, by
leveraging e�cient BLAS routines rather than element-
wise sparse operations. Another important future direc-
tion is to capture dynamic correlation from large virtual
space orbitals. It would also be interesting to extend this
approach to multi-reference TPS framework.

V. SUPPORTING INFORMATION

The e↵ect of clustering in the F2 molecule is discussed.
We have also included the orbital clustering for CH4,F2

and stillbene.
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[50] Jiménez-Hoyos, C. A.; Scuseria, G. E. Cluster-based
mean-field and perturbative description of strongly cor-
related fermion systems: Application to the one- and
two-dimensional Hubbard model. Phys. Rev. B 2015, 92,
085101.

[51] Hermes, M. R.; Pandharkar, R.; Gagliardi, L. Variational
Localized Active Space Self-Consistent Field Method.
Journal of Chemical Theory and Computation 2020, 16,
4923–4937, PMID: 32491849.

[52] Li, S. Block-Correlated Coupled Cluster Theory: The
General Formulation and Its Application to the Anti-
ferromagnetic Heisenberg Model. J. Chem. Phys. 2004,
120, 5017–5017.

[53] Liu, Y.; Dutoi, A. D. Excitonically renormalised coupled-
cluster theory. Mol. Phys. 2019, 117, 446–461.

[54] Liu, Y.; Dutoi, A. D. Excitonically renormalised coupled-
cluster theory. Mol. Phys. 2019, 117, 446–461.

[55] Papastathopoulos-Katsaros, A.; Jiménez-Hoyos, C. A.;
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S1. EFFECT OF CLUSTER SIZE FOR F2

1. E↵ect of clustering

For the TPS based approach, we partition the system such that the bonding and anti-bonding pairs are in the
same cluster leading to 8 clusters. Another clustering option would be to include the dynamic correlation part for
the valence orbitals by groupling the orbitals of same angular momentum but di↵erent principle quantum numbers
as one cluster. We will end up with 4 orbitals per cluster in 4 di↵erent clusters. These clusters can be used for any
diatomic and we have previously shown how these clustering choices are good for the N2 molecule.[S1]

• 8c:(2s), (3s), (2pz), (3pz), (2px), (3px), (2py), (3py)

• 4c:(2s, 3s), (2pz, 3pz), (2px, 3px), (2py, 3py)

We present data for the two clustering discussed above in Figure S2. As can be seen the cMF values are much higher
for both 8c and 4c than the actual PES curve, suggesting that the correlation in between clusters are important for

FIG. S1: The two clustering considered for the F2 molecule. The dotted line corresponds to 8c clustering and the solid line
corresponds to 4c clustering. The data presented in the main text are generated using the 4c clustering.
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FIG. S2: Comparison of the two clustering schemes 8c and 4c along the PES curve of F2. The dotted(solid) lines correspond
to 8c (4c) data.

this system. The cMF for the 4c is relatively better since some of the intercluster correlation e↵ects in 8c is already
included in 4c. For the PT2 correction, we see that the 4c and 8c curve are qualitatively accurate, but the 4c curve
overestimates the FCI energy Therefore we need a more accurate estimate for the inter-cluster correlation than a
simple PT2 correction. Finally, the TPS-CEPA for both 8c as well as 4c look almost identical with 4c slightly better.
TPS-CEPA corrects for the inter-cluster correlation e�ciently for both 8c as well as 4c. Hence TPS-CEPA can be
used as an e�cient approximation for capturing the dynamic correlation energy for these systems.

S2. CLUSTERING CHOICE FOR CH4 AND STILLBENE

[S1] Abraham, V. & Mayhall, N. J. Selected configuration interaction in a basis of cluster state tensor products. Journal of
Chemical Theory and Computation 16, 6098–6113 (2020). URL https://doi.org/10.1021/acs.jctc.0c00141. PMID:
32846094, https://doi.org/10.1021/acs.jctc.0c00141.
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FIG. S3: The molecular orbital clustering for the CH4 single bond breaking.

FIG. S4: The localized molecular orbitals of the trans-stillbene. The orbitals have been partitioned into three clusters for the
present study.


