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ABSTRACT: In low winds (&2 m s21), diurnal warm layers form, but shear in the near-surface jet is too weak to

generate shear instability and mixing. In high winds (*8 m s21), surface heat is rapidly mixed downward and diurnal

warm layers do not form. Under moderate winds of 3–5 m s21, the jet persists for several hours in a state that is sus-

ceptible to shear instability. We observe low Richardson numbers of Ri’ 0.1 in the top 2 m between 1000 and 1600 local

time (LT) (from 4 h after sunrise to 2 h before sunset). Despite Ri being well below the Ri 5 1/4 threshold, instabilities
do not grow quickly, nor do they overturn. The stabilizing influence of the sea surface limits growth, a result demon-

strated by both linear stability analysis and two-dimensional simulations initialized from observed profiles. In some

cases, growth rates are sufficiently small (�1 h21) that mixing is not expected even though Ri, 1/4. This changes around
1600–1700 LT. Thereafter, convective cooling causes the region of unstable flow to move downward, away from the

surface. This allows shear instabilities to grow an order-of-magnitude faster and mix effectively. We corroborate the

overall observed diurnal cycle of instability with a freely evolving, two-dimensional simulation that is initialized from

rest before sunrise.
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1. Introduction

Sunlight absorbed in the near-surface ocean in low winds

causes vertical temperature gradients of Tz 5 O(0.1–1)8
Cm21 over the top few meters. The wind’s momentum is

captured in this thin, stable layer termed a diurnal warm layer

(DWL). This forms a diurnal jet that moves at 0.1–0.2m s21.

Except in low winds (,2m s21), the gradient Richardson

number is often below 1/4 (Kudryavtsev and Soloviev 1990;

Sutherland et al. 2016; Hughes et al. 2020a), and therefore the

jet satisfies the criterion for stratified shear instability.

Enhanced turbulence has been observed as a result, but

lacking is a characterization of the instabilities: how

quickly they grow, whether they overturn, how they evolve

throughout the day, and their horizontal and vertical length

scales. In general, such properties govern when and how tur-

bulence mixes away shear and stratification (e.g., Carpenter

et al. 2013; Caulfield 2021).

Lake studies provide most of what is known about near-

surface instabilities on a geophysical scale. A lack of swell and

the potential for sampling upward from a shallow lake floor

results in datasets that are more complete than typically pos-

sible in the open ocean. Some studies have identified narrow-

band oscillations following a wind spike (e.g., Thorpe and Hall

1977; Antenucci and Imberger 2001;Gímez-Giraldo et al. 2008;

Tedford et al. 2014). Observed characteristics of the oscilla-

tions agree with instabilities predicted from the mean shear

and stratification.

From a stability analysis using the mean of 25 profiles of

velocity and density over 7 h of a daytime period in Loch Ness,

Thorpe and Liu (2009) suggested that the instability be char-

acterized as asymmetric Holmboe instability. Earlier work had

suggested that Kelvin–Helmholtz instability causes the ob-

served ‘‘temperature ramps’’ with wavelengths of O(100) m

(Thorpe and Hall 1977; Thorpe 1978). The revised charac-

terization was not intended as definitive, and inferences of

Kelvin–Helmholtz instability in DWLs remain common

(Soloviev and Lukas 1996; Moulin et al. 2018; Wijesekera

et al. 2020).

The asymmetry that Thorpe and Liu (2009) were referring to

is the vertical offset between interfaces of velocity and density

(or equivalently shear and stratification) of the background

mean flow.Without an offset, Holmboe instability manifests as

wisps of fluid ejected from cusps in isopycnal perturbations

(Holmboe 1962; Smyth et al. 2007). The resulting turbulence

scours the interface (Salehipour et al. 2016), rather thanmixing

it away through large-scale overturning of the central isopycnal

as occurs with the conspicuous billow structure of Kelvin–

Helmholtz instability. An offset blurs the boundary between

pure Holmboe and Kelvin–Helmholtz instabilities (Carpenter

et al. 2010).

The sea surface further complicates the instability charac-

terization. Boundaries tend to suppress the rate at which in-

stabilities grow (Hazel 1972; Yonemitsu et al. 1996; Haigh and

Lawrence 1999). This control will vary as the shear and strat-

ification evolve over a diurnal cycle.

Here we use a surface-following platform (section 2) to

identify conditions in which instabilities occur (section 3).

Thereafter, we focus on one particular day when the near-
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surface flow is persistently unstable. From late morning to

midafternoon, instabilities grow slowly, being stabilized by the

proximity to the sea surface (section 4). Instabilities are able to

grow quickly later in the day once convective cooling starts

to homogenize temperature and velocity in the top 2m

(section 5).More generally, instability growth is sensitive to the

details of near-surface vorticity and how it is affected by wind-,

wave-, and buoyancy-driven turbulence (section 6).

2. Equipment and measurements

We present data obtained from a surface-following plat-

form, SurfOtter, from a 2019 field campaign in the tropical

western Pacific Ocean (188N, 1268E) as part of the PISTON

project (e.g., Sobel et al. 2021). Briefly, SurfOtter is a 2-m-long

aluminum tube with a fin and weighted cable towed beside a

ship. It hosts sensors tomeasure the temperature across the top

5m and the velocity across the top 10m continuously for days

to weeks. It is more fully described in two prior papers (Hughes

et al. 2020a,b). Those papers discuss datasets from 2018 that

are similar, but less complete, than the newer dataset to be

described here. In 2019, we achieved velocity measurements

much closer to the surface. Together with simultaneous mea-

surements of temperature and turbulence, we can now char-

acterize shear instabilities leading to turbulence as well as

observationally investigate a hypothesis, developed from sim-

ulations, that DWLs in low winds are not subject to instability

(Hughes et al. 2020a).

SurfOtter was equipped with an acoustic Doppler current

profiler (ADCP) pitched forward by 308 to avoid acoustic in-

terference from SurfOtter itself. With this arrangement, we

measured velocities at 0.7–10m deep with 0.25-m vertical

resolution. We measured temperature concurrently with

20 instruments spanning 0.1–5.3m deep and sampling at

0.16–16Hz, with most being RBR Solo T loggers at 2Hz.

Temperature measurements were intercalibrated, aligned in

time, and smoothed to and resampled at 0.5Hz. For the pur-

poses of contour plots and calculations of isotherm depth

anomalies, we apply a 15-s low-pass filter to minimize the small

surface-wave-induced temperature signal (Hughes et al.

2020b). Concurrent vertical profiling from the stern of the ship

provided an estimate of temperature at 10m every 7–10min.

Here we use 10- and 60-min averages of shear and stratifi-

cation to interpret instabilities. The shorter time scale is suffi-

cient to filter out surface gravity waves, whereas the longer

scale is used for the linear stability analysis following Sun et al.

(1998) and Smyth et al. (2011). We quantify instability in terms

of S22 4N2, where S2 5U2
z 1V2

z is the squared vertical shear of

horizontal current and N2 5 (2g/r)›r/›z is the squared

buoyancy frequency. When S2 2 4N2 . 0, flow is unstable,

equivalent to a gradient Richardson number Ri 5 N2/S2 , 1/4.

The benefit of using S2 2 4N2 is that it remains finite as S

approaches zero.

By towing SurfOtter at ;1m s21, we obtain a two-

dimensional picture of the internal waves caused by insta-

bilities. Unfortunately, we cannot accurately estimate the

relevant horizontal scale of this picture. Although we will in-

clude scale bars in the appropriate figures to give some

reference for the wavelengths of instabilities, the scale is un-

certain given the variation in the near-surface, mixed layer, and

ship velocities together with the assumption that the internal

wave field is traveling in only one direction. The indicated scale

will assume a constant 608 skew between our transects and the

internal wave propagation. A full description is given in

appendix A. All times are presented in the local time (LT)

zone (UTC 1 8).

3. Comparing diurnal warm layers in calm and
moderate winds

Sea surface temperature (SST) increased by at least 0.58C
on three days during our 2019 campaign (Fig. 1). Using

similar labeling employed by Hughes et al. (2020b), ‘‘calm’’

refers to 23 September (winds typically , 2m s21), ‘‘mod-

erate’’ for 22 September (winds; 4 m s21), and ‘‘mixed’’ for

10 September (fluctuating between calm and moderate).

Cumulatively, SurfOtter recorded data for 12 days during

the field campaign, but all other days were either too windy

(*6m s21), complicated by a transient rain layer, or only

partly recorded.

On the calm day, the vertical temperature gradient Tz

was. 0.58Cm21 for 7 h (Fig. 1j). The resulting thin diurnal jet

(0.07m s21) was associated with S2 ’ 13 1023 s22 over the top

2m (Fig. 1m). This would be large in many parts of the ocean;

Weller and Price (1988), for example, observed near-surface

shear this large in winds of 15m s21. Here, it is small in the

sense that S2 , 4N2 (Fig. 1p). On the moderate day, S2 was

again approximately 1 3 1023 s22 (Fig. 1o), but the shear ex-

tended deeper than on the calm day. Of the three days, the

largest shear (S2 ’ 5 3 1023 s22) occurred on the mixed day

(middle column; Fig. 1). This is close to our predicted peak

shear of S2 5 7 3 1023 s22 at a wind speed of 2m s21 in a one-

dimensional model [presented as S2 ’ 0.08 s22 in Fig. 11a in

Hughes et al. (2020a)].

We interpreted the 2m s21 wind speed in this earlier study

as a threshold above which S2 . 4N2. Below this wind speed,

there is negligible shear-driven mixing, the diurnal jet re-

mains thin, and its speed and shear increase with wind speed.

Our observations here confirm the 2m s21 threshold predic-

tion: S2 2 4N2 is negative on the calm day (Fig. 1p), positive

near the surface on the moderate day (Fig. 1r), and changes

sign on the mixed day (Fig. 1q) as wind speeds fluctuate

about 2m s21.

We observe oscillations, as expected, when the flow is un-

stable (S2 2 4N2 . 0). Using a representative 10-min period

(1700–1710 LT) on each of the three days, Fig. 2 shows oscil-

lations of isotherms (here equivalent to isopycnals) of 1–2m on

the moderate day, but only a fraction of a meter on the calm

day. Soloviev and Lukas (1997) made a similar observation:

internal waves in the top 2m occurred under 3–5m s21 winds

but not 1m s21 winds (their Fig. 12).

To extend and quantify this representative period to the

whole three days, we calculate the standard deviation of the

depth of the isotherm corresponding to the depth- and time-

averaged temperature in each 10-min block (e.g., the black

contours in Fig. 2). We intend this as an ad hoc measure of the
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prevalence of shear instabilities but recognize that it also in-

corporates convective instabilities at night. On all days, oscil-

lations were small through much of the late morning and early

afternoon:;0.2m on the calm andmixed days and 0.5m on the

moderate day (Figs. 1s–u). Oscillations increased later in the

evening as conditions become more conducive to growth of

instabilities (as will be discussed in section 5).

The final parameter we show is the turbulence dissipation

rate « (Figs. 1v–x). This is derived from 6–8 fast thermistors

(100Hz) using the method detailed by Hughes et al. (2020b).

FIG. 1. Measured and derived parameters for the threeDWLsmeasured in the 2019 field campaign.Mean wind speed from 1200 to 1800

LT is highlighted with a blue horizontal line and increases from (a) to (c). To aid interpretation for each day, we repeatedly include two

temperature gradient contours and the depth of maximum temperature gradient zmax
Tz

[see (j)]. The apparent outliers in (o) and (r) in S2 at

1745 LT are associated with a band of strong shear that rose from 5 to 2m and fell back in the space of 3min.
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As in that study, we find that the depth of maximum temper-

ature gradient zmax
Tz

separates the regions of large and small «.

Withmeasurements of «, S2, andN2, we can estimate vertical

eddy viscosity Av and diffusivity Kv using conventional ex-

pressions (e.g., Osborn 1980).Kv5G�/N2 andAv5 (11G)�/S2,

where G is taken to be 0.2. On the calm, mixed, and moderate

days, respectively, the median Kv values are 0.2, 0.6, and

7 3 1024m2 s21, and the median Av values are 0.6, 2, and

73 1024m2 s21. As an example measure of spread, the middle

50% of the distributions ofAv andKv both span approximately

2 3 1024–20 3 1024m2 s21 on the moderate day.

4. Diagnosing shear instability under moderate winds

We focus on the moderate day since the signature of shear

instability is prevalent. On this day, the surface warms by 0.58C
relative to the temperature at 10m (Fig. 3a), and the diurnal jet

accelerates to 0.17m s21 by 1400 LT, close to the oft-quoted

0.15m s21 (e.g., Price et al. 1986). It moves downwind initially

and then rotates inertially (Figs. 3b,c; see also Hughes

et al. 2020a).

Temperature and velocity both increase toward the surface,

but they do so differently. A velocity signal must originate at

the surface due to wind stress, whereas a temperature signal

originates from penetrating insolation, a depth-distributed

heat source. We observe the largest shear in the top 2m until

1500–1600 LT (Figs. 3d,e) indicating that the wind stress input

at the surface is not efficiently transported downward.

Conversely, the combined effect of surface heat loss, pene-

trating insolation, and mechanical mixing means that stratifi-

cation peaks away from the surface (at 4m deep at 1400–1500

LT, for example; Fig. 3e). Although one-half or more of the

sunlight is absorbed in the top 1m (e.g., Paulson and Simpson

1977), there may exist a convectively unstable surface region of

thickness O(1–10) cm in which surface heat loss exceeds ab-

sorbed insolation (see section 6b).

Perhaps surprisingly, near the surface S2 � 4N2 (Ri ’ 0.1)

at 1400–1500 LT (Fig. 3e) despite the hour-long averaging.

Indeed, reexamining Fig. 1r, we observe a region of unstable

FIG. 2. Isotherm oscillations, presumed to be caused by shear

instabilities, increase in size with wind speed. Note that the range of

the color scale is smaller by a factor of 2 on the moderate day. See

appendix A for details of the scale estimate.

FIG. 3. Evidence of near-surface instability (S2 . 4N2) measured on the moderate day. (a)–(c) Representative hourly means of tem-

perature and velocity relative to 10m. (d)–(g) Shear and stratification derived from (a)–(c). SurfOtter temperature measurements only

extend to 5.3m. The reference measurement at 10m comes from concurrent, repeat vertical profiling from the ship. Error bars at nominal

depths span plus/minus the root-mean-square error of the six 10-min averages of S2 and 4N2 within each hourly average. Extrapolation of

velocity is discussed in section 4a.
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flow persisting for several hours. By contrast, the profiles at

1600–1700 and 1800–1900 LT (Figs. 3f,g) demonstrate S2 ’
4N2. The latter is a more familiar regime; Smyth et al. (2019),

for example, compiled a list of observations of eight such

marginally unstable flows covering a wide range of spatial

scales.

A key difference between the profile starting at 1400 LT and

those later is the location of the shear relative to the sea sur-

face. This affects how quickly instabilities grow and therefore

the rate at which shear is mixed away. To demonstrate, we first

look in detail at instabilities predicted by the profiles from 1400

to 1500 LT and then artificially change the distance of the shear

from the free surface. We employ this analysis in section 5 to

relate diurnal changes in observed shear profiles to changes in

growth rate.

a. Linear stability analysis of measured profiles

The initial, linear growth of a stratified shear instability can

be diagnosed from the Taylor–Goldstein equation. This linear

stability analysis (LSA) predicts the growth rate, wavelength,

and vertical structure of the instability. For a thermally strati-

fied fluid, instabilities are assumed to have vertical velocity and

temperature perturbations (w0, T0) of the following form:

w0 5Real[ŵ(z) exp(st1 ikx)] and (1)

T 0 5Real[T̂(z) exp(st1 ikx)] . (2)

In stable flow, neglecting molecular effects, s is purely imagi-

nary and the expressions reduce to traveling, sinusoidal inter-

nal waves with depth-dependent complex amplitudes of ŵ and

T̂. In unstable flow s 5 sr 1 isi, with the positive real com-

ponent being the growth rate of instabilities. It is the inverse

time scale for a linear perturbation to grow by a factor of e.

For a given wavenumber k, ŵ and T̂ are eigenfunctions

corresponding to the eigenvalue of s. By solving the equation

withmany possible choices of k, we identify themode expected

to dominate after a finite amount of time. This is termed the

fastest-growing mode (FGM).

We use a matrix method to solve the Taylor–Goldstein

equation, extended to include viscosity and diffusion (which

may be molecular or turbulent). Vertical discretization em-

ploys the Fourier–Galerkin method (Lian et al. 2020). The

domain is 50m deep and uses a constant 0.1-m grid spacing.

This is deep enough to ensure the artificial ‘‘seafloor’’ has

negligible effect on the solution while being shallow enough to

allow for efficient computation. Viscosity and diffusivity in

both the horizontal and vertical are set to 53 1025m2 s21. This

is large enough to ensure that the growth rate does not increase

without bound with increasing wavenumber (cf. Thorpe and

Liu 2009) and yet small enough to comply with the notion of an

instability developing within an initially quiescent, horizontally

homogeneous fluid. Although this notion is seldom truly valid

(Kaminski and Smyth 2019), it is a useful approximation here.

An instability is likely to grow most quickly in a direction

parallel to that of maximum shear. Here, to a good ap-

proximation, this is also the direction of the diurnal jet itself

as estimated from the velocity in the top 2m. Therefore, we

project the depth-varying vector velocity onto this direction to

produce a velocity in one horizontal dimension. Below 10m,

velocity and temperature are extrapolated assuming zero shear

and stratification. Because our shallowest velocity observation

was 0.7m, we must extrapolate profiles above this depth

(shaded region in Figs. 3b,c). To do so, we assume that wind-,

wave-, and buoyancy-driven turbulence combine in such a way

that shear is zero at the surface and linearly increases with

depth in the top 0.5m. The effects of this choice are discussed

in sections 4b and 6b.

For the profiles from 1400 to 1500 LT (Fig. 4a), we conduct

the LSA for wavelengths between 10 and 200m in increments

of 3m and find a maximum growth rate at 60m (Fig. 4b). For

this wavelength, we show the associated values of jŵj and jT̂j
(Fig. 4c), which depict the magnitude of variability in w and T

as a function of depth.

To corroborate the LSA, we compare the result with a two-

dimensional simulation with theMITgcm (Marshall et al. 1997;

Adcroft et al. 2004) initialized with the same temperature and

velocity profiles. We use a model grid that is 1000m long and

500m deep with 0.2-m grid spacing in the top 3m and in-

creasing by 3% per cell below. (This grid will be reused later to

simulate a diurnal cycle, in which case it is necessary to use a

deeper depth than that for the LSA.) Viscosity and diffusivity

are the same as the LSA (5 3 1025m2 s21). The simulation is

nonhydrostatic, with a time step of 1 s, and a third-order flux

limiter advection scheme for temperature. Random perturba-

tions of ;0.0018C are added to the initial temperature field,

which is otherwise horizontally homogeneous.

Waves approximately 60m long grow over an hourly time

scale (Fig. 4d) as predicted by the LSA. The shape of the root-

mean-square vertical velocity and temperature anomalies also

agrees with the LSA (Fig. 4e). The overall agreement between

the two independent methods makes us confident that we

have accurately diagnosed the behavior of the fastest-grow-

ing mode.

b. Distance of shear from sea surface controls the
growth rate

For the fastest-growing mode identified in the previous

section, ‘‘fast’’ is a relative term. The maximum growth rate

predicted is 0.6 h21. By comparison, with shear that is an order

of magnitude larger, growth rates in estuaries can reach

O(100) h21 (Tedford et al. 2009). In some analyses, the 0.6 h21

value would fail a threshold test. Smyth et al. (2011), for ex-

ample, discard values below 1 h21. Going below this threshold,

we begin to invalidate the assumption used in LSA that in-

stabilities evolve faster than the mean flow varies. Despite

some possible inaccuracy, low growth rates are still meaningful

here in giving a sense of the potential for growth or lack

thereof.

The low growth rate arises because of the stabilizing influ-

ence of the sea surface. This can be seen by repeating the

previous analysis, but artificially shifting the observed shear

and stratification away from the surface. (The shift is in addi-

tion to the extrapolated decrease of shear in the top 0.5m

noted in section 4a.) A shift of 2–3m increases the growth rate

by a factor of 15 (from 0.6 to 9 h21; Fig. 5a). We emphasize that

there is no change to the input temperature and velocity
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profiles except the vertical shift; both temperature and velocity

are set as constant in the surface region (Figs. 5b,c). As will

become clear, the velocity shift matters more than the

temperature shift.

Consequences of increased growth rates are evident in

snapshots of simulations using three representative shifts (0.0,

0.5, and 2.0m; Figs. 5d–o). Whereas the simulation without a

shift shows minimal growth even after 120min, a shift of 2.0m

allows for an instability that overturns within 40 min.

Alternatively, we repeated the zero-shift simulation but with

constant shear in the top 0.5m, rather than extrapolating to

zero at the surface. In this case, there is no sign of instability

even after 3 h. More generally, varying from 0 to 1m the depth

at which we impose the extrapolation to zero surface shear, we

obtain growth rates of 0–2 h21 (not shown). Ultimately, these

results together highlight the role of a near-surface vorticity

gradient in the development of instability (see section 6b).

5. Evolving behavior of the shear instabilities

a. Observed changes in instability

The analysis for the period 1400–1500 LT in the previous

section serves to explain the qualitative behavior of the insta-

bilities throughout much of the daylight part of the day.

Snapshots of the temperature field every 2 h from 1000 to 1600

LT all display finite but modest isotherm displacements of

;1m with wavelengths of ;50m (Figs. 6k–n).

Isotherm displacements are larger before 1000 LT (Fig. 6j),

but are more difficult to interpret because the temperature

change across our 5m measurement range is small (;0.028C).
As a reference, fields at 0600 LT (Figs. 6a,i) show the level of

variability before the onset of daytime heating.

A different picture emerges in the evening (1800 and 2000

LT) with isotherm displacements often exceeding our 5m

measurement range. At 1800 LT, stratification is stable when

averaged over 1 h, but shows signs of convective instability in

the top 2m on the 2-s scale (not shown). This convection is

presumed sufficient to reduce the near-surface shear and move

some of it downward far enough that the shear instabilities can

grow more quickly. In other words, convection is not the direct

cause of large isotherm displacements, but rather a catalyst for

shear-driven instability.

Repeating the LSA described earlier for hourly averaged

profiles throughout the day, we find that growth rates are small

from 1000 to 1600 LT (Fig. 7c). Even the peak value of 2 h21 at

1130 LT is small in absolute terms. After 1600 LT an abrupt

increase in growth rate occurs (Fig. 7c). This coincides in time

with the region of S2 . 4N2moving from the top 2m down

below 2 m (Fig. 7b). The increase in growth rate of the FGM

occurs despite a decrease in S2 2 4N2 (or equivalently an in-

crease inRi). Hence, the change is consistent with the influence

of the shape of the shear profile near the surface as demon-

strated in section 4b.

The maximum growth rate of 5 h21 occurs for the 1730–1830

LT period. It then decreases as shear is effectively either

mixed away or mixed downward. Indeed, Fig. 7 intentionally

stops at 1900 LT because the diurnal thermocline is too deep

thereafter for our measurements to allow an adequate LSA.

FIG. 4. Linear stability analysis forT and u profiles at 1400–1500 LT on themoderate day. Two distinct methods are used and compared:

(top) numerical solution of a one-dimensional eigenvalue problem and (bottom) an MITgcm simulation initialized with T and u profiles.

(a) Input profiles for both analyses. (b) The fastest-growingmode is identified via LSA formanywavelengths. (c) The absolute value of the

eigenfunctions (normalized to their maxima) for the fastest-growing mode: vertical velocity w and temperature T. (d) The temperature

field exhibits waves with wavelengths comparable to that for the fastest-growingmode in (b). Vertical isothermdisplacements are doubled

for clarity. (e) Quantities equivalent to (c), but derived from the model output in (d).
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A complementary picture of the likelihood of DWL instability

throughout the day is given by Cronin and Kessler (2009),

whose measurements of N2 and S2 cover 5–25m.

b. Simulated changes in instability

Our observations of instability on the moderate day are

limited in three ways. First, we have only a single realization of

an entire day. Second, horizontal and temporal variability are

not measured independently. Third, our measurements do not

capture the full depth range of theDWL evolution.We address

these issues by developing a second realization, a two-

dimensional simulation of the full diurnal cycle of a DWL

subject to moderate winds and diurnal heating (Fig. 8).

Unlike those in section 4a, this simulation is not initialized

with any observed temperature or velocity profiles. Instead,

it is initialized at 0400 LT with a motionless, 60-m-deep

mixed layer.

Much of the set up for the simulation is straightforward to

implement: we use the same model grid described in section 4a

(500 3 2-m grid cells horizontally and 500m deep with 0.2-m

resolution near the surface), we force with a constant wind

speed of 4 m s21, and we apply diurnal heating that has zero

net heat input on daily average (Fig. 8a). Penetrating solar

radiation is treated with a nine-band formulation with a solar-

angle dependence described by Gentemann et al. (2009).

Because the grid is two-dimensional (x–z), we set Coriolis

frequency f to zero rather than let the diurnal jet veer inertially

throughout the day (e.g., Hughes et al. 2020a). This ensures the

jet is always traveling in the direction in which instabilities can

evolve. (Instabilities cannot occur in the y direction.) Although

inertial turning can limit the speed ultimately attained by the

jet (Price et al. 1986), the effect at our low latitude is small.

Further, f is small relative to growth rates. Hence, the two-

dimensional constraint is reasonable.

The parameters that will have the most influence on model

output are the eddy viscosity A and eddy diffusivity K. These

should be large enough to ensure the wind’s momentum is

mixed downward at a realistic rate, but not too large to pre-

clude the shear instabilities that we aim to resolve. For sim-

plicity, we set the background values ofK andA to be equal to

each other, isotropic, and spatially constant. We tuned

this value such that the model reproduced the observed

pattern and approximate magnitude of S2 2 4N2 as a func-

tion of time and depth (cf. Figs. 7b and 8b). Because approx-

imately half of the solar energy is absorbed in the top 0.5m,

S2 2 4N2 , 0 over this depth (Fig. 8b). Our observations do

FIG. 5. Artificially shifting shear and stratification downward from the surface increases the instability’s growth rate by an order of

magnitude. (a) Growth rates predicted from LSA (see Fig. 4). (b),(c) Definition of the downward shift Dz. (d)–(o) Snapshots of the
temperature field at four times from simulations using three representative Dz values.
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FIG. 6. Evolution of the temperature field on the moderate day. Time series are linearly interpolated to the evenly spaced levels shown.

Contours show T(z, t) relative to the depth- and time-averaged T over each 20-min period. The scale bar in (p), assumed to apply to all

panels, should be considered uncertain as described in appendix A.
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not exhibit this near-surface increase in stratification on

the moderate day (Fig. 1l), but it extends over only a small

depth range, so we expect it to have minimal dynamical

significance.

With much trial and error, we settled on a background

value of K 5 A 5 3 3 1024 m2 s21. (Significant changes in

S2 2 4N2 occur if this value is varied by more than 650%.)

We increase K and A in regions of convective instability

to K 5 A 5 1 3 1022 m2 s21. This parameterizes the three-

dimensional turbulence that results from convective cool-

ing and any shear-generated overturns. Between 1200 and

1600 LT, K and A increase in 3%–6% of grid points between

1 and 5m deep as small overturns occurs. This reaches 50%

at 1800 LT as both shear- and convectively generated

overturns occur.

Overall, the simulation qualitatively reproduces the ob-

served temperature fields as a function of time of day (Figs. 8c–

j), with the added benefit of better estimates of the vertical and

horizontal scales of the instabilities. Between 1000 and 1600

LT, S2 2 4N2 ’ 2 3 1023 s22 and instabilities are visible, but

typical isotherm depth variability is onlyO(1)m. This increases

toO(5) m by 1800 LT. Overturning of the waves, together with

FIG. 7. A significant increase in the instability growth rates occurs

when the unstable region moves away from the surface. An LSA is

undertaken every 30min from hourly averaged (i.e., half overlapping)

profiles of density and velocity. The quantities in (a),(b), and (e) were

shown in Fig. 1 and are repeated here for context, although a different

color scale and averaging period is used for S2 2 4N2. Wavelengths of

the FGM are not shown if the calculated growth rate is less

than 0.02 h21.
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surface-driven convection, mixes away much of the excess

shear. After 1900 LT, S2 2 4N2 ’ 0.

We also compare the simulation with observations in terms

of eddy mixing coefficients. This is partly a test of model be-

havior and partly a demonstration after the fact that ourmixing

scheme is reasonable. Figures 9a and 9b show the diffusivity

and viscosity derived, where possible, from the observed «,N2,

and S2 (section 3). In the simulation, the two coefficients are

set equal to each other and are shown in Fig. 9c as a hori-

zontal average. The observed and simulated values agree on

the first-order pattern with values &1023 m2 s21 in the

middle of the day and larger values earlier and later. There

is less agreement at second order, but we would not expect

this level of agreement given that the simulation is subject to

idealized insolation and winds rather than the observed

forcing.

6. Discussion

a. Broad classifications of the instabilities

The stratified shear instabilities that we have observed here

exist on a continuum between two end members: those earlier

FIG. 8. A simulated DWL that reproduces much of the ob-

served behavior. Note, in particular, the increase in size of the

instabilities after the onset of convective cooling in the evening

[cf. (g) and (h)].

FIG. 9. A comparison of the observed eddy mixing coefficients

on the moderate day with those from the diurnal simulation.

Observed values are derived from «, N2, and S2 (section 3). In

the simulation, viscosity and diffusivity are equal. In any given

grid cell, their value is either 33 1024 or 13 1022 m2 s21. Values

between this range arise from averaging horizontally across the

domain.
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in the day during the heating period and those in the evening

around the onset of convective cooling. We address the

latter first.

At approximately 1630 LT on the moderate day, there is

an abrupt decrease in the near-surface stratification (Fig. 1l)

indicating increased mixing. Two related changes occur

around this time: an increase in growth rate (Fig. 7c) and

the vertical alignment of density and velocity interfaces

(Figs. 3f,g). With this alignment, the similar thicknesses of

the two interfaces means that Kelvin–Helmholtz instability

is likely as the thickness ratio is the primary nondimensional

parameter governing the type of instability in this case

(e.g., Alexakis 2005). We confirmed the presence of Kelvin–

Helmholtz instability using a simulation like that shown in

Figs. 5d–5g, but initialized with velocity and density from

1730 to 1830 LT. In this simulation (not shown), billows

appear after 1 h as would be expected for a growth rate of

5 h21 as in Fig. 7c. At this same time of day, we see ramps

in the measured temperature field (Fig. 6g), which are sig-

natures of KH billows (Thorpe 1978). Overturning struc-

tures are also visible in the snapshot at 1800 LT from the

full-day simulation (Fig. 8h). Moulin et al. (2018) inferred

the same result about ramps and showed that they are most

common 1.5 h before the surface heat flux changes to net

cooling in the evening. In quantifying ramps, however, they

required a minimum temperature gradient of 0.028Cm21

and therefore underestimated the presence of ramps later

in the evening.

Earlier in the day, the influence of boundary proximity

is so dominant that the standard distinctions between

Kelvin–Helmholtz, Holmboe, and asymmetric Holmboe

instabilities are not informative. In the following section,

we investigate why instabilities in general are hindered by a

boundary.

b. The role of vorticity gradients

Kelvin–Helmholtz and Holmboe instabilities both involve

the interaction of a vorticity wave with a second wave (Baines

and Mitsudera 1994), either another vorticity wave (Kelvin–

Helmholtz instability) or an internal gravity wave (Holmboe

instability). As noted in section 4b, instability in a DWL de-

pends on the presence of a vorticity gradient, or equivalently a

vorticity wave, near the surface.

A vorticity wave is most easily understood in terms of a

piecewise linear background velocity profile. In this case, the

background vorticity gradient (›2U/›z2) simplifies to a Dirac

delta function at the interface of two pieces. This interface

plays the same role that a density interface plays for an internal

gravity wave in a two-layer fluid. In either case, a wave can

propagate along the interface (see chapter 3 of Smyth and

Carpenter 2019).

Consider the velocity profile at 1400–1500 LT including

the extrapolated region (Figs. 3b,c). If we were to idealize

this as a constant velocity layer above a constant shear layer,

then the vorticity interface would be , 1 m from the sea

surface. In similar bounded problems, this proximity to the

boundary results in a reduced growth rate and a shift toward

longer waves being destabilized (Hazel 1972; Pollard et al. 1972).

To demonstrate, we will follow the analytical formulation1 from

Haigh and Lawrence (1999). They assume a piecewise linear

velocity profile: a sheared layer between two finite-thickness

unsheared layers; solid boundaries exist at the top and bottom

(Fig. 10a). They allow for a vertical offset, but here we set the

interface of the two-layer density profile at the center. The dis-

tance between each boundary and adjacent vorticity interface is

denoted Dz to recognize its similar role to Dz in Fig. 5.

For Dz less than a certain thickness denoted Dz0, the flow is

stable (Fig. 10b). Just beyond Dz0, the growth rate approximately

FIG. 10. The stabilizing influence of boundaries in an idealized

instability. (a) The bounded, piecewise system that allows for an

analytical solution for the instability (Haigh and Lawrence 1999).

(b) The increase in growth rate with increasing Dz, which is the

thickness of the unsheared regions, or equivalently the distance

between the boundaries and the vorticity interfaces as shown in (a).

(c) The wavenumber of the fastest-growing mode. The maximum

values in (b) and (c) depend on the bulkRichardson number, which

we have set here to 0.2. The additional blue curves denote the two

limits discussed in the text.

1 The definition of g6 given by Haigh and Lawrence (1999) is

missing a third 6 sign. It should be g6 5 (1 1 2a)2 6 e4a 6
e2aH[(1 2 2a)2 6 e24a]. This can be seen by comparison with the

expressions in appendix A in Haigh (1995).
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increases with the square root of the additional distance. For large

Dz, the growth rate approaches a constant. (Similar limits arise in

Fig. 5a for the observed profiles with artificial downshifts away

from the sea surface.) Matching the growth rate curve in Fig. 10b,

the associated wavenumber of the fastest-growing mode also in-

creases quickly forDz*Dz0 and approaches a constant thereafter
(Fig. 10c). Put another way, comparing Figs. 10b and 10c dem-

onstrates that when growth rates are low, longer waves are most

unstable. This holds true for the observed instabilities. For ex-

ample, Figs. 7c and 7d show that the slower-growing instabilities

are those with wavelengths . 100m whereas faster-growing in-

stabilities have wavelengths of 30–50m.

In section 4a, we imposed a low-shear region in the top 0.5m,

and therefore a vorticity interface in that vicinity, but only briefly

proposed a cause. On one hand, our assumption seems reason-

able: if turbulence is large near the surface, it will mix away

shear. On the other hand, near-surface shear could be large

owing to wind being its source at the surface (e.g., Csanady

1997).We have shown that a near-surface shear maximum is not

maintained in the evening (Fig. 3g), when there is surface

cooling and hence near-surface convective mixing. Such mixing

can also occur to a lesser extent during net heating. Because the

absorption of sunlight is distributed in depth, there is a shallow

surface layer in which the net surface cooling overcomes the

heating by locally absorbed insolation. The base of this layer at

the ‘‘thermal compensation depth’’ varies from O(0.01) m to

O(1) m depending on the surface cooling, depth-dependence of

solar absorption, and time of day (e.g., Woods 1980). If wave-

driven mixing and Langmuir circulation are negligible, then this

depth may be a better estimate of the range over which to

impose a low-shear region, rather than the 0.5m value that we

used. An associated uncertainty arises in the calculated growth

rates before 1600 LT (Fig. 7c). Indeed, it is plausible that the

tripling in isopycnal depth variability between 1200 and 1300 LT

(Fig. 7e) is triggered by the cloud-induced decrease in surface

heat flux at 1230 LT (Fig. 7a), which deepens the thermal

compensation depth and hence alters the shear profile.

c. Marginal instability?

This section’s title borrows from Thorpe and Liu (2009)

because we readdress the same question: is the near-surface

flow marginally unstable? Briefly, marginal instability arises

when an unstable flow induces instabilities that grow nonlinearly

and lead to enhanced turbulence, which then mixes the flow to-

ward the critical Ri (see Smyth et al. 2019). Thorpe andLiu (2009)

quantify the concept with the parameter u, defined such that

multiplying velocity by 1 1 f is sufficient to stabilize the flow.

In cases in which 1/4 is the critical Ri, as it is here (appendix B),

f5211
ffiffiffiffiffiffiffiffi
4Ri

p
5211

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4N2/S2

p
.

In any unstable flow, f is between 21 and 0. In marginally

unstable flows, f is close to zero. In their near-surface flow,

Thorpe and Liu (2009) found thatf is not close to zero (20.78)

and they term the flow relatively unstable. For late morning

and early afternoon, we find thatf’20.4, which is not close to

zero since S2 � 4N2 near the surface. The low instability

growth rate undermines marginal instability by limiting the

turbulence generation step. Similarly, in the simulated day,

S2� 4N2in the late morning and afternoon, yet the instabilities

are comparatively small (Figs. 8e–g). Consequently, the diur-

nal thermocline is slow to mix downward. Conversely, f is

close to zero after 1600 LT and the flow is marginally unstable

(S2 ’ 4N2). It is after this time that the growth rate increases

(Fig. 7c) and the mechanism underlying marginal instability

thereby becomes effective.

d. Implications for numerical modeling

The concept of marginal instability, or more generally Ri-

dependent mixing, is incorporated into many ocean models. The

PWP model (Price et al. 1986), for example, calculates a mixed

layer thickness with a critical bulk Ri of 0.65 and a transition layer

below with a critical gradient Ri of 0.25. This model is relevant

here because a simplified version of it is used to calculate warm

layer corrections to subsurface temperature measurements for

air–sea interactions (Fairall et al. 1996). Because our observed

flow is not marginally unstable for part of the day, PWP will

overestimate mixing at these times, and therefore underestimate

SST. Indeed, it is between 1300 and 1600 LT that we observe the

largest discrepancy between observed SST and that predicted by

PWP forced by observed winds and heat fluxes (Fig. 11). Over

this 3-h period, Gentemann et al. (2009) show that the Fairall

et al. (1996) model underpredicts observed SST by 0.28–0.38C
when averaged over 72 days with a diurnal warming signal.

At the other end of the modeling spectrum are large-eddy

simulations (LES). Ideally, such models do not require any

tuning of themixing parameters.However, they do have a subtle,

potential limitation related to their domain size. Recent simu-

lations of DWLs use grid domains with horizontal dimensions of

64–256m (Van Roekel et al. 2018; Sarkar and Pham 2019;

Ushijima andYoshikawa 2019). The larger end of this rangemay

be sufficient, but the smaller end will constrain instabilities that

we have shown are O(50) m (Fig. 7d). With cyclic boundary

conditions, waves that are not an integer divisor of the domain

widthwill be inhibited.Another limitationofLES is the computing

expense, especially given the need for grids approaching centi-

meter scales to accurately capture strongly stratified turbulence.

Two-dimensional simulations of DWLs with intermediate

resolution are a good choice for future efforts looking to

FIG. 11. SST during the afternoon is underpredicted by the PWP

model (Price et al. 1986) because the parameterized near-surface

mixing, a function of Ri, is too strong. Model forcing follows from

the winds and surface heat flux presented in Figs. 1c and 1f.
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cover a wide parameter space. (Adding a second horizontal

dimension will be necessary when Coriolis frequency is too

large to ignore or if winds veer significantly.) While we have

shown that a two-dimensional simulation with idealized forc-

ing can reproduce much of the observed qualitative behavior,

we have not investigated changes in wind speed, surface heat

flux, temporal variability of this forcing, Prandtl number, solar

absorption profile, or mixed layer depth. This last parameter

may change the nature of the instabilities by allowing wave

energy to efficiently radiate downward (Smyth and Moum

2002; Pham and Sarkar 2014).

Our two-dimensional simulation was made possible by

tuning against SurfOtter measurements of shear and stratifi-

cation. This observation-informed model enables a realistic

depiction of instabilities in a diurnal warm layer as they evolve

in time in two dimensions. It is best appreciated as an anima-

tion created from snapshots output every minute (https://

doi.org/10.5281/zenodo.4306935).
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APPENDIX A

Direction of Jet and Waves Relative to Our Transit

An ideal transit configuration in this study would have been

one that moved perpendicular to wavefronts of the internal

waves being analyzed. This equates to a transit parallel to the

diurnal jet if we assume wavefronts are horizontally one-

dimensional and perpendicular to the jet. Unfortunately,

rather than parallel with the jet, our transects were closer to

perpendicular. Here we describe how we estimate this relative

angle between the transit and jet on the moderate day. An

equivalent analysis for the two other days was undertaken but

not shown.

Between 0900 and 2000 LT, we transited in a narrow ellipse

22-km-long aligned approximately north–south. Throughout

the day the wind was toward the northeast (Fig. A1a). Using

the measured wind, we can predict the direction of the diurnal

jet by assuming it accelerates downwind initially and turns

inertially thereafter. The angle a by which the jet turns follows

from Hughes et al. (2020a):

a5 tan21

�
cos(ft)2 1

sin(ft)

�
, (A1)

where f is Coriolis frequency and t is time relative to the for-

mation of the diurnal warm layer (taken to be 0800 LT).

Figure A1b shows the wind vectors rotated by a. Note the in-

creasing rightward turning of the arrows in Fig. Alb relative to

Fig. A1a with increasing time of day. (Before rotation, the wind

at a given time is taken to be the vector-mean wind between

0800 LT and the given time.)

The direction of the diurnal jet can also be estimated directly

from velocity observations. Here we do that by calculating the

velocity in the top 2m relative to the velocity at 10m, which is

assumed to represent the bulk mixed layer velocity. The ob-

served jet direction (Fig. A1c) is typically within 10–208 of the
rotated wind direction (not shown), with a maximum differ-

ence of 408.
The jet’s velocity is superimposed on that of the mixed layer.

Because themixed layer is much deeper, it acts to advect the jet

as a whole. The alternative interpretation used here is to sub-

tract the mixed layer velocity from the ship’s transit velocity.

For example, if the ship moves northward at 1.0m s21 into a

southward current of 0.5m s21, then the ship is effectively

traveling at 1.5m s21 relative to the mixed layer.

The mixed layer current is estimated from velocities at

10–20 m deep from a 300-kHz ADCP. On this day, it was

typically toward the northwest and 0.3–0.4m s21 but was smaller

in the morning and late evening (Fig. A1d). The vector com-

bination of ship transit velocity and mixed layer current is

shown in Fig. A1e.

A comparison of the jet velocity with the combined ship and

mixed layer current velocity shows that the two are nearly al-

ways closer to perpendicular than parallel (Fig. A1g). Note that

Fig. A1f shows only the comparison with the directly observed

jet direction, but Fig. A1g additionally shows the comparison

using the rotated wind vectors. Although these two angle time

series are broadly similar, they suggest an uncertainty that

becomes problematic: the projection of the observed distance

onto the jet’s frame of reference involves a factor of 1/cos(u),

where u is the angle in question. This factor grows without

bound as u approaches 908 (perpendicular).
Given all the challenges, and the questionable assumption

that wavefronts are one-dimensional and perpendicular to the

jet, we choose to make a large simplification with regard to

the angle u: we will assume u is constant throughout the day

(u 5 608, so1/cosu 5 2). In doing so, we acknowledge that any

estimates of wavelengths are crude.

APPENDIX B

Stability Boundary for an Afternoon Profile

A requirement for instability is that Ri , 1/4 somewhere in

the flow. Yet this does not guarantee instability. As Hazel

(1972) demonstrates, for example, the presence of boundaries
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can reduce the critical Ri, denoted Ric, below its otherwise

standard value of 1/4. Nevertheless, he also notes that Ri, 1/4 is

quite a good ad hoc sufficiency criterion for instability in field

measurements.

To determine the actual Ric for a given set of density and

velocity profiles requires an LSA spanning multiple scenarios.

In idealized cases, this is often presented as contours of

growth rates versus nondimensional wavenumber and bulk

Richardson number. Here we will present the contours versus

wavelength and min(Ri), the minimum Richardson number

within the given depth profile.We alter min(Ri) by multiplying

the velocity profile by a factor of 11 f (with f being negative)

following Thorpe and Liu (2009). As min(Ri) increases, the

maximum growth rate reduces toward zero. The zero growth-

rate contour is then the so-called stability boundary.

The stability boundary for the profiles at 1400–1500 LT on

the moderate day indicates that Ric is, for our purposes, 1/4

(Fig. B1). We cannot confirm it is exactly 1/4 because we are

relying on a numerical method to determine the growth rate.

For example, applying our same method to conventional tanh

profiles of density and velocity can give Ric ’ 0.26 when the

interfaces are thin. This is 0.01 above the known value (e.g.,

Hazel 1972) and the same value we see in Fig. B1. Further, to

minimize numerical issues as the growth rate approaches zero,

we use a viscosity and diffusivity of 10 3 1025m2 s21 rather

than the 5 3 1025m2 s21 used elsewhere in the paper.

The 1400–1500 LT period is typical of much of the daytime

in terms of its shear and stratification profiles (Figs. 1l and 1o).

We therefore expect that Ric 5 1/4 throughout the moderate

day. Further, once the region of low Ri moves away from the

FIG. A1. Calculation of the relative angle between the diurnal jet and the ship’s transit on the moderate day

(22 September 2019). All arrows represent a certain velocity averaged in 20-min blocks and placed on a map of the

ship’s position between 0900 and 2000 LT. The location of (0, 0) in the maps is arbitrary. Note that the rotated wind

vectors act as an inferred direction of the diurnal jet as described in the text.
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surface in the evening, the sea surface has less of an influence

and there is less reason to suspect that Ric 6¼ 1/4.
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