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a b s t r a c t

We examine how spatial heterogeneity combines with mobility network structure to in-
fluence vector-borne disease dynamics. Specifically, we consider a Ross-Macdonald-type
disease model on n spatial locations that are coupled by host movement on a strongly
connected, weighted, directed graph. We derive a closed form approximation to the
domain reproduction number using a Laurent series expansion, and use this approxima-
tion to compute sensitivities of the basic reproduction number to model parameters. To
illustrate how these results can be used to help inform mitigation strategies, as a case
study we apply these results to malaria dynamics in Namibia, using published cell phone
data and estimates for local disease transmission. Our analytical results are particularly
useful for understanding drivers of transmission when mobility sinks and transmission hot
spots do not coincide.

© 2022 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi
Communications Co. Ltd. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Vector-borne diseases affect approximately one billion people and account for 17% of all infectious diseases (Tibayrenc,
2017). Understanding the spatial dynamics of vector-borne diseases is crucial, particularly in the context of increased
mobility linking disparate geographic locations (Qiu, Kong, Li, & Martcheva, 2013), changes in mobility patterns due to ur-
banization, economic development, and globalization, and ecological and environmental changes affecting vector abundance
(Chen, 2017; Sutherst, 2004). The interaction between mobility networks and local transmission characteristics is complex.
Many factors influence local transmission characteristics, including host demography, host density, ecological conditions for
the vector (e.g. vegetation, rainfall and temperature, breeding sites), vector abundance, economic resources (e.g. window
screens, bed nets), and much more (Bousema et al., 2010; Mbogo et al., 2003). Spatial locales additionally differ in terms of
their connectivity. Host movement patterns can include the presence of central ‘hubs’ serving to link distinct locales, ‘source’
locales with migration patterns reflecting urbanization, new connections with previously remote locales due to development
and changes in land usage, and more (Hay, Guerra, Tatem, Atkinson,& Snow, 2005; Matthys et al., 2006). Understanding how
these myriad factors combine to influence disease dynamics is challenging, particularly given widespread heterogeneity in
habitat suitability and connectivity between locales. For example, it is possible for movement patterns to allow disease to
unications Co., Ltd.

by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This is an open access article under the CC
ses/by-nc-nd/4.0/).

http://crossmark.crossref.org/dialog/?doi=10.1016/j.idm.2022.10.006&domain=pdf
mailto:imprint_logo
www.keaipublishing.com/idm
mailto:journal_logo


O. Saucedo, J.H. Tien Infectious Disease Modelling 7 (2022) 742e760
persist in areas where vector abundance is low (Cosner, 2015). Other work has shown that host movement can lead to disease
extinction even in the presence of disease hot spots (Smith, Dushoff, & McKenzie, 2004). Thus it is a delicate question how
network structure and local disease characteristics combine to affect vector-borne disease dynamics.

There is an extensive literature on using metapopulation models for studying infectious disease dynamics (Arino & van
den Driessche, 2006; Ball et al., 2015; Citron et al., 2007; Hanski, 1999; Pei, Kandula, & Shaman, 2020; Rohani, Earn, &
Grenfell, 1999; Xia, Bjørnstad, & Grenfell, 2004), including for vector-borne diseases (Adams & Kapan, 2009; Barrios, Lee,
& Vasilieva, 2018; Cosner, 2015; Cosner et al., 2009; Gaff & Gross, 2007; Gao et al., 2014; Mpolya, Yashima, Ohtsuki, &
Sasaki, 2014; Mukhtar, Munyakazi, & Ouifki, 2020; Ruktanonchai et al., 2016a; Smith et al., 2014; Torres-Sorando &
Rodriguez, 1997). We do not attempt to give a comprehensive review here, but instead simply mention some of the key
concepts in the context of the present work. A fundamental issue is how heterogeneity and connectivity between spatial
locations combine to affect disease dynamics, including disease invasion (Bichara, Iggidr,& Yacheur, 2021; Cosner, 2015; Gao,
2019; Gao& Ruan, 2012;Wang, 2007; Zhang, 2020) and persistence (Acevedo et al., 2015; Adams& Kapan, 2009; Hasibeder&
Dye, 1988), outbreak size and duration (Citron et al., 2007; Manore et al., 2015), and timing and synchrony between locations
(Althouse et al., 2012; Churakov, Villabona-Arenas, Kraemer, Salje, & Cauchemez, 2019). Particular considerations for vector-
borne diseases include potentially different movement scales between host and vector (Auger, Kouokam, Sallet, Tchuente, &
Tsanou, 2008; Smith et al., 2014), vector population dynamics including seasonality (Aron et al., 1982; Chitnis, Hardy,& Smith,
2012; Hoshen & Morse, 2004) and multi-species interactions (Gao & Ruan, 2012; Reiner et al., 2013), interventions targeting
vector and host (Agusto et al., 2013; Demers et al., 2020; Hughes& Britton, 2013; Paton et al., 2019), and challenges for model
parameterization (Guerra et al., 2014; Ruktanonchai et al., 2016b; Tatem et al., 2014). Many different modeling approaches
have been taken for examining these questions, including compartmental models (Acevedo et al., 2015; Bichara & Castillo-
Chavez, 2016), agent-based models (Bomblies, 2014; Jindal & Rao, 2017; Mniszewski, Manore, Bryan, Del Valle, & Roberts,
2014), network models (Kirkland, Shuai, van den Driessche, & Wang, 2021; Lippi et al., 2020; Zhao, Liu, & Zhang, 2021),
stochastic models (Le, Kumar, & Ruiz, 2018; Maliyoni, Chirove, Gaff, & Govinder, 2017; Son & Denu, 2021), and more. For a
review of approaches for modeling spatial connectivity and mosquito-borne disease dynamics, see (Lee, Jarvis, Edmunds,
Economou, & Lowe, 2021).

The primary objective of this manuscript is to present analytical tools for understanding how network structure and local
characteristics combine to influence vector-borne disease dynamics. The impact of heterogeneity and connectivity on the
domain reproduction number and control efforts has been studied for specific network types, such as two patch networks
(Acevedo et al., 2015; Auger et al., 2008), lattices (Caraco, Duryea, Glavanakov, Maniatty, & Szymanski, 2001; Demers et al.,
2020; Schwab, Stone, Fonseca, & Fefferman, 2018), star graphs (Mpolya et al., 2014), and bipartite graphs (Bisanzio et al.,
2010; Iggidr, Sallet, & Souza, 2016; Zhang, 2020). One of the contributions of our work is that we derive analytical results
for an arbitrary strongly connected graph with arbitrary patch-specific parameters. Specifically, Tien et al. (Tien, Shuai,
Eisenberg, & van den Driessche, 2015) give techniques for computing the domain reproduction number for a network SIR-
type model with environmental pathogen movement. Their methods involve a Laurent series expansion in the next gener-
ation matrix approach to computing R0. Here we adapt this approach to the vector-borne disease setting. We consider a
network Ross-Macdonald (Smith et al., 2012) type model, and derive an approximation for the domain R0 in terms of an
average of the patch R0 values in isolation, where the average is taken with respect to a probability measure that combines
network structure and local pathogen removal rates. We then use this average to compute sensitivities of the domain R0 to
parameters such as the local transmission and recovery rates. As an illustration of how these results can be used in practice,
we consider malaria in Namibia as a case study. We use cell phone data from (Ruktanonchai et al., 2016b) to estimate host
movement between health districts, and use published estimates based upon the Malaria Atlas Project for parameterizing
local disease characteristics (Gething et al., 2011). We then compute sensitivities of the domain R0 for malaria in Namibia
based upon these data and our analytical results. These sensitivities can be useful for guiding intervention strategies. In
particular, our methods give a way to combine information on movement sources and sinks with disease hot spots to assess
disease dynamics on the domain. The Namibia malaria case study also highlights the increasingly available data on mobility
patterns and local disease transmission that can be used to apply analytical and computational methods to help understand
vector-borne disease dynamics and inform intervention efforts.

We use an Eulerian framework for modeling host movement, and assume that vectors do not move between spatial lo-
cations. This situation may be reasonable on large spatial scales, where connectivity for hosts occurs through automobile and
air traffic, but vector dispersal on this spatial scale is rare (Adams& Kapan, 2009; Stoddard et al., 2009; Sumner, Orton, Green,
Kao, & Gubbins, 2017). The Eulerian framework corresponds to migration between nodes. This is in contrast with Lagrangian
frameworks for movement, corresponding to commuting between nodes from a distinguished home location. Both ap-
proaches are widely used. For discussion and comparison of these frameworks, see (Cosner et al., 2009; Hasibeder & Dye,
1988; Gueron, Levin, & Rubenstein, 1996; Rodriguez & Torres-Sorando, 2001; Vargas Bernal, Saucedo, & Tien, 2022). An
advantage of the Eulerian approach is tractability for mathematical analysis, such as approximation to the domain repro-
duction number using the techniques of (Tien et al., 2015). The cell phone data from (Ruktanonchai et al., 2016b) that we use
for our Namibia case study are in the form of a mixing matrix for a Lagrangian framework. Vargas Bernal et al. (Vargas Bernal,
Saucedo, & Tien, 2022) present an approach for relating the Eulerian and Lagrangian modeling frameworks for vector-borne
disease models through a fundamental matrix. We use this approach here to estimate a mobility matrix from the Namibia cell
phone data, and then analyze the resulting Eulerian model to compute sensitivities of the domain reproduction number to
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local transmission and recovery parameters. Our work thus illustrates how the techniques of (Tien et al., 2015) and (Vargas
Bernal, Saucedo, & Tien, 2022) can be used together in practice.

The remainder of this article is structured as follows. In Section 2 we present the modeling framework that will be used
throughout. Section 3 gives our analytical results. Background material on graph theory, random walks on graphs, and key
results from (Tien et al., 2015) that serve as foundation for our analysis are given in Section 6.1. After establishing some
preliminary results in Section 3.1, we derive an approximation for the domainR0 using a Laurent series expansion in Section
3.2. We calculate the sensitivities of this approximation of the domain R0 to the model parameters in Section 3.3, and apply
these results to malaria in Namibia in Section 4. We conclude with a discussion in Section 5.
2. Model description

We consider vector-host disease dynamics on n discrete spatial locations. Disease dynamics within each location follows a
Ross-Macdonald-type model (Reiner et al., 2013; Ross, 1916), with coupling through host movement. Host movement follows
an Eulerian (Cosner, 2015; Cosner et al., 2009; Gueron et al., 1996) framework. The resulting system of equations is similar to
the Eulerian model considered in (Cosner, 2015; Cosner et al., 2009), but with the inclusion of host vital dynamics, allowing
for different host mobility networks depending upon immunological status, and assuming that vectors do not move. Results
by (Cosner et al., 2009) include establishing global stability of the disease free equilibrium for R0 <1 and for the endemic
equilibrium when R0 >1.

Disease dynamics within a single location follows the flow diagram in Fig. 1. Let Shi and Ihi denote the number of susceptible
and infectious hosts in location i, respectively, and let Svi and Ivi denote the number of susceptible and infectious vectors. Let Nh

i
and Nv

i denote the total host and vector populations in location i, respectively. For simplicity, we do not explicitly consider a
latent stage for either host or vector. We also assume there is no infection-derived immunity for hosts. This is consistent with
diseases such as malaria (Doolan, Doba~no,& Baird, 2009), and the SIS-SI system that we use as a building block here has been
used previously in malaria modeling studies (Smith et al., 2004).

Let ai denote the per capita biting rate of vectors on hosts in location i, let b correspond to the probability that a bite by an
infected vector on a susceptible host results in infection of the host, and let c denote the probability that a bite by a susceptible
vector on an infected host results in infection of the vector. We assume an incubation period for vectors of length t. Per capita
mortality rates for host and vector in location i are denoted by mhi and mvi , respectively. As in the Ross-Macdonald framework,
we assume frequency-dependent transmissionwith transmission parameter fromvector to host in location i as bhi ¼ aibe

�mv
i t,

and transmission parameter from host to vector in location i as bvi ¼ aic. Infected hosts recover at rate ghi .
Letmx

ij denote the per capita movement rate of individuals of type x from location j to location i, where x2 {S, I}.Mx ¼ ½mx
ij�

is thus theweighted adjacencymatrix for themobility network for individuals of type x. Our subsequent analysis will focus on
MI, the mobility network for infectious hosts. Wewill assume throughout thatMI is irreducible (Assumption (A3) below). This
corresponds to a strongly connected mobility network for infectious hosts: for any ordered pair (j, i), there is a path starting
from j and terminating at i.

We thus have a network of nodes, each with SIS-SI vector-host dynamics and linked to one another through host
movement. Fig. 1 shows a schematic. Note that we are placing minimal constraints on the host mobility network, with the
only constraint that the mobility network for I be strongly connected. Note also that the parameters are allowed to vary
between nodes, allowing for heterogeneity in local disease transmission, vector abundance, demography, health care access,
and environmental conditions. Thus the framework we consider is flexible, allowing examination of how network structure
and local transmission dynamics interact to affect vector-host disease dynamics on the network.
Fig. 1. Left:Model dynamics within each spatial location. Right: Schematic of network dynamics for system (2.1). Each node corresponds to a spatial location with
SIS-SI dynamics within location. Nodes are connected by host movement. Vectors are assumed not to move.
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The resulting system of ordinary differential equations is given in (2.1):

dShi
dt

¼ Lh
i � bhi

Shi
Nh
i

Ivi � mhi S
h
i þ

Xn
j¼1

mS
ijS

h
j �

Xn
j¼1

mS
jiS

h
i þ gh

i I
h
i ;

dIhi
dt

¼ bhi
Shi
Nh
i

Ivi �
�
mhi þ ghi

�
Ihi þ

Xn
j¼1

mI
ijI

h
j �

Xn
j¼1

mI
jiI

h
i ;

dSvi
dt

¼ Lv
i � bvi

Svi
Nh
i

Ihi � mvi S
v
i ;

dIvi
dt

¼ bvi
Svi
Nh
i

Ihi � mvi I
v
i ;

(2.1)
for i ¼ 1, …, n.
Model parameters and variables are summarized in Table 1. We make the following assumptions throughout the

manuscript:

A1: The parameters Lh
i , L

v
i , m

h
i , and mvi are positive.

A2: The parameters bhi ;b
v
i , and gh

i are non-negative.
A3: MI is irreducible.
3. Analysis

This section focuses on deriving expressions for R0 and looking at the sensitivity of R0 to different parameters. The
technical approach is that introduced in Tien et al. (2015), where a Laurent series expansion is given for the fundamental
matrix V�1 in the next generationmatrix. Central to this is the interplay betweenmovement and removal (“absoption”) on the
network. A generalized inverse of the graph Laplacian called the absorption inverse plays a key role in this analysis (Jacobsen&
Table 1
Model parameters for system (2.1). The subscript i denotes the ith patch.

Parameter Description

Shi Number of susceptible host in patch i.

Ihi Number of infected host in patch i.

Rhi Number of recovered host in patch i.

Svi Number of susceptible vector in patch i.
Ivi Number of infected vector in patch i.

Lh
i

Host recruitment rate in patch i.

bhi
Transmission rate from vector to host in patch i

mhi
Host death rate in patch i.

gh
i

Host per capita recovery rate in patch i.

di Host removal rate mhi þ gh
i from patch i.

Lv
i Vector recruitment rate in patch i.

bvi Transmission rate from host to vector in patch i.
mvi Vector per capita death rate in patch i.

mk
ij

The per capita movement rate of the host moving from patch j to patch i from compartment k ¼ S, I, or R.

a The number of bites on humans, per mosquito, per day.
b The transmission efficiency from mosquitoes to humans.

(i.e. probability of infection from mosquitoes to humans).
c The transmission efficiency from humans to mosquitoes.

(i.e. probability of infection from humans to mosquitoes).
t Vector incubation period.
Gi Transfer matrix with respect to the compartments i ¼ S, I, or R.
A Adjacency matrix.
W Diagonal out-degree matrix of A.
L Unnormalized graph Laplacian.
u Strictly positive basis vector of ker L with

Pn
i¼1ui ¼ 1.

d
 Average host removal rate

Pn
i¼1diui .

D Diagonal absorption matrix with entries di.
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Tien, 2018). After some preliminaries (Section 3.1), we use Laurent series expansion in Section 3.2 to derive a closed form
expression that approximates the domainR0. This R0 expression involves averaging according to a probability measure that
combines network structure and pathogen removal rates at the different spatial locations, and can be used to compute
approximate sensitivities of R0 to model parameters. These sensitivities are given in Section 3.3.

3.1. Preliminaries

Our analysis makes extensive use of the graph Laplacian for hostmovement.We recall the definition of the (unnormalized)
graph Laplacian here for the convenience of the reader. Let A2Rn�n be the adjacency matrix for a weighted, directed graph G
and let Aij define the weight of the arc from j to i. The (unnormalized) graph Laplacian of G is

L ¼ W � A; (3.1)

where W is diagonal with Wii ¼Pn
k¼1Aki.

As a preliminary to computing R0 for system (2.1), let us first consider the reproduction number for a single node in
isolation. We have the standard result from applying the next generation matrix:

R0;i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

bvib
h
i

ðmhi þ ghi Þmvi
:

vuut (3.2)
Let Lx be the graph Laplacian of the mobility network for individuals of type x 2 {S, I}. Define

GS ¼ LS þ Dm;
GI ¼ LI þ Dmþg;

(3.3)

where Dm ¼ diagfmhi g and Dmþg ¼ diagfmhi þ ghi g.
Solving for the disease-free equilibrium (DFE) of the system (2.1), we have:

Lh
i � mhi S

h
i þ

Xn
j¼1

mS
ijS

h
j �

Xn
j¼1

mS
jiS

h
i ¼ 0; (3.4)

Lv
i � mvi S

v
i ¼ 0: (3.5)
Equation (3.4) yields GSS ¼ L, where S ¼ ðSh1;…; ShnÞ
T
and L ¼ ðLh

1;…;Lh
nÞ

T
. Notice that (A1) implies that GS has the Z-sign

pattern (i.e. all off-diagonal entries are less than or equal to zero (Horn & Johnson, 1986)) with positive diagonal entries, and
thus GS is a nonsingular M-matrix (e.g. properties D16 and I29 in (Berman & Plemmons, 1994)). Thus,

S* ¼ G�1
S L; (3.6)

where S* ¼ ðSh*1 ;…; Sh*n ÞT and G�1
S � 0 by (Berman & Plemmons, 1994).

From (3.5) and (A1), we have Sv*i ¼ Lv
i =m

v
i . Therefore, the DFE for system (2.1) is

ðSh*1 ;0; Sv*1 ;0; Sh*2 ;0; Sv*2 ;…; Sh*n ;0; Sv*n ;0ÞT :
3.2. Approximating the domain R0 via laurent series expansion

We now consider the domain R0 for system (2.1) using the next generation matrix (van den Driessche & Watmough,
2002). Using the Laurent series approach of (Tien et al., 2015), we show that to lowest order, the domain reproduction
number can be approximated by a simple expression involving the expectation of the square of the reproduction numbers for
each patch in isolation, where the expectation is taken with respect to a probability measure that involves both network
structure and the local pathogen removal rates.

Ordering the variables in system (2.1) as ðIh1;…; Ihn; I
v
1;…; IvnÞ, we have
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F ¼

0
BBBBBBBBBBBBBBBBBBBB@

bh1S
h
1I

v
1

Nh
1

«

bhnS
h
nI

v
n

Nh
n

bv1S
v
1I

h
1

Nh
1

«

bvnS
v
nI

h
n

Nh
n

1
CCCCCCCCCCCCCCCCCCCCA

; V ¼

0
BBBBBBBBBBBBBBBB@

ðmh1 þ gh
1ÞIh1 �

Xn
j¼1

m1jI
h
j þ

Xn
j¼1

mj1I
h
1

«

ðmhn þ gh
nÞIhn �

Xn
j¼1

mnjI
h
j þ

Xn
j¼1

mjnI
h
n

mv1I
v
1

«

mvnI
v
n

1
CCCCCCCCCCCCCCCCA

: (3.7)

Linearizing F and V at the DFE gives:
F ¼
�

0 Db
Dbv

0

�
; and V ¼

�
GI 0
0 Dmv

�
;

where

Db ¼ diag
n
bh1;…; bhn

o
; (3.8)

Db ¼ diag
�
bv1;…; bvn

�
; (3.9)
v

D ¼ diag
n
mh þ gh;…;mh þ gh

o
; (3.10)
mþg 1 1 n n

Dmv
¼ diag

�
mv1;…;mvn

�
: (3.11)
Note that G is a nonsingular M-matrix with G�1 >0. The next generation matrix is thus
I I

FV�1 ¼
0
@ 0 DbðDmv

Þ�1

Dbv
G�1
I 0

1
A: (3.12)
We now study the spectral radius of (3.12) using a Laurent series expansion for G�1
I . It will be useful to write GI in terms of

z ¼ maxfmhi þ gh
i g, where z is a measure of how quickly pathogen is removed from the nodes of the network. Then we can

write GI as

GI ¼ LI þ zDmþg; (3.13)

where Dmþg ¼ Dmþg=maxfmhi þ ghi g. Thus z > 0 is a parameter describing the scale of infected host removal, and the entries of
Dmþg describe the relative removal rates of infected hosts between the nodes.We can consider the effect of varying zwhile the
relative removal rates of infected hosts between nodes is fixed.

It is useful to interpret the transfer matrix V in terms of an absorbing random walk, where absorption corresponds to
permanent pathogen removal (for example, through infected host recovery or death). Let LdI denote the absorption inverse of
LI with respect to the absorption rates

di ¼ mhi þ gh
i : (3.14)
Properties of the absorption inverse are given in (Jacobsen & Tien, 2018). From (Jacobsen & Tien, 2018), for jzj<1=
rðLdI DmþgÞ we can express the matrix G�1

I as a Laurent series:

G�1
I ¼ 1

z
U þ LdI þ

X∞
k¼1

ð�zLdI DmþgÞ
k
LdI ; (3.15)

where U ¼ u1T
, u ¼ ðu ;…;u ÞT is a basis for the nullspace of L with u > 0 and

Pn u ¼ 1, and d given by

d 1 n I i¼1 i
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d ¼
Xn
i¼1

uidi: (3.16)
Note that u corresponds to the stationary distribution of the random walk on the host mobility network generated by LI,
and thus reflects the structure of the host mobility network. We define G�1

I as the fundamental matrix of the absorbing
random walk generated by GI (Dobrow, 2016).

Now consider the eigenvalues of FV�1. We use the following lemma to exploit the block structure of (3.12).

Lemma 3.2.1. Let A, B, C, D2Mn�nðRÞ. Suppose A is invertible and AC ¼ CA. Then

det
�
A B
C D

�
¼ detðAD�CBÞ:
Proof. Under the assumption that A invertible, we have

�
A�1 0
�C A

��
A B
C D

�
¼
�

I A�1B
�CAþ AC AD� CB

�
: (3.17)

Taking the determinant of both sides and using that AC ¼ CA gives
det

 
A�1 0

�C A

!
det

 
A B

C D

!

¼ det

 
I A�1B

0 AD� CB

!

¼ detðAD� CBÞ:

(3.18)
Next, as the determinant is transpose invariant, we have

det
�
A�1 0
�C A

�
¼ det

�
A�t �Ct

0 At

�
¼ detðA�1AÞ ¼ 1; (3.19)

so

det
�
A B
C D

�
¼ detðAD�CBÞ:-

Using Lemma 3.2.1, we have that

det
�
FV�1 � lI

�
¼ det

0
B@ �Dl DbD

�1
mv

Dbv
G�1
I �Dl

1
CA (3.20)

¼ det
�
D2
l � Dbv

G�1
I DbD

�1
mv

�
; (3.21)

so the eigenvalues of the matrix Dbv
G�1
I DbD

�1
mv

are the square of the eigenvalues of FV�1. As the matrix Dbv
G�1
I DbD

�1
mv

is similar
to the matrix G�1

I DbD
�1
mv

Dbv
, it suffices to find the eigenvalues of the matrix G�1

I DbD
�1
mv

Dbv
.

We now use the Laurent series (6.4) for G�1
I for finding approximate eigenvalues for G�1

I DbD
�1
mv

Dbv
. Let

D̂ ¼ DbD
�1
mv

Dbv
¼ diag

bh1b
v
1

mv1
;…;

bhnb
v
n

mvn
; (3.22)

and consider the approximation for G�1
I using only the lowest order term in (6.4). Then we have
G�1
I D̂z

1
z
UD̂: (3.23)
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Note that U is rank 1 and D̂ has full rank, implying that 1
z UD̂ has only one nonzero eigenvalue, which we can directly

compute:

1
z
UD̂u ¼ 1

z
u1T

d
D̂u

¼ 1
z
1

d
u1T ðD̂11u1;…; D̂nnunÞT

¼ 1
z

�Xn

i¼1
D̂iiui

d

�
u: (3.24)
Thus, the spectral radius of Dbv
G�1
I DbD

�1
mv

is approximately 1
z ð
Pn

i¼1D̂iiuiÞ=d.
Substituting (3.22) and (6.6) for D̂ and d, respectively, and using (3.2), we have the following lowest order approximation to

the domain reproduction number:

R0 z
1ffiffiffi
z

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

D̂iiui
1

d

vuut

¼ 1ffiffiffi
z

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

bhi b
v
i ui

mvi

1

d

vuut

¼ 1ffiffiffi
z

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
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where di ¼ mhi þ gh
i and the expectation ofR2

0;i is with respect to the probability measure diui=d. As pointed out in (Jacobsen&
Tien, 2018), this probability measure corresponds to the stationary distribution of the random walk generated by the Lap-
lacian for the ‘absorption-scaled graph’. Expression (3.25) is the analogue to the approximation obtained in (Tien et al., 2015)
for ‘SIWR’ systems (Tien & Earn, 2010) coupled by environmental pathogen movement, and shows how network structure
(through the ui in the probability measure) and local node characteristics (the node-specific removal rates di, and the node-
specific reproduction numbers) combine to shape the domain R0. Note that in the vector-borne disease setting (2.1), R̂0
involves the square root of the expectation of the square of the reproduction numbers for each patch in isolation.

3.3. Sensitivity analysis

The closed form approximation for the domain R0 in (3.25) allows us to probe how network structure and local disease
characteristics combine to affect disease dynamics. In this sectionwe use (3.25) to examine the sensitivity of the domainR0 to
model parameters. This can help in evaluating the potential impact of intervention strategies.

For sufficiently small z, we can approximate the sensitivity ofR0 to parameter p by differentiating the expression in (3.25)
with respect to p and multiplying by the normalizing term p

R0
as in (Chitnis, Hyman, & Cushing, 2008). This yields the

following scaled sensitivities:

vR0
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bhi
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z
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bhi
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1ffiffiffiffiffiffiffi
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; (3.26)
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vbvi R0

z
vbvi R̂0
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3
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d
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vR0 mvi vR̂0 mvi 1 1 2diui

vmvi R0

z
vmvi R̂0

¼ �
2z

ffiffiffiffiffiffiffi
R̂0

3
q ½R0;i�

d
: (3.29)
Each of the expressions in (3.26) - (3.29) shows how network structure and local dynamics combine to shape the R0
sensitivities. In particular, we see that the relative sensitivities between nodes of R0 to a given parameter are determined
either by R2

0;idiui (for the sensitivities to the transmission parameters bhi ;b
v
i , and to the vector mortality rates mvi ) or g

h
i ui (for

the sensitivity to the host recovery rates ghi ).
Determining effective intervention strategies in the context of heterogeneous local transmission and complex mobility

networks is challenging. The sensitivities (3.26)e(3.29) can be useful for evaluating intervention efforts such as vector
elimination (e.g. increasing mvi in targeted locations), bed net distribution (e.g. decreasing bhi and bvi ), or chemotherapy
following infection (e.g. increasing ghi ) (Sutherst, 2004). We illustrate this first in Section 3.3.1 for a toy example, to show the
interaction between transmission hot spots and mobility sources and sinks. We then turn to an empirical case study of
malaria dynamics in Namibia in Section 4.

3.3.1. Toy example
A practical consideration regarding vector-borne disease dynamics is the role that mobility sources, mobility sinks, and

transmission hot spots play in driving transmission. In the ‘strongly coupled’ regime where the Laurent series is well-
approximated by the first term, the sensitivities (3.26)e(3.29) can be used to disentangle this, as the sensitivity expres-
sions include terms reflecting network structure (ui), local transmission dynamics ðR0;iÞ, and host removal (“absorption
rates”, di). The di appear in the sensitivities (3.26), (3.27), and (3.29) as the product diui, which can be viewed as an effective
network structure term taking absorption rates into account. Indeed, the diui correspond to the stationary distribution of a
random walk on the absorption-scaled graph introduced in (Tien et al., 2015). We illustrate how all these characteristics in-
fluence R̂0 (and thus, for sufficiently small z, R0) with a set of toy examples.

Consider a two-node network, letting the local R0;i values be fixed and taking node two as a transmission hot spot
ðR0;2 >1Þ. A schematic is shown in Fig. 2, with red denoting the transmission hot spot (node 2), horizontal arrows
Fig. 2. Toy example illustrating the relationship between the patch specific reproduction numbers, network structure through ui, and host absorption rates. Node
1 ¼ black, node 2 ¼ red. Red signifies a transmission hot spot. For all cases, R0;1 <1<R0;2. We set up five scenarios in which we change the movement rates mij

and the effective network structure diui. In the cases where the effective network structure terms are not equal, we assume the transmission rates are higher in
node 2 in order to preserve the assumption of node 2 being a transmission hot spot. (a) movement rates are equal (m12 ¼m21) and the effective network structure
terms are equal (d1u1 ¼ d2u2), (b) movement rates between the nodes are different (m12 >m21) and the effective network structure terms are distinct (d1u1 > d2u2,
d1 ¼ d2), (c) movement rates between the nodes are different (m12 < m21) and the effective network structure terms are distinct (d1u1 < d2u2, d1 ¼ d2) (d)
movement rates are equal (m12 ¼m21) and the effect network structure terms are distinct (d1u1 > d2u2, u1 ¼ u2) (e) movement rates are equal (m12 ¼m21) and the
effect network structure terms are distinct (d1u1 < d2u2, u1 ¼ u2).
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corresponding to movement between nodes, and vertical arrows corresponding to absorption. We assume that as the ab-
sorption rates vary (for example, between (a) and (d)), the transmission rates compensate in order to keepR0;i fixed. We now
consider several scenarios. In the first three cases, we vary the movement rates and the effective network structure terms by
changing ui. In (a), we have a network with equal movement rates m12 ¼m21 and equal absorption rates between the nodes.
Thus the effective network structure terms diui are equal, and according to (3.26), (3.27), and (3.29), R̂0 is more sensitive to
the transmission parameters bhi ; b

v
i and vector mortality rate ðmvi Þ in the transmission hot spot (node two). However (3.28)

indicates that the sensitivity of R̂0 to the host recovery rates ghi are approximately equal between nodes. These results suggest
that for balanced networks (i.e. networks where all the patches have equal net inflow and net outflow), with equal absorption
rates, targeting transmission hot spots for interventions affecting transmission rates and vector mortality will lead to the
largest reductions in R̂0. In contrast, interventions that increase host recovery rates (for example, through increased treat-
ment rates) will lead to comparable reductions in R̂0 regardless of where the intervention is applied.

In (b), we consider an unbalanced networkwithm12 >m21 and d1¼ d2. In the language of (Tatem et al., 2014), node one is a
mobility sink, and node two is a mobility source. This situation corresponds to u1 > u2, and the transmission hot spot cor-
responds to a mobility source on the absorption-scaled graph. Whether R̂0 is more sensitive to the transmission

�
bhi ; b

v
i
�
and

vector mortality ðmvi Þ parameters for node one versus node two depends upon the specific numerical values of ui and R0;i.
Thus further details are necessary for determining where to target interventions affecting bhi ;b

v
i , and mvi .

In (c), we switch the mobility rates so that node one is the mobility source, and node two the mobility sink (i.e.m12 <m21)
and again let d1 ¼ d2. Here the transmission hot spot corresponds to a mobility sink on the absorption-scaled graph. R̂0 is
more sensitive to the parameters in node two compared to node one since we have thatR0;1u1 <R0;2u2 for the transmission
and removal parameters. Thus interventions at nodes that are simultaneously mobility sinks and transmission hot spots are
likely to lead to relatively large reductions in domain R̂0 when targeting transmission and removal terms.

In (d) and (e) we setm12 ¼m21, but let d1 s d2. It is possible for the transmission hot spot to correspond to a mobility sink
on the absorption-scaled graph, inwhich case R̂0 is more sensitive to all the parameters in a transmission hot spot. This case is
shown in (d). It is also possible for the transmission hot spot to correspond to a mobility source on the absorption-scaled
graph. In this case the relative sensitivities of R̂0 to bhi ; b

v
i , and mvi in node one versus two depend upon the specific nu-

merical values for R0;i and diui.

4. Case study: malaria in Namibia

We turn now to a case study of malaria in Namibia to illustrate how the techniques we have developed can be applied in
practice. Data for this section are described in (Ruktanonchai et al., 2016b). Notably (Ruktanonchai et al., 2016b), provides
both detailed empirical data on host mobility through cell phone records, as well as parameter estimates for local disease
transmission characteristics through the Malaria Atlas Project. These are precisely the types of data required for applying our
methods for approximating the domain R0 and examining its sensitivities to model parameters for evaluating intervention
strategies. The mobility data from (Ruktanonchai et al., 2016b) are in the form of a mixing matrix directly suitable for a
Lagrangian modeling framework. We will follow the approach established in (Vargas Bernal, Saucedo, & Tien, 2022) to
associate the Eulerian and Lagrangian frameworks by relating the ‘residence times’ for the two models.

4.1. Mobility network

Ruktanonchai et al. (Ruktanonchai et al., 2016b) use anonymized cell phone records involving 9 billion communications
sent by 1.19 million unique SIM cards in 2010 to estimate mobility patterns in Namibia. Locations were determined to the
health district level (level 2 shapefile for Namibia given by Database of Global Administrative Areas) based upon cell tower
corresponding to last communication for each day. Movement between health districts was estimated from changes in cell
tower locations between communications, and resident health districts for each SIM card were estimated frommost frequent
location over a one year period. Communication records were then aggregated across SIM cards to estimate a mixing matrix
P ¼ ðpijÞn�n giving the proportion of time that a resident of j spent in i. The matrix P is a non-negative matrix with column
sums equal to 1. For additional details, see (Ruktanonchai et al., 2016b).

We wish to use the mixing matrix P to estimate the adjacency matrix MI in (2.1) for movement of infected hosts. While the
majority of the data likely come from individuals whose movement is not affected by illness, we make the simple assumption
here that the aggregate cell phone data from which P is computed are representative of movement for infected individuals.
Illness has the potential to significantly impact movement patterns (Lin, Deger, & Tien, 2016). Further understanding of how
illness affects movement and identifying data streams for estimating mobility patterns for infected individuals are important
areas for future work.

The mixing matrix estimated by (Ruktanonchai et al., 2016b) is suitable for a Lagrangian modeling framework (Cosner
et al., 2009). To adapt to the Eulerian framework used in (2.1), we use the idea of (Vargas Bernal, Saucedo, & Tien, 2022)
to relate the two modeling frameworks through the expected ‘residence times’ of the two frameworks. We briefly describe
our approach below; further details on this approach and comparison of the Lagrangian and Eulerian frameworks in the
context of vector-borne disease is given in (Vargas Bernal, Saucedo, & Tien, 2022). Specifically, we do so by matching the
expected times that individuals from j spend in i in both models. For system (2.1), the i, j entry of ðLþ DmþgÞ�1 corresponds to
the expected time an (infectious) host in j spends in i, while the empirically estimated pij corresponds to the proportion of
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time a resident of j spends in i. Multiplying this proportion by the infectious period 1=ðmhj þghj Þ gives the expected time that an
infectious resident of j spends in i. Equating these two expressions gives

ðLþ DmþgÞ�1 ¼ PD�1
mþg: (4.1)
Given P and Dmþg, it remains to estimate L. We do so by using the Frobenius norm to treat this as a constrained least squares
problem, in the casewhere P is invertible (as is indeed the case for the Namibia cell phone data). Suppose that P invertible, and
let P̂

�1 ¼ PD�1
mþg. Let k ,kF denote the Frobenius norm. Then with (3.1) we have

min A�0k
�
Lþ Dmþg

��1 � P̂�1kF ¼ min A�0kLþ Dmþg � P̂ kF
¼ min A�0kW � Aþ Dmþg � P̂ kF
¼ min A�0kW � A�

�
DmþgP�1 � Dmþg

�
kF

¼ min A�0kW � A� Dmþg

�
P�1 � I

�
kF : (4.2)

In the case where all of the absorption rates are the same, Dmþg is equal to a scalar multiple of the identity and (4.2) can be
written as

min
Â�0

kŴ � Â�ðP�1 � IÞkF ; (4.3)

where W ¼ ŴDmþg and A ¼ ÂDmþg.
Numerical solutions to (4.3) were computed in MATLAB R2018A using the constrained linear least squares function lsqlin.

The resulting estimated adjacency matrix for Namibia based upon the cell phone data is shown in Fig. 3.
As discussed in (Vargas Bernal, Saucedo, & Tien, 2022), (4.3) may not have a solution corresponding to zero. In the lan-

guage of (Vargas Bernal, Saucedo, & Tien, 2022), such a situation is said to be inconsistent, and this is the case for the Namibia
data. To examine how closely the estimated adjacency matrixMI matches the original cell phone data, we consider the partial
rank correlation coefficients between the entries of ðLþ DmþgÞ�1 and P̂

�1
(Marino, Hogue, Ray, & Kirschner, 2008). The

resulting partial rank correlation coefficients are shown in Fig. 4 (computations were done using the partialcorr function
in MATLAB). From Fig. 4, we observed that over 90% of the PRCCs are above the value 0.90.
Fig. 3. The estimated connectivity network for Namibia. The distinct color lines on the map represent the level of connectivity between each region. The blue
lines indicate a weak connectivity (Aij < 0.019), the green lines represent an intermediate level of connectivity (0.019 < Aij < 0.039), and the red lines denote
strong connectivity (Aij > 0.039). To avoid an overcrowded graph, we show values Aij > 0.01.
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Fig. 4. Partial rank correlation coefficients (PRCC) between the empirically observed mixing matrix based upon cell phone data from (Ruktanonchai et al., 2016b),
and residence times (L þ D)�1 for system (2.1). The majority of the PRCC values are above 0.90.
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4.2. Local transmission parameters

Parameters for each health district were based upon estimates from (Ruktanonchai et al., 2016b), who used data from the
Malaria Atlas Project to parameterize a Ross-Macdonald SIS model in a Lagrangian framework for host movement. Specif-
ically, Ruktanonchai et al. give estimates of 0.3 for the human feeding rate of mosquitoes per day, 0.1 for the probability of
transmitting from mosquito to human, 0.214 for the probability of transmitting from human to mosquito, 10 days for the
incubation period, 0.1 per day for the death rate for mosquito, and 1/150 per day for the recovery rate of humans
(Ruktanonchai et al., 2016b). We additionally estimate the host mortality rate to be 1/23002 per day from census data for
Namibia (Plecher, 2018).

Ruktanonchai et al. (Ruktanonchai et al., 2016b) estimate the local reproduction numbersR0;i based on malaria incidence
data reported in the Malaria Atlas Project, assuming that disease is at steady state. We use their estimated local reproduction
numbers for system (2.1) here. Values for the transmission parameters bi, bv,i were then made assuming that these parameter
values were equal within a given health district.
4.3. Sensitivity analysis

We now apply the sensitivity equations (3.26) - (3.29) to the Namibia data. Note that a necessary prerequisite for using the
sensitivity equations is for the scale parameter z to be within the radius of convergence of the Laurent series (6.4), which is
equivalent to 1< 1

rðLdDmþgÞ . This is indeed the case here, with 1
rðLdDmþgÞ ¼ 7:54, well within the radius of convergence.

As noted in Section 3.3, the relative sensitivities between health districts depend uponR0;idiui (for sensitivity to bhi ;b
v
i , and

mvi ) and ghi ui (for sensitivity to gi). Herewe use the same absorption rates di and recovery rates gh
i across health districts (Table

2), so the relative sensitivities are determined by the patch reproduction numbersR0;i and the network structure through ui.
Fig. 5a and b shows R0;i and ui by health district, respectively. Note that the health districts with high within-patch trans-
missibility (dark blue, Fig. 5a) tend to be distinct from the health districts with high values of ui (dark blue, Fig. 5b). This is
consistent with the findings reported by (Ruktanonchai et al., 2016b) regarding transmission hot spots versus mobility sinks
Table 2
Parameters values for system (2.1) used for the malaria Namibia case study. Note that the
transmission parameters for the host and vector range from 0 to 0.0279. Source:
(Ruktanonchai et al., 2016b).

Parameter Value Units

bhi
½0;0:0279� days�1

mhi
1

23002
days�1

gh
i

1
150

days�1

bvi ½0;0:0279� days�1

mvi 1
10

days�1
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Fig. 5. (a) Reproduction numbers for each health district in isolation, as estimated by (Ruktanonchai et al., 2016b). (b) Values for the network structure through ui
by health district.
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and sources. For example (Ruktanonchai et al., 2016b), report high patch reproduction numbers and disease prevalence in
several rural northern health districts. By contrast, mobility sinks correspond to urban areas.

Comparison of patch reproduction numbers R0;i and network structure through ui in Fig. 5 shows differences in which
health districts correspond to transmission hot spots (high R0;i; Fig. 5a) compared to health districts corresponding to
mobility sinks (high ui; Fig. 5b). Transmission hot spots are found in rural health districts in the northeastern part of the
country. For example, the highest patch reproduction numbers are found in the Rundu Rural West, Rundu Rural East,
Mashare, and Mpungu health districts. By contrast, mobility sinks are found in urban areas, with the highest values for ui
corresponding to Windhoek West, Oshakati East, Rundu Urban, and Katima Muliro Urban.

Fig. 6 shows the relative sensitivities of R̂0 to bhi (Fig. 6a) and gh
i (Fig. 6b). From sensitivity equations (3.26), (3.29), and

from our assumption that the host recovery rates ghi and absorption rates di are equal through each health district, it is
expected to observe similar maps in Fig. 6a and c. However as discussed in Section 3.3.1, the relative sensitivities of R̂0 to bhi ;

bvi , and mvi are determined by a combination of network structure and local transmission characteristics, via theR0;idiui terms
in (3.26) - (3.27) and (3.29). For the Namibia data, the four health districts where the domain R̂0 is most sensitive to these
parameters are Oshakati East, Katima Muliro Urban, Rundu Urban, and Ondangwa. Note that these health districts do not
correspond to the four highest transmission hot spots, nor do they correspond to the ordering of the four highest mobility
sinks (although Oshakati East, Katima Muliro Urban, and Rundu Urban are among the four health districts with highest ui
values). Thus intervention efficacy in terms of local transmission ðbhi ; bvi Þ and vector removal ðmvi Þ is not determined by
mobility sinks and transmission hot spots independently of one another, but upon a combination of these factors. By contrast,
the relative sensitivities to host recovery ghi depends only upon the network structure through ui in this case study (see
equation (3.28)) as we assumed the host recovery rates to be equal. The consequence of having equal host recovery pa-
rameters can be seen in the similarities of Figs. 5b and 6b.

The sensitivities shown in Fig. 6 were computed from (3.26)-(3.29), which in turn are based upon the lowest term in the
Laurent series expansion (6.4). The accuracy of these sensitivities thus depends upon the scale parameter z in (6.4). To
examine the robustness of our conclusions from the sensitivities shown in Fig. 6, we examine how numerically computed
sensitivities vary over a range of values for z. Fig. 7 shows how numerically computed sensitivity rankings for bhi ;g

h
i , and mvi

change over a range of z values. The rankings show very little change for z < 0.01, which includes the estimated z value of
0.0067 from the Namibia cell phone data (dashed line). These findings indicate that conclusions from the sensitivity equations
(3.26)-(3.29) are informative for the parameter ranges considered.

5. Discussion

Disentangling the effects of network structure and transmission hot spots is a fundamental issue for understanding in-
fectious disease dynamics. The analytical results presented in this paper can help elucidate how network structure and local
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Fig. 6. Comparison of R̂0 sensitivities to health district parameters. Color corresponds to rank (107 ¼ least sensitive health district, 1 ¼ most sensitive health
district). (a) Sensitivities of R̂0 to bhi , calculated from (3.26). (b) Sensitivities of R̂0 to gh

i , calculated from (3.28). (c) Sensitivities of R̂0 to mvi , calculated from (3.29).
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transmission characteristics combine to affect vector-host disease dynamics. As our case study of malaria in Namibia illus-
trates, these analytical results can be applied to empirical disease settings of public health interest. Closed form expressions
approximating the domainR0 and sensitivities ofR0 to model parameters such as those provided here are important beyond
simply the numerical values they provide, as they give insight into the factors underlyingR0 and the parameter sensitivities.

Data on both network connectivity as well as local transmission characteristics are needed to apply themethods presented
in this work. The malaria case study in Namibia utilized cell phone data to estimate network connectivity, and disease
prevalence data to estimate local transmission parameters. Human mobility data are being collected from diverse sources,
including traffic patterns, cell phone data, airflow, navigation app use, social media posts, and more. Detailed data are being
collected as well on host demography (Corder, Ferreira, & Gomes, 2020) and vector habitat suitability (Ayala et al., 2009;
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Fig. 7. Rankings of the numerically computed sensitivities of R̂0 for system (2.1) to patch parameters. The yellow line represents the least sensitive node, the red
represents the medium sensitive node, and the blue represents the most sensitive node. The purple dotted line represents the time scale from the data. As the
time scale approaches zero, the simulated ranks converge to the analytic rankings.
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Chahad-Ehlers, Fushita, Lacorte, de Assis,&Del Lama, 2018). Public repositories will facilitate research on integrating network
and local transmission data for understanding disease dynamics.

The techniques presented here build off of methods developed in (Tien et al., 2015) for a patch ‘SIWR’model (Tien & Earn,
2010) coupled by environmental pathogen movement. The methodology is flexible and can be applied to a variety of
epidemiological models. This includes expansion of system (2.1) to incorporate the movement of vectors, which is an
important factor in considering vector-borne diseases (Smith et al., 2004). The scales of movement for host and vector may
differ significantly. For example, the typical movement scale for mosquitoes is on the order of a few kilometers (Kaufmann &
Briegel, 2004). Although there has been work that has incorporated host and vector movement (Cosner, 2015; Phaijoo &
Gurung, 2017), additional studies are needed that merge theoretical concepts with data to understand the interplay of the
disease between the host and vector as seen here and in (Vargas Bernal, Saucedo, & Tien, 2022).

The Laurent series (6.4) underlying our analytical results converges for sufficiently small pathogen removal (‘absorption’)
rates. For the malaria in Namibia case study, this criterion is amply met. Indeed, the estimated infectious period is sufficiently
long that taking only the lowest order term in the series suffices to give a good approximation. In other situations, additional
terms may be needed. For example, a refinement of this work would be to directly estimate the local reproduction numbers
for system (2.1) from the Malaria Atlas Project incidence data. We note that for other disease settings, pathogen removal may
be fast relative to movement. In this ‘weak coupling’ regime, a different series expansion for the fundamental matrix may be
used. Further study of how disease dynamics vary with coupling strength is an area for future work.
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Appendix. Overview of the Laurent series expansion and R0

Absorption, movement, and random walks

In this sectionwe provide an overview of the Laurent series approach for approximating the domain reproduction number
introduced in (Tien et al., 2015). Further information on this approach can be found in (Jacobsen & Tien, 2018; Tien et al.,
2015).

Consider system (2.1) and the domain R0 according to the next generation matrix approach (van den Driessche &
Watmough, 2002). The next generation matrix FV�1 involves a matrix V describing the transfer of existing infections. In
(2.1), the transfer of existing infection in hosts occurs through either movement or removal (i.e. death or recovery). The
mobility network for infected host movement appears in the transfer matrix via the (unnormalized) graph Laplacian L.

As in (Tien et al., 2015), the transfer matrix V has the following block:

Vsub ¼ Lþ D; (6.1)

where L is the (unnormalized) graph Laplacian for infected host movement, and D ¼ diagfmhi þghi g corresponds to host
removal.

Note that (A1) and (A2) imply that D is full rank, and (A3) together with the preceding discussion give that L has one-
dimensional nullspace spanned by u. We will refer to D as the host absorption matrix. This appearance of the graph Lap-
lacian plus absorption in the transfer matrix is pervasive in Eulerian modeling frameworks for movement between discrete
spatial locations. See (Tien et al., 2015) for an example involving environmental pathogen movement.

For the next generation matrix, we need the inverse of the transfer matrix; hence wewill need to invert (6.1). As discussed
in (Tien et al., 2015), a key point is the relative magnitudes of movement (kLk) to absorption (kDk). Let

D ¼ zD; (6.2)

where

D ¼ D



max
i

Dii: (6.3)

Thus z > 0 is a parameter describing the scale of absorption. We can consider the effect of varying z while the relative ab-
sorption rates between nodes is fixed.

For sufficiently small z, ðLþ zDÞ�1 can be expressed as a Laurent series. Particularly important here is the absorption inverse
Ld, described in (Jacobsen & Tien, 2018). As given in (Jacobsen & Tien, 2018), for jzj<1=rðLdDÞ, we have

ðLþ zDÞ�1 ¼ 1
z
U þ Ld þ

X∞
k¼1

ð�zLdDÞkLd; (6.4)

where U ¼ u1T

d
. Note that the higher order terms of (6.4) depend upon the absorption inverse Ld. The absorption inverse Ld is a

generalized inverse of the graph Laplacian, that is closely related to the absorption-scaled graph AD�1. The absorption inverse
thus integrates features of both the network structure (A) as well as the absorption rates at the nodes (D). For characterization
and description of properties of Ld, see (Jacobsen & Tien, 2018); numerical methods for computing Ld are presented in (Benzi,
Fika, & Mitrouli, 2019).

The Laurent series (6.4) can be used to derive approximations to R0 by truncating the series after a desired number of
terms. For example, for the network model with environmental pathogen movement studied in (Tien et al., 2015), approx-
imating R0 using the lowest order term in the Laurent series gave

R0zE½R0;i�; (6.5)
where R0;i is the reproduction number of location i in isolation and the expectation is taken with respect to the probability
measure diui=d, with
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d ¼
Xn
i¼1

uidi: (6.6)
We shall see that this same probability measure features prominently for the vector-borne diseasemodel studied here.We
thus mention one way to think about this probability measure: diui=d corresponds both to components of a basis for ker Ld,
and to the stationary distribution of the continuous-time random walk generated by the Laplacian of the absorption-scaled
graph.
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