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Abstract 
 
Materials age and their properties can evolve over time scales that in many cases can be captured 
in laboratory experiments. Creep is one of the most commonly observed ageing phenomena, and 
the underlying mechanisms typically involve continuous plastic deformation or diffusion under 
the applied stress. In the elastic regime and at room temperature, time-dependent deformation is 
not expected in typical solids, unless the material is viscoelastic. Here, we performed multi-scale 
simulations and discovered that deformation creep, and thus, time evolution of the contact area  
can occur at interfaces between solid materials in the absence of plasticity, diffusion, or 
viscoelasticity. This creep takes place when material interface is reactive, and it arises from the 
successive formation of adhesive interfacial chemical bonds that pull the surfaces towards each 
other. Those chemical bonds not only increase the contact area, but also enhance the shear strength, 
resulting in a synergic effect on ageing of frictional contacts, where the static friction increases 
with the contact time. Our work provides a new contact creep mechanism, and furthermore, reveals 
that contact ageing can originate from not just the increase in the “contact quantity” –– contact 
area, but also from the “contact quality” –– shear strength, and more importantly, the two 
mechanisms are not necessarily independent of each other. 
 
 
Under a constant applied load materials can undergo creep, and the underlying time-dependent 

deformation mechanisms include atomic diffusion1,2, dislocation motion3, and molecular chain 
rearrangement4. Creep is also relevant for interfaces under mechanical loads. The local contact 
pressure can vary significantly across the interface due to the surface roughness5, which can result 
in asperity creep where the local pressure is high enough to cause permanent plastic deformation. 
Indeed, the increase in the contact area due to plastic deformation and creep has been reported 
experimentally6,7. 
Quantification of the contact area has been pursued since the pioneering work by Hertz in 

18828, which is of practical importance, as the contact area affects various physical properties at 
the material interface, such as friction, heat transfer, and electronic conductivity. Specifically, the 
contact area, A, is related to the friction force F through the equation 𝐹 = 𝜏 × 𝐴, where 𝜏 is the 
interfacial shear strength. Thus, an increase in the contact area due to the asperity creep will result 
in increase in the static friction –– a phenomenon called contact ageing. 
Contact ageing exists in a wide range of materials 9–12 and is believed to play critical roles in 

multiple fields and applications, including earthquake mechanics13, wafer bonding14, and 
nano/micro-electromechanical systems15. The aging mechanism by asperity creep is often referred 
to as the “contact quantity” hypothesis, as it is related to the change in the number of physical 
contacts across the interface.6,11,16,17. The “contact quality” hypothesis is another major hypothesis, 
where the increase in friction 𝐹 is attributed to the time-dependent increase in the shear strength 𝜏, 



and the contact area is instead assumed be a constant. The underlying physics of the “contact 
quality” hypothesis vary with materials, but is related to the time evolutions of the local physical 
and chemical state, such as better-pinned state of local atomic contacts18, molecular densification19, 
or interfacial chemical bonding10,20–22. 
Up to now, the two contact ageing hypotheses have been investigated mostly independently, 

assuming one of them, i.e., increase in the area 𝐴 or shear strength 𝜏, is the major or the only reason 
for the increase in the static friction 𝐹. Only a few recent papers reporting scenarios where both 
the quantity and the quality of contact contribute to contact aging at the same time18,19. In the study 
reported in Ref. 18, which was carried out on a silicon-graphene interface, the true contact area 
increases due to the puckering of the graphene (quantity increase), and the shear strength increases 
because local atomic contacts evolve towards a more commensurate and better-pinned state 
(quality increase). In Ref. 19, the increase in friction at an interface between two polymers has been 
attributed to a combination of the creep flow of the asperity (quantity increase) and the local 
densification of molecules, which in turn inhibits intermolecular twists (quality increase). In both 
cases, although the increases in contact quality and contact quantity occur simultaneously, these 
two effects are not coupled to each other and have fundamentally different underlying physical 
mechanisms. 
Here, we use molecular dynamics (MD) and kinetic Monte Carlo (kMC) simulations to 

demonstrate a new mechanism for the asperity contact creep and consequently for the contact 
aging, termed chemical creep. We discovered that the contact area can evolve over time, even for 
the pure elastic contact, as a result of the successive formation of adhesive chemical bonds across 
the interface, such as siloxane bonds at SiO2-SiO2 interfaces23, which pull the contacting surfaces 
towards each other, leading to an increase in the contact area of asperities. At the same time, these 
interfacial bonds will also increase the resistance to the horizontal frictional shearing, as previously 
proposed as the chemical origin of “contact quality” hypothesis10,20–22. In other words, the 
mechanical strength of interfaces, e.g., the static friction, can be simultaneously increased by the 
change in both the contact area (quantity) and the shear strength (quality) by means of the same 
underlying process – interfacial chemical bonding.  
The chemical creep occurs due to the finite additional normal force that arises from the 

formation of chemical bonds across the interface. Here, we define the normal force induced by the 
formation of an interfacial chemical bond as bond-induced force. In order to sample physically 
realistic distribution of the bond-induced forces, we use amorphous silica-silica interfaces as an 
example. Specifically, we prepared two slabs of amorphous silica with hydroxylated surfaces, and 
we put the two slabs into contact as shown in Fig. 1. Siloxane bonds at different interfacial 
positions are formed by hand for those Si-Si pairs that are within the cut-off distance of 3.6 Å24. 
Those interfacial Si-Si pairs that are already bridged by O (defined based on the Si-O cutoff 
distance of 1.8 Å24) in the initial configuration when the upper and the lower slabs are brought into 
the contact are not included for sampling the bond-induced force.  
The indentation depth of slab-slab contacts (both bonded and unbonded interfaces) is changed 

successively by moving the upper slab towards or against the lower slab with a step of at most 0.04 
Å, and the contact pressure is calculated at each indentation depth. The contact pressure is 
calculated by dividing the time-averaged normal force applied to the fixed boundary layers, as 
shown in Fig. 1 (a), by the nominal area of the interface. Here, the 0 Å indentation depth is defined 
as the depth at which the slabs are initially brought into contacts at which the bonds are formed 
manually. The range of indentation depths that we chose is from -1.2 Å (the lowest contact pressure) 
to 1.2 Å (the highest contact pressure), which corresponds to the contact pressures of a unbonded 



interface from 0.9 to 6.9 GPa. We repeat this process for 4 different interfaces. Here, the different 
interfaces are created by moving the upper slab horizontally within the plane of the interface. We 
identified two types of bonding mechanisms: mechanism 1 (condensation): Siup-OH + Silow-OH = 
Siup-O-Silow + H2O, and 2) and mechanism 2 (swapping): Siup-OH + Silow-O-Silow = Siup-O-Silow + 
Silow-OH. In this notation, Siup and Silow are silicon atoms in the upper and lower silica slabs, 
respectively. From the 4 interfaces, 13 instances of mechanism 1 and 4 instances of mechanism 2, 
indicating mechanism 1 is about 3 times more likely than mechanism 2 for an amorphous silica-
silica interface.  
In Fig. 1 (b), we show the calculated bond-induced force as a function of the indentation depth 

for both bonding mechanisms 1 and 2, where the negative (positive) value means the bond is 
adhesive (repulsive). We calculate the change in the contact load upon forming one single bond at 
fixed indentation depth, and the bond-induced force is averaged across all the interfaces. As it can 
be seen, both bonding mechanisms are adhesive, i.e., -0.56 nN and -0.37 nN on average for 
mechanism 1 and 2, respectively, and the bonds formed by mechanism 1 are slightly more adhesive 
than by mechanism 2. With the error bars taken into consideration, the range of bond-induced 
forces for the silica-silica interface falls approximately in the range from – 1.0 to 0.4 nN. We also 
conducted additional MD simulations to check whether pre-existing interfacial bonds on nearby 
sites affect the bond-induced force (see S3 in Supporting Information). Our simulation results 
indicate that the effect from the neighboring bonds is limited, where the bond-induced force only 
differs by ~ 0.1 nN from the one calculated without neighboring bonds. The specific value of the 
bond-induced force may also depend on the environment (e.g., pH, humidity, etc). However, it is 
not our goal to provide a quantitative value of bond-induced force for any surface, but instead to 
demonstrate that the order of magnitude of the bond-induced force is large enough to induce 
chemical creep. 
Our simulations also show that for mechanism 1, there is a slightly increasing trend of bond-

induced force (i.e., bonds become less adhesive) as the indentation depth is increased. This could 
be understood that as the slab is indented more, the reaction site becomes more repulsive. 
Conversely, when the contacting surfaces move away from each other, the bond is stretched and 
becomes more adhesive/attractive. In contrast to mechanism 1, for mechanism 2 there is no clear 
monotonic trend in the bond-induced pressure vs. indentation depth. Such difference can originate 
from the bonding energetics or the strain energy stored in the surrounding bulk23, but the exact 
physical origin is unclear. Nonetheless, our current simulation results clearly demonstrate that the 
chemical bonding at the material interfaces indeed induces a change in the normal force in the 
contacts.  
When experiments are carried out at a constant load, as often set as the boundary condition in 

atomic force microscopy (AFM)10,21,25, formation of interfacial chemical bonds with non-zero 
bond-induced force will lead to a change in the separation distance between the sliding tip and the 
substrate in order to compensate for the change in the normal load. The change in the surface 
separation will in turn result in a change in the asperity indentation depth and the contact area, i.e., 
chemical creep, following whichever load-area relationship is appropriate for a given contact 
mechanics26. In order to further demonstrate that such bond-induced force also exists in the round 
tip – flat substrate contacts, we also conducted MD simulations to calculate the bond-induced force 
at tip-substrate contact with the tip radius of 9 nm, where the system size is large enough to show 
that the strain is localized near the interface (see section S4 in the Supporting Information for 
computational details). The average bond-induced forces at the tip-substrate contact obtained for 
mechanisms 1 and 2 are -0.31 nN and -0.36 nN, respectively, which both is on the same order of 



magnitude of the average bond-induced force obtained for the flat slab-slab contacts, as shown in 
Fig. 1 (b). The negative value obtained for the large tip-substrate contact further indicate the 
adhesive nature of the interfacial siloxane bonds. Our MD simulations on tip-substrate contact also 
show that the contact area has increasing trend with the normal load, as expected from the 
conventional single asperity contact mechanics models (see Fig. S3 in Supporting Information). 
Therefore, our simulation results indicate that the chemical creep can indeed occur for tip-substrate 
contacts, which is due to the interfacial adhesive bonds that increases the normal load. 
 

 
Figure 1 (a) Contacting amorphous silica slabs used in MD simulations. The top and bottom 7 Å 
layers are fixed during the simulations. The indentation depth is changed by successively moving 
the upper slab in the vertical direction. The red, cyan, beige, and white colors represent, O in the 
lower slab, O in the upper slab, Si, and H, respectively. (b) Bond-induced force as a function of 
the indentation depth for different bonding mechanisms calculated using classical MD simulations. 
Blue and red data is sampled from the bonded interface with reaction mechanisms 1 and 2, 
respectively. The error bars are standard error of the mean of bond-induced forces at a given 
indentation depth, and the dashed horizontal lines are the mean values averaged over different 
indentation depths. 
 

 
In order to estimate how a bond-induced force affects the contact area, and how it further 

affects the contact ageing, we adapted the kMC model originally developed for simulating the 
formation of bonds within a fixed nominal contact area of single asperity contacts20,27. In our 
original kMC model27, the nominal contact area is pre-determined by the Derjaguin, Muller, and 
Toporov (DMT) contact model28 with a given normal load and a pull-off adhesion force. The 
number of reaction sites is then calculated assuming a surface density of Si-OH group2 29. The 
schematic visualization of the original kMC model is shown in Figs. 2 (a) and (b), where the white 
color represents surface sites outside the contact region (not available for bonding), and blue and 
pink, respectively, represent unbonded and bonded sites within the contact region. In the case of 
silica-silica interface, the white and blue sites represent out-of-contact and in-contact silanol 
groups (Si-OH), respectively, and the pink site represents the siloxane bond (Si-O-Si). Before the 
simulation starts, all the reaction sites are initially set to the unbonded state, as shown in Fig. 2 (a), 
where the energy barrier for chemical reaction at each site is sampled from a given distributions. 
As the simulation evolves, bonds form at reaction sites that are randomly selected based on the 



probabilities determined by the energy barriers. The counts of pink sites at the end of the simulation, 
as shown in Fig. 2 (b), represents the number of interfacial bonds. 
Here, the kMC model has been further developed to enable a change of the nominal contact 

area throughout the simulation by updating the total normal load every time a new bond is formed. 
If the nominal contact area is increased by forming adhesive bonds, which is calculated using the 
DMT model with the updated adhesive force, the corresponding number of new unbonded sites 
are selected randomly and added in the periphery of the original contact region. On the other hand, 
if the nominal contact area is reduced by forming repulsive bonds, the unbonded reaction sites at 
the periphery of the contact are removed from kMC simulations. Fig. 2 (c) show the schematic 
visualization of the kMC simulation that allows for an increasing in the nominal contact area. In 
our new kMC model, we also assume that the increase in the static friction measured at the end of 
the ageing is proportional to the number of interfacial bonds, which has been justified previously30. 
No plastic deformation is explicitly included, as the main goal is to investigate the coupling of the 
chemical bonding and the chemical creep in the elastic regime. Indeed, the range of contact 
pressures we obtained from our MD simulations is  about 1-7 GPa, which are below the 
experimentally determined indentation hardness of amorphous silica of ~10 GPa31.  
 

 
 
Figure 2 Schematic picture of the kMC simulation. (a) Before, (b) during the simulation without 
any creep and (c) during the simulation with creep. Blue and pink are unbonded sites (e.g., Si-OH) 
and bonded sites (e.g., Si-O-Si) within the contact, respectively. White represents sites (e.g., Si-
OH) that are outside of the contact region. The size of each rection site is determined by the surface 
density of silanol groups29. 
 
In principle, in order to simulate real material interfaces, the energy barriers at each reaction 

site with different local atomic configurations should be known a priori. Such approach would 
require a large number of quantum mechanical calculations. Here, instead of simulating 
amorphous silica-silica interfaces with specific atomic configurations, we examine two general 
interfacial scenarios with different energy barrier distributions, i.e., 1) exothermic interface and 2) 
endothermic interface, as shown in Fig. 3 (a). The ranges for energy barriers, 𝐸!,#$%&, for bond 
formation were chosen to fall in a physically-justifiable range based on previous theoretical studies 
of silica-silica interfaces 20,27,32. The range of energy barriers for bond breaking, 𝐸!,#$%&, is shifted 



from that of 𝐸!,#$%&  in the opposite directions for the two scenarios, which creates different 
numbers of exothermic and endothermic reaction sites across the interface. The exothermic and 
the endothermic interface can each have negative (exothermic) and positive (endothermic) reaction 
energy sites, but the former interface has a greater number of negative reaction energy sites than 
the positive ones and vice versa. The qualitative trend obtained from our kMC simulations should 
be universal for other material interfaces with similar chemical bonding energetics.   
For the specific case of silica-silica interface considered earlier, we obtained the reaction 

energy for bond formation as a function of the indentation depth (see Fig. S5 Supporting 
Information). Our results show that the reactions sampled in our silica-silica interfaces are 
exothermic on average. Previous ReaxFF MD simulation showed that there can also be 
endothermic reactions at the amorphous silica-silica interface20. Our previous work based on ab 
initio calculations at the crystalline SiO2-SiO2 interfaces also showed that the bonding reaction can 
be endothermic23. Fully determining the reaction energetics of all the possible reactions at the 
amorphous silica-silica interface are computationally expensive, which is left for future study. 
We also assume that the bond-induced force, 𝐹!$'( , of different reaction sites follows a 

Gaussian distribution, under the assumption that the amorphous surface has random local atomic 
configurations that lead to the variation in the bond-induced force. In the following, kMC 
simulations are performed with two different distributions, where the mean value of the 
distribution 〈𝐹!$'(〉 is set either to - 0.4 nN or - 0.2 nN, as shown in Fig. 3 (b). The range of the 
distributions of 𝐹!$'( agrees with the range obtained by our MD simulations (Fig. 1 (b)). The 
interface simulated with distribution around 〈𝐹!$'(〉 = - 0.4 nN contains bonds that are overall 
more adhesive compared to the interface with 〈𝐹!$'(〉 = - 0.2 nN. In both cases, we assume that 
the distribution of bond-induced force does not change during the ageing, even if the asperity is 
indented more due to the chemical creep. Other parameters used in the kMC simulations are listed 
in Supporting Information, which are set according to the typical AFM experimental setups for 
single asperity contact ageing measurements, and consistently with our earlier kMC models that 
were fitted to AFM experiments of contact ageing on amorphous silica-silica interfaces. 
  

 
Figure 3 (a) Energy barrier distributions. The black curve is the energy barrier for bond formation, 
𝐸!,#$%& . The red and the blue curves are the energy barrier for bond breaking, 𝐸!,!%)*+  for 
exothermic and endothermic interfaces, respectively. (b) The two different distributions of bond-
induced force, 𝐹!$'(, used in the kMC simulations. 〈… 〉 in the legend represents the mean of the 
distribution. 
Figures 4 (a) and (b) show simulation results for the exothermic interface for different values 

of 〈𝐹!$'(〉, where the number of interfacial bonds and of the nominal contact area evolves with 



time. The logarithmic increase in the number of bonds (and therefore also the static friction) with 
time is observed for all cases, and it extends to times larger than 105 s. Interestingly, the nominal 
contact area also increases logarithmically with non-zero bond-induced force. Similar logarithmic 
increase in the contact area was previously observed experimentally for different types of material 
interfaces, including soda-lime float glass6, acrylic plastic6 and the quartz interfaces7, where the 
mechanisms for the contact creep were not clear. Our simulation results indicate that for those 
interfaces where interfacial chemical bonding is possible, the chemical bonding should be taken 
into the consideration as an important factor for the contact creep, especially in the elastic contact 
regime. In the case where sever plastic deformation occurs at higher contact pressures, it is possible 
that both the plastic creep and the chemical creep contribute to the increase in the contact area.  
The increase in the contact area and in the number of bonds form a positive feedback loop. The 

increase in the nominal contact area provides more available reactions sites for chemical bonding. 
This in turn will result in more adhesive interfaces, and therefore a larger contact area. As a result, 
the rate of contact ageing is faster for an interface that forms adhesive bonds (𝐹!$'( < 0) than an 
interface whose bond is non-adhesive (𝐹!$'( = 0). It can be seen from Fig. 4 (a) that the effect of 
chemical creep on contact ageing becomes more significant if the bond is more adhesive (more 
negative 𝐹!$'(). 
 

 
Figure 4 Results of kMC simulations of time evolution of the number of bonds and the nominal 
contact area for [(a) and (b)] exothermic interface, and [(c) and (d)] endothermic interface with 
different distributions of bond-induced force 𝐹!$'(. All data points represent values averaged over 
10 simulations with different random seeds and the shaded area corresponds to the standard 
deviation from the average. 
 



Next, we perform kMC simulations on the endothermic interface, where the number of sites 
energetically unfavorable for bonding is larger than the number of sites that are energetically 
favorable. The results are shown in Figs. 4 (c) and (d). Fig. 4 (c) reveals that the dependence of 
the number of bonds (and therefore also the static friction) on time is still logarithmic, similarly to 
what the model predicts for the exothermic interface. However, here the saturation of the 
logarithmic dependence occurs for times larger than 102 s. Interestingly, the nominal contact area 
also shows similar logarithmic and saturation behaviors with respect to the number of bonds, as 
shown in Fig. 4 (d). 
It is clear that for an endothermic interface, the effect of chemical creep is much smaller than 

in the case of exothermic interface. This is because the chemical creep can only be manifested 
when there are sufficient number of bonds formed across the interface. The bonding event is 
thermodynamically less likely for an endothermic interface, and therefore one can expect a much 
smaller increase in the nominal contact area. Nonetheless, the fact that the contact area still 
increases for endothermic interfaces, as long as the interfacial bond is adhesive on the average, 
indicates that the chemical creep can possibly occur on a wide range of material interfaces, and 
affect other material properties that depend on the interfacial contact area, such as heat transfer 
and electronic conductivity. 
The fact that in the presence of chemical creep, the number of bonds increases logarithmically 

with time is also of significance. In previous studies on silica-silica interfaces10,20,25,27, the 
logarithmic time dependence of the number of bonds, and therefore the static friction, was 
considered to originate purely from the heterogeneity of the kinetics of chemical reaction, where 
the reaction rates of chemical bonding vary among the reaction sites across the interface, under the 
assumption of a fixed contact area throughout the ageing. Here, our results demonstrate that 
contact area can also increase as a result of the same chemical process, even in the elastic regime, 
and such coupling between chemical reactions and the contact creep does not change the 
qualitative trend of logarithmic time dependence on the number of interfacial bonds. The previous 
assumption on the fixed contact area may still be effective, considering that in our simulations, the 
increase in the number of bonds due to the chemical creep is only significant for > 102 s even for 
the exothermic interface, as shown in Figs. 4 (a) and (c), while the AFM experiments only measure 
the contact ageing up to 102 s10,25. Our simulation results call for careful experimental 
characterization of the contact area evolution during ageing, especially for the long time contact (> 
102 s), where the interfacial chemical bonding is considered to be the major contributions for the 
logarithmic time dependent static friction. Understanding the contact ageing behavior at longer 
contact times is important for understanding the earthquake nucleation and recurrence13.  Ignoring 
the evolution of contact area in those contact ageing experiments might cause overestimation of 
the interfacial chemical bonding kinetics (lower energy barriers to bond formation), higher surface 
density of reaction sites, or higher bond rupture force upon shearing than it should be. 
Our work demonstrates that the interfacial chemical bonding in the so-called static contacts 

will cause quite dynamic evolution of both the chemical and the mechanical states of the material 
interfaces. It shows that “contact quantity” and “contact quality” are not necessarily distinct from 
each other as they can be governed by the same underlying mechanism. For future studies, it will 
also be highly valuable to investigate the significance of such chemical creep on rough contacts at 
larger length scales, both theoretically and experimentally, where even more physical and chemical 
phenomena could be coupled to each other across different length-scales, including the elastic and 
the plastic deformation, the interfacial chemical reactions, the chemical creep, and even the 
conventional mechanical plastic creep.  
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S1. Computational Methods 
 
We conducted MD simulations with ReaxFF reactive force field1, which was optimized to 

capture the surface chemistry of hydroxylated amorphous silica. All MD simulations are 
performed with LAMMPS in NVT ensemble2. To create a flat amorphous silica slab, 3000-atom 
bulk silica model (1000 Si atoms and 2000 O atoms) with the density of 2.2 g/cm3 3 and periodic 
boundary conditions along all directions is first created through a melt and quench procedure, i.e., 
melted at 4000 K and quenched to 300 K with a quench rate of 5 K/ps. Then, a slab with the 
dimensions of 3.56 × 3.56 ×1.78 nm3 is cut out from the bulk and periodic boundary conditions 
are removed from one of the directions to create two free surfaces. The slab is subsequently 
annealed at 1000 K for 200 ps. The free surfaces are then hydroxylated by including water 
molecules on each side of the slab, and then equilibrating the system at 300 K for 200 ps. We have 
also created a larger slab with the dimensions of 17.82 × 17.82 ×7.13 nm3 by replicating the small 
substrate in all 3 spatial directions. A large spherical tip with the radius of 8.91 nm is cut out from 
the large slab, and both the large tip and the large slab are then annealed at 1050 K for 100 ps and 
quenched to 300 K with a quench rate of 10 K/ps. Both the tip and the slab are then hydroxylated 
by placing it inside a simulation box with bulk water, and then running simulations at 300 K for 
200 ps. All the visualization of atomic system of MD simulations are done with OVITO4. 
The kMC model used in this study is built on our previous model5. The Eyring pressure effect 

on the energy barriers6 and the elastic interactions on the energy barriers between the neighboring 
reaction sites7 are included. Details on implementation of these effects can be found in references5,7. 
The parameters in the current kMC simulations are chosen to mimic previous AFM experiments. 
Specifically, the tip radius 𝑅 is 100 nm, the effective Young’s modulus 𝐸∗ = 35.3 GPa8, the total 
normal load (which is the sum of the applied load and the pull-off adhesion force) 𝐿"#"$% = 200 nN, 
temperature 𝑇 = 300 K, and the surface density of silanol group 𝜎&'  = 4 /nm2 9. The attempt 
frequency for bond formation and breaking is 𝑤 = 1013 Hz, which is the typical atomic vibrational 
frequency. Other parameters are the same as used in the previous work5 used to fit to the single 
asperity contact ageing experiments on silica-silica interfaces, except that here we assume that the 
bond rupture force across the interface is a constant during the course of ageing. 
 
 
S2. Water-induced force and the potential energy of interfacial water molecule  
 
In the main text, we considered two types of reactions (mechanism 1 and 2). The condensation 

reactions (mechanism 1) will leave one water molecule at the interface, whereas there is no water 
molecule produced in the swapping mechanism (mechanism 2). For mechanism 1, the water 
molecule that should be produced at the interface by the bonding reaction is removed before the 



indentation simulation. The additional normal force exerted by an interfacial water molecule, i.e., 
the water-induced force, is calculated independently by inserting one single water molecule to 10 
different interfacial positions and averaging the change in the normal force upon water molecule 
insertions. This procedure is repeated at each indentation depth. This step is important because the 
water molecule produced by the condensation reaction may diffuse around the interface, which 
results in the variation of the water-induced force. Our simulations show that the water-induced 
force does not show a trend with the indentation depth (see Fig. S1 in Supporting Information). 
Therefore, the water-induced force is averaged over different indentation depths in advance, and 
then added back to the calculation of bond-induced force at each indentation depth. 
Here, we plot the water-induced force and the potential energy of one interfacial water 

molecule as a function of indentation depth. In the main text, we use the mean value of the water-
induced force averaged over different indentation depths for the calculations of the bond-induced 
force of mechanism 1. The potential energy of water molecule is fitted with a linear function, 
which monotonically increases as a function of indentation depth. The fitted linear function is used 
for the calculation of the reaction energy of bonding mechanism 1 in section S5 below. 
 

 
Figure S1 (a) Water-induced force, i.e., the additional force exerted by the water molecule 
produced during the siloxane bonding reaction of mechanism 1, as a function of indentation depth. 
At each indentation depth, the water-induced force is averaged over 10 different interfacial water 
molecule positions. The grey line is the standard deviation, and the dashed line shows the mean 
value over different indentation depths. (b) The potential energy of interfacial water molecule as 
a function of indentation depth.  At each indentation depth, the potential energy is averaged over 
10 different interfacial water molecule positions. The horizontal dashed line shows the mean value 
over different indentation depths. The tilted dashed line is the linear fitting to the blue data points, 
where the fitted equation is shown on the plot. For both (a) and (b), 0 Å indentation depth is defined 
as in the main text. 
 
 

S3 Bond-induced force from multi-bond interfaces 
 
In the main text, we sampled the bond-induced force at different indentation depths by 

manually forming the single interfacial bond at different position across the interface. Instead, the 
bond-induced force can also be calculated from the interfaces with multiple interfacial bonds. The 
bond-induced force calculated with the data of multi-bond interfaces can be used to examine 



whether neighbor interactions between already formed bonds impact the energy barriers for bond 
formation, as suggested before7.  
Here we take multi-bond interfaces where all the bonds are formed by mechanism 1 as an 

example. In Fig. S2 (a) we plotted the contact pressure as a function of the bond density (i.e., the 
number of bonds divided by the slab’s nominal surface area) for different indentation depths. We 
define the interface without any manually-formed bonds as 0-bond interface. Those interfaces with 
different number of bonds are referred to as X-bond interface, where X represents the number of 
manually-formed bonds across the interface. The contact pressures of different 0-bond interfaces 
(the upper slab is shifted horizontally from the lower slab as explained in the main text) are 
different even at the same indentation depth. Since we only need to focus on the slope of the linear 
fitting, which is the bond-induced force, we shifted all the data points vertically, such that 0-bond 
interfaces have a pressure of 0 GPa for all interfaces and all indentation depths, and other (1-, 2-, 
3-, 4-bond) interfaces are also shifted according to the corresponding 0-bond interface. The data 
points shown on the plot are averaged over different siloxane bond positions across all the 
interfaces at a given bond density and indentation depth. The error bars are the standard error of 
the means. The dashed lines are the linear fitting to the data at each indentation depth, whose slopes 
are the bond-induced force. 
The bond-induced forces calculated from the multi-bond interfaces as a function of indentation 

depth are shown in Fig. S2 (b), where the horizontal line is the average over all indentation depths. 
The average bond-induced force obtained by this method is -0.47 nN, which differs only ~ 0.1 nN 
from the method with only one bond per interface considered (see the main text). The increasing 
trend shown in Fig. S2 (b) is also similar to the result shown in the main text. In other words, the 
effect of the neighbor interactions on bond-induced force is limited and therefore will be ignored 
in the main text.  
Due to the limited instances of reactions by mechanism 2, no such calculations from multi-

bond interfaces have been performed, but similar effect of the neighboring bonds could be 
expected. 
 

 

 
Figure S2 (a) Contact pressures of silica slab-slab interface as a function of bond density at 
different indentation depths. The error bars are the standard error of means among different 
siloxane bond positions across the different slab-slab interfaces (the upper slab is shifted 
horizontally from the lower slab). The dashed lines are the linear fitting to the data at each 
indentation depths. (b) Bond-induced force as a function of the indentation depth. The error bars 
are the standard error of the fitted slopes in (a). 
 



S4. Tip-substrate contacts and the contact mechanics 
 
In the main text, we calculated the bond-induced force by conducting MD simulations on the 

flat interfaces. In order to further demonstrate that such bond-induced force also exists in the round 
tip-flat substrate contacts, such as those encountered in typical single-asperity AFM experiments, 
we created an amorphous silica tip with a spherical shape with a radius of ~9 nm. We then indented 
this large tip into the opposing silica substrate, up to the contact load of ~ 200 nN. The simulation 
result shows that there is a power-law area-load relationship as shown in Fig. S3 below, as expected 
for a typical contact mechanics model 10. We then calculated the change in the contact load of the 
tip-substrate interface that results from forming interfacial bonds. The simulations of bonded 
interface are carried out at the highest indentation depth, and therefore highest contact load, of tip-
substrate contacts during the indentation. The simulations for the reactions via mechanisms 1 and 
2 are performed separately. The average bond-induced force is then obtained by dividing the 
change in the contact load by the number of interfacial bonds. 
In order to show that our tip-substrate system is large enough for such calculation, Fig. S4 

shows the strain distribution of the relaxed system with all the siloxane bonds of mechanism 1 
considered for the bond-induced force calculation are formed. As it can be seen, the strain is 
localized at the near-surface contact region, and therefore, the effect of system-size on the bond-
induced force in our MD simulations should be negligible. Therefore, the bond-induced force 
obtained from our MD simulations should be transferable to even larger contact sizes. 



 
Figure S3 (a) A snapshot from MD simulations of an amorphous silica tip with radius of curvature 
of 9 nm on top of an amorphous silica substrate. The red, cyan, beige, and white colors represent, 
O in the tip, O in the substrate, Si, and H, respectively. (b) The nominal contact area at a given 
contact load is obtained by the convex hull of the contacting Si-Si pairs with a given cutoff 
distance11. The real contact area is the product of the number of contacting Si-Si pairs and the 
area per Si atom. Here, the cutoff distance is 4 Å, the area per Si is 0.127 nm2, and the contact 
load is 197.4 nN. The area per Si is determined by the square of the cube root of the silica density 
of 2.2 g/cm3 3. (c) The nominal contact area between the tip and the substrate as a function of the 
applied load with different Si-Si cutoff distances. Here, the nominal area is an average of areas 
determined from the convex hull on the tip’s surface and on the substrate’s surface. The red curves 
are the DMT (dashed) and JKR (solid) model predictions with the experimentally obtained 
effective Young’s modulus8, and the pull-off force L0 (the largest adhesion force during pulling off 
the tip) obtained by our MD simulations where the tip is pulled off from the substrate. Green curves 
are obtained by fitting with DMT and JKR models to the MD simulation results with cutoff distance 
of 4 Å, where the Young’s modulus and the pull-off are set as free parameters. Both types of fits 
(green curves) result in the error R2 of 0.94. 
 



 
Figure S4, Strain distribution at the bonded interface. Here, the zz component of the local strain 
tensor is calculated with the atomic strain algorithm implemented in OVITO4, where the cutoff 
radius of local spherical volume surrounding each atom for computing the strain tensor is set as 
4 Å. The interfacial bonds, i.e., Siup-Olow or Silow-Oup, are colored cyan. Here, the subscripts up and 
low represent atoms in the upper and lower silica slabs, respectively. 
 
S5. Reaction energy of interfacial siloxane bonding 
 
Here, the reaction energy of siloxane bonding, i.e., the energy difference between 0- and 1-

bond interface of different mechanisms are plotted as a function of indentation depth as shown in 
Figs. S5 (a) and S5 (b). For mechanism 1, we use two different ways to calculate the reaction 
energy, which is the same as the two methods mentioned for the bond-induced force in the main 
text and section S3. The reaction energies of multi-bond interfaces at different indentation depths 
for the reaction mechanism 1 are obtained from the slopes of the linear fitting shown in Fig. S5 
(c). In Fig. S4 (c), the potential energy is plotted as a function of the bond density. The data points 
are averaged following the same procedure that is used for the bond-induced force as explained in 
the section S3. 



 
Figure S5 (a) and (b) Reaction energy as a function of indentation depth for different bonding 
mechanisms. (a) Results for mechanism 1. Blue data is sampled from 1-bond interfaces (only 1 
manually formed bonds), and red data is sampled from 1-, 2-, 3-, and 4-bond interfaces. The error 
bars on the blue points are standard error of means, and the error bars for the red points are the 
standard error of the fitting slopes. (b) Results for mechanism 2 at 1-bond interfaces. The error 
bars on the blue points are standard error of means. The dashed horizontal lines in (a) and (b) is 
the mean values of bond-induced force averaged over different indentation depths. (c) Potential 
energy of silica slab-slab interface as a function of bond density at different indentation depths for 
the reaction mechanism 1. The error bars are the standard error of means among different 
siloxane bond positions across the different slab-slab interfaces (the upper slab is shifted 
horizontally from the lower slab). The dashed lines are the linear fitting to the data at each 
indentation depths. 



S6. Mechanochemical effect in chemical creep 
 
Another interesting observation from Fig. 4 in the main text is that the effect of chemical creep 

on the increase in the number of bonds is slightly more significant than on the nominal contact 
area. Here, the amount of the effect of chemical creep is quantified by the percentage increase in 
the number of bonds 𝑁 and the nominal contact area 𝐴 relative to the values without creep, which 
are 𝑁( and 𝐴(, respectively. The values of the percentage increases at selected times are listed in 
Table S1 and Table S2, for exothermic and endothermic interfaces, respectively. The time 
evolution of 𝑁/𝑁( and 𝐴/𝐴(, as a function of contact time are shown in Fig. S6. 
For exothermic interface, the larger increase in the number of bonds than in the nominal contact 

area can be observed for both cases of 〈𝐹)#*+〉 = −0.2 nN and 〈𝐹)#*+〉 = −0.4 nN. For instance, 
at 104 s and with 〈𝐹)#*+〉 = −0.2 nN on exothermic interface, the percentage increase in the 
number of bonds is 28 % relative to the values for the interface without creep, but it is only 23 % 
for the nominal contact area. A similar trend can be observed for the case of 〈𝐹)#*+〉 = −0.4 nN 
on the exothermic interface, e.g., at 104 s, there is a 64 % increase in the number of bonds and a 
56 % increase in the nominal contact area, both relative to the values of the interface without creep.  
This trend can be attributed to the mechanochemical effect included in our kMC model model5, 

i.e., the pressure-dependent energy barriers as described by Eyring model6. With such 
mechanochemical effect, the increase in the nominal contact area not only provides a greater 
number of available reactions sites, but also accelerates the bonding reactions across the interface. 
Specifically, in our model the energy barriers at each reaction site are modified by the local contact 
pressure, i.e., 𝐸),-#./ = 𝐸),-#./,( − ∆𝑉-#./𝑃%#0$%  and 𝐸),).1$2 = 𝐸),).1$2,( − ∆𝑉).1$2𝑃%#0$% . 
Here, 𝐸),-#./,(  and 𝐸),).1$2,( , respectively, are the energy barriers for bond formation and 
breaking at zero pressure,  ∆𝑉-#./ and ∆𝑉).1$2 are the activation volumes for the bond formation 
and breaking, respectively, and 𝑃%#0$% is the local contact pressure, which is obtained from the 
DMT model12.  
Due to the 2/3 power-law dependence of the nominal contact area on the total normal load in 

the DMT model, the average contact pressure 𝑃$31.$41  is proportional to √𝐴,  where 𝐴 is the 
nominal contact area. The local contact pressure 𝑃%#0$% at a given radial distance from the center 
of the contact in DMT scales linearly with 𝑃$31.$41, and therefore, 𝑃%#0$%~√𝐴. This indicates that 
the local pressures across the interface of a single asperity contact continuously increase as the 
nominal contact area increases due to the chemical creep.  
In our model, we assume that ∆𝑉-#./ is positive, based on previous theoretical studies7,13 on 

pressure effects on siloxane bond formation. We also assume a negative value for ∆𝑉).1$2 based 
on Bronsted–Evans–Polanyi relation14, where the change in the energy barrier for forward and 
backward reactions is of the opposite sign. As a result, the compressive local pressure will result 
in a reduction of 𝐸),-#./, and in an increase of 𝐸),).1$2. In other words, the interface becomes 
more and more prone to bonding with a faster reaction rate of bond formation as the area and the 
pressure increase. As a result, the number of bonds increases faster than the nominal contact area 
due to the coupling of the chemical creep and the mechanochemical effect. For comparison, we 
have also performed kMC simulations with the same parameters, but without the 
mechanochemical effect included (i.e., ∆𝑉-#./ = ∆𝑉).1$2 = 0	Å5 ). The simulation results are 
shown in Fig. S7 and listed in Table S3. We found that in such case, the difference between the 
rates of change of the number of bonds and of the nominal contact area is smaller than in 
simulations with the mechanochemical effect included.  



The values for the endothermic interface with non-zero activation volumes are shown in Table 
S2. Unlike the exothermic interface, the mechanochemical effect on the endothermic interfaces is 
only apparent for the case of 〈𝐹)#*+〉 = −0.4 nN. For example, at contact time of 104 s, the 
percentage increase in the number of bonds is 23 %, and the percentage increase in the nominal 
contact area is only 17 %. However, such mechanochemical effect cannot be observed for the case 
with 〈𝐹)#*+〉 = −0.2 nN. For instance, at the time of 103 s both the number of bonds and the 
nominal contact area increases by 8 % compared to the case without creep. At 104 s, the predicted 
6 % increase in the number of bonds is even smaller than the predicted 8 % increase in the contact 
area, although such difference is within the error bars as shown in Fig. S6. The negligible 
mechanochemical effect is due to the less significant chemical creep for the endothermic interface 
with less adhesive bonds, where neither the contact area nor local contact pressures increases 
significantly as a function of the contact time. 
It is interesting to compare our results to our previously reported kMC simulations on randomly 

rough elastic contacts15, where no creep was considered. In that study, we found that the 
mechanochemical effect will lead to lower reaction energy barriers at those asperities that have 
high local contact pressures within the rough contact. Specifically, the local pressures are pre-
determined by numerical contact mechanics model for the elastic rough contacts before the ageing 
starts, and those reaction sites under high compressive stress will have fast reaction rates due to 
the mechanochemical coupling. As a result, those highly reactive sites will be consumed for bond 
formation at relatively short time scale (< 10 s). The mechanochemical effect becomes less 
important at longer time scale, where only reactions sites with lower local pressures are available 
for bonding. In contrast, our current study indicates that the mechanochemical effect becomes 
more and more important as ageing goes on at single-asperity level due to the chemical creep.  
 

Table S1: Percentage increase in the number of bonds 𝑁and the nominal contact area 𝐴 for 
exothermic interface relative to the values without creep, which are 𝑁( and 𝐴(, respectively. 

Contact time (s) 10 102 103 104 

〈𝐹)#*+〉 = −0.2 nN 𝑁/𝑁( 9 % 15 % 21 % 28 % 
𝐴/𝐴( 8 % 13 % 18 % 23 % 

〈𝐹)#*+〉 = −0.4 nN 𝑁/𝑁( 18 % 26 % 44 % 64 % 
𝐴/𝐴( 16 % 27 % 40 % 56 % 

 
 
 
Table S2:  Percentage increase in the number of bonds 𝑁and the nominal contact area 𝐴 for an 
endothermic interface relative to the values without creep, which are 𝑁( and 𝐴(, respectively. 
 

Contact time (s) 10 102 103 104 

〈𝐹)#*+〉 = −0.2 nN 𝑁/𝑁(  3 % 11 % 8 % 6 % 
𝐴/𝐴( 5 % 7 % 8 % 8 % 

〈𝐹)#*+〉 = −0.4 nN 𝑁/𝑁( 10 % 23 % 24 % 23 % 
𝐴/𝐴( 10 % 14 % 16 % 17 % 

 
 



 
Figure S6 Results of kMC simulations of time evolution of the number of bonds and the nominal 
contact area normalized by the values for the interfaces without the creep. Results for [(a) and (b)] 
exothermic interface, and [(c) and (d)] endothermic interface with different distributions of bond-
induced force 𝐹)#*+ 
 
 
 

 
Figure S7 kMC simulation results for exothermic interface without the mechanochemical effect. 
Time evolution of (c) the number of bonds and (d) the nominal contact area. 
 
 
 



Table S3:  Percentage increase in the number of bonds 𝑁and the nominal contact area 𝐴 for 
exothermic interface relative to the values without creep, which are 𝑁(  and 𝐴( , respectively, 
without the mechanochemical effect. 
 

Contact time (s) 10 102 103 104 

〈𝐹)#*+〉 = −0.2 nN 𝑁/𝑁( 12 % 9 % 12 % 22 % 
𝐴/𝐴( 5 % 8 % 13 % 18 % 

〈𝐹)#*+〉 = −0.4 nN 𝑁/𝑁( 6 % 15 % 25 % 44 % 
𝐴/𝐴( 9 % 17 % 28 % 42 % 
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