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Reconstructing a space-dependent source term via the
quasi-reversibility method

Loc H. Nguyen and Huong T.T. Vu

Abstract. The aim of this paper is to solve an important inverse source
problem which arises from the well-known inverse scattering problem. We
propose to truncate the Fourier series of the solution to the governing equation
with respect to a special basis of L2. By this, we obtain a system of linear
elliptic equations. Solutions to this system are the Fourier coefficients of the
solution to the governing equation. After computing these Fourier coefficients,
we can directly find the desired source function. Numerical examples are
presented.

1. Introduction

Let d ≥ 1 be the spatial dimension. Fix a wavenumber k > 0. Let [θ, θ] be an
interval of angles. Let u0 = u0(x, θ), (x, θ) ∈ R

d× [θ, θ], be the incident plane wave
that illuminates the medium at an angle θ. This choice of u0 as the incident wave
arises from the well-known inverse scattering problem, stated later. Let u(x, θ),
(x, θ) ∈ Rd×[θ, θ], be the wave function that is governed by the Helmholtz equation
and the Sommerfeld radiation condition

(1.1)

{
Δu(x, θ) + k2c0(x)u(x, θ) = −k2p(x)u0(x, θ) x ∈ Rd,

∂|x|u(x, θ)− i ku(x, θ) = o(|x| 1−d
2 ) |x| → ∞.

Here, c0 : Rd → [1,∞) and u0 : Rd × [θ, θ] → C are given functions. The function
c0 represents the background dielectric constant of the medium.

Let Ω be an open and bounded domain of Rd with a smooth boundary. Assume
that the source function p is compactly contained in Ω. We are interested in the
following problem.

Problem 1.1 (Inverse source problem). Determine the source function p(x)
for all x ∈ Ω from the following boundary measurements

(1.2) f(x, θ) = u(x, θ) and g(x, θ) = ∂νu(x, θ)

for all (x, θ) ∈ ∂Ω× [θ, θ]. Here, ν(x) is the unit normal vector to ∂Ω at x.
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This inverse source problem is the linearization of the nonlinear inverse scatter-
ing problem. Since the inverse scattering problem has many real-world applications;
mostly in exploring some inaccessible regions from external measurement; for e.g,
bio-medical imaging, nano-sciences, security, seismic exploration. Therefore, Prob-
lem 1.1 is significant in those fields. The solver for Problem 1.1 proposed in this
paper consists of three steps.

(1) We derive a system of linear elliptic equations. Solution of this system
is a vector involving the first N Fourier coefficients of the function w =
−u/(k2u0), N ∈ N, with respect to a special basis of L2 introduced in
[35].

(2) We apply the quasi-reversibility method developed in [49] to solve the
system obtained in Step 1.

(3) Directly compute the desired source from the solution obtained in Step 2.

The inverse source problem and some of its versions were studied intensively.
We cite to [7–9, 24, 27, 28] for the uniqueness, stability and numerical methods
to solve inverse source problems for the case when the medium is homogeneous;
i.e. c0 = constant. The numerical reconstruction methods in those publications
are based on the least squares optimization method. Good quality reconstructions
due to those approaches are achieved only when the wave number k is large. We
observe that when k is large, the data is very sensitive with noise. This is because
of the high oscillation of the data. Unlike this, the reconstructive method in this
paper and the method in [49] do not require the data at high frequency. Therefore,
we can reconstruct the source with reasonable value of k. The difficulty about the
noise is overcome.

As mentioned in step 2 above, we only compute the first N Fourier coeffi-
cients of the function w = −u/(k2u0). That means we only solve Problem 1.1 in
an “Galerkin’ approximation context. Rigorously verifying the convergence of this
approximation as N → ∞ is extremely challenging. We assume that this approx-
imation is valid. In contrast, this numerical approach is very effective for many
kinds of inverse problems; see e.g. [36,41,47,48,50]. This is the reason we employ
this technique again in this paper.

The paper is organized as follows. In Section 2, we provide in details the
formulation of Problem 1.1. In Section 3, we establish the approximation context
and derive a system of PDEs that plays an important role in our algorithm. In
Section 4, we recall the quasi-reversibility method to solve the system obtained in
Section 3. We present numerical study in Section 5. Section 6 is for concluding
remarks.

2. The significance of Problem 1.1

Problem 1.1 is the linearization of the nonlinear inverse scattering problem,
which has many real-world applications. We will list some of the important appli-
cations later. Let c : Rd → [1,∞) be the spatially distributed dielectric constant of
the medium. For each angle θ ∈ [θ, θ], define

ξ(θ) = (cos θ, sin θ, 0, . . . , 0) ∈ S
d−1

that represents the direction of the angle θ in the x1x2-plane. Here, Sd−1 = {x ∈
Rd, |x| = 1} is the unit sphere in Rd. We use the plane wave, so-called the incident
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plane wave, of the form

(2.1) v0(x, θ) = ei kx·ξ(θ) for all (x, θ) ∈ R
d × [θ, θ], k > 0,

to illuminate the medium. The incident wave propagates in space and scatters.
The resulting total wave v(x, θ) is governed by the Helmholtz equation

(2.2) Δv(x, θ) + k2c(x)v(x, θ) = 0 for all x ∈ R
d, θ ∈ [θ, θ]

and the Sommerfeld radiation condition

∂|x|vsc(x, θ)− i kvsc(x, θ) = o(|x|
1−d
2 )

where

(2.3) vsc(x, θ) = v(x, θ)− v0(x, θ) for all (x, θ) ∈ R
d × [θ, θ]

is the scattering wave.
By (2.1), the angle between the x1 axis and the propagation of incident wave

in the x1x2 plane is θ. Roughly speaking, θ can be considered as the angle of view.
Since we consider the case of complete angles of view, we choose [θ, θ] = [0, 2π].
The study of Problem 1.1 in the case of partial angle of views will be studied later.

The inverse scattering problem is formulated as follows.

Problem 2.1 (The inverse scattering problem). Let Ω be a bounded and open
domain of Rd with smooth boundary. Given the boundary measurement vsc(x, θ) and
∂νvsc(x, θ) for all (x, θ) ∈ ∂Ω × [θ, θ], determine the spatially distributed dielectric
constant c(x) for all x ∈ Ω,

Why is the inverse scattering problem interesting and significant? According
to the formulation of Problem 2.1, we want to compute the information of the
spatially distributed dielectric constant of the medium from the external measure-
ment of the wave field. The knowledge of the reconstructed spatially distributed
dielectric constant of a medium directly provides significant information about
unknown objects inside that medium; for e.g, position, shape, size and physical
properties. Typical examples of those objects are anti-personnel explosive de-
vices buried under the ground, cancerous tumors inside living tissues, and nano
structures. Therefore, solving the inverse scattering problem has important ap-
plications in bio-medical imaging, nondestructive testing, radar, security, optical
physics, seismic exploration, nano science. Hence, the inverse scattering prob-
lem and the related ones have been intensively studied. We list here several ap-
proaches: the imaging techniques based on sampling and the factorization meth-
ods [1, 3, 14, 16, 20, 26, 32, 42, 43, 45, 52], the methods based on optimization
[4, 15, 17, 23, 25, 53], the methods based on Born series [12, 19, 22, 33, 37, 44],
the method based on linearization [5, 6, 10, 18], and the convexification method
[29–31]. See [21] for a more complete list.

The current paper contributes to the field by solving the linearization of the
inverse scattering problem. Assume that the dielectric constant c is a perturbation
of a background function c0. For simplicity, in this section, we choose c0 to be
identically 1. That means, the function c is of the form

(2.4) c(x) = 1 + ηp(x) for all x ∈ R
d

where 0 < η � 1 and p is a function that indicate the unknown inclusion. Therefore,
the wave function v satisfies

(2.5) Δv(x, θ) + k2(1 + ηp(x))v(x, θ) = 0 for all (x, θ) ∈ R
d × [θ, θ].
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It is not hard to verify that

(2.6) Δv0(x, θ) + k2v0(x, θ) = 0 for all (x, θ) ∈ R
d × [θ, θ].

Let u = vsc/η. It follows from (2.5) and (2.6) that

(2.7) Δu(x, θ) + k2u(x, θ) = −k2p(x)v(x, θ) for all (x, θ) ∈ R
d × [θ, θ].

It is obvious that limη→0 v(x, θ) = v0(x, θ). Thus, since η is a small number,
equation (2.7) can be approximated as

(2.8) Δu(x, θ) + k2u(x, θ) = −k2p(x)v0(x, θ) for all (x, θ) ∈ R
d × [θ, θ].

By choosing u0 as the incident wave v0, we derive Problem 1.1. While the argument
above only give an example for the motivation to solve Problem 1.1, our method to
solve inverse problem is not limited in the context of the inverse scattering problem.
That means, the proposed method in this paper can be applied in the general case
when u0 is not necessary to be the incident wave v0.

3. An approximation context

Define

(3.1) w(x, θ) = − u(x, θ)

k2u0(x, θ)
or u(x, θ) = −k2w(x, θ)u0(x, θ)

for all (x, k) ∈ Ω × [θ, θ]. Since Δu(x, θ) = −k2Δ[w(x, θ)u0(x, θ)], we have for all
(x, θ) ∈ Ω× [θ, θ]

(3.2) Δu(x, θ) = −k2
[
w(x, θ)Δu0(x, θ)+u0(x, θ)Δw(x, θ)+2∇w(x, θ)·∇u0(x, θ)

]
.

On the other hand, it follows from the Helmholtz equation in (1.1) and the second
identity in (3.1) that

Δu(x, θ) = −k2
[
c0(x)u(x, θ) + p(x)u0(x, θ)

]
= −k2

[
− k2c0(x)w(x, θ)u0(x, θ) + p(x)u0(x, θ)

]
for all (x, θ) ∈ Ω× [θ, θ]. This and (3.2) imply

w(x, θ)Δu0(x, θ) + u0(x, θ)Δw(x, θ) + 2∇w(x, θ) · ∇u0(x, θ)

= −k2c0(x)w(x, θ)u0(x, θ) + p(x)u0(x, θ)

or all (x, θ) ∈ Ω× [θ, θ]. Therefore,

(3.3) Δw(x, θ) +
[Δu0(x, θ)

u0(x, θ)
+ k2c0(x)

]
w(x, θ) + 2∇w(x, θ) · ∇u0(x, θ)

u0(x, θ)
= p(x)

for all (x, θ) ∈ Ω × [θ, θ]. To eliminate the unknown p, we differentiate (3.3) with
respect to θ. We obtain

(3.4) Δ∂θw(x, θ) + ∂θ

[Δu0(x, θ)

u0(x, θ)
+ k2c0(x)

]
w(x, θ)

+
[Δu0(x, θ)

u0(x, θ)
+ k2c0(x)

]
∂θw(x, θ) + 2∇∂θw(x, θ) ·

∇u0(x, θ)

u0(x, θ)

+ 2∇w(x, θ) · ∂θ
[∇u0(x, θ)

u0(x, θ)

]
= 0



This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.

THE QRM FOR AN ISP 107

for all (x, θ) ∈ Ω × [θ, θ]. Solving the third order equation (3.4) is extremely chal-
lenging. An analytic and numerical approach to solve it is not developed yet.
Suggested by [49], we only consider an approximation context due to a truncation
of the Fourier series of the solution w(x, θ) with respect to the special basis. This
basis was first introduced in [35]. We briefly recall the construction of this basis.
For each m ≥ 1, define φm(θ) = (θ − θ0)

m−1 exp(θ − θ0) where θ0 = (θ + θ)/2.
The sequence {φm}∞m=1 is complete in L2(θ, θ). Applying the Gram-Schmidt or-
thonormalization procedure to the sequence {φm}∞m=1, we obtain an orthonormal
basis in L2(θ, θ), denoted by {Ψm}∞m=1. It is not hard to verify that for each m,
the function Ψm(θ) has the form Ψm(θ) = Pm−1(θ − θ0) exp(θ − θ0), where Pm−1

is a polynomial of the degree (m− 1). The following result plays an important role
in our analysis.

Proposition 3.1 (see [35]). For m,n ≥ 1, we have

(3.5) smn =

∫ θ

θ

Ψm(θ)Ψ′
n(θ)dθ =

{
1 if n = m,
0 if n < m.

Consequently, let N > 1 be an integer. Then, the N ×N matrix

(3.6) S = (smn)
N
m,n=1

has determinant 1 and is invertible.

Recall the function w defined in (3.1). For each (x, θ) ∈ Ω× [θ, θ], we write

(3.7) w(x, θ) =

∞∑
n=1

wn(x)Ψn(θ) �
N∑

n=1

wn(x)Ψn(θ)

where

(3.8) wn(x) =

∫ θ

θ

w(x, θ)Ψn(θ)dθ, n = 1, 2, . . .

Remark 3.1 (The choice of N). The cut-off number N in (3.7) is chosen
numerically as follows. For each N , we define

ϕ(N) =
∥∥∥w(x, θ)−

N∑
n=1

wn(x)Ψn(θ)
∥∥∥
L∞(Γ×[θ,θ])

where Γ is a subset of ∂Ω. Since the function u is given on ∂Ω× [θ, θ]), using (3.1)
and (3.8), we can compute ϕ(N) directly. We then choose N such that ϕ(N) is
sufficiently small. In our computation, N = 35. With this choice of N , we have
ϕ(N) < 5× 10−3. See Figure 1 for an illustration.
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From now on, we assume that the approximation in (3.7) is valid. Plugging the
truncating formula (3.7) into (3.4), we obtain

(3.9)

N∑
n=1

Δwn(x)Ψ
′
n(θ) + ∂θ

[Δu0(x, θ)

u0(x, θ)
+ k2c0(x)

] N∑
n=1

wn(x)Ψn(θ)

+
[Δu0(x, θ)

u0(x, θ)
+ k2c0(x)

] N∑
n=1

wn(x)Ψ
′
n(θ) + 2

N∑
n=1

∇wn(x)Ψ
′
n(θ) ·

∇u0(x, θ)

u0(x, θ)

+ 2

N∑
n=1

∇wn(x)Ψn(θ) · ∂θ
[∇u0(x, θ)

u0(x, θ)

]
= 0

for all (x, θ) ∈ Ω × [θ, θ]. For each m ∈ {1, . . . , N}, we multiply Ψm(θ) to both
sides of (3.9). Then, we integrate the resulting equation with respect to θ on [θ, θ].
We get

(3.10)

N∑
n=1

smnΔwn(x) +

N∑
n=1

amn(x)wn(x) +

N∑
n=1

bmn(x) · ∇wn(x) = 0

for all x ∈ Ω. Here,

smn =

∫ θ

θ

Ψ′
n(θ)Ψm(θ)dθ,

amn(x) =

∫ θ

θ

[
∂θ

(Δu0(x, θ)

u0(x, θ)
+ k2c0(x)

)
Ψn(θ)

+
(Δu0(x, θ)

u0(x, θ)
+ k2c0(x)

)
Ψ′

n(θ)
]
Ψm(θ)dθ,

bmn(x) = 2

∫ θ

θ

[∇u0(x, θ)

u0(x, θ)
Ψ′

n(θ) + ∂θ

(∇u0(x, θ)

u0(x, θ)

)
Ψn(θ)

]
Ψm(θ)dθ

for all m,n ∈ {1, . . . , N}. Equation (3.10), with m ∈ {1, . . . , N}, forms a linear
system of linear elliptic equations for the vector W = (wn)

N
n=1.

We next derive the boundary conditions for W . Due to (1.2) and (3.8), for all
x ∈ ∂Ω and n ∈ {1, . . . , N}, we have

(3.11) wn(x) =

∫ θ

θ

u(x, θ)

−k2u0(x, θ)
Ψn(θ)dθ =

∫ θ

θ

f(x, θ)

−k2u0(x, θ)
Ψn(θ)dθ

and

∂νwn(x) =

∫ θ

θ

∂ν

( u(x, θ)

−k2u0(x, θ)

)
Ψn(θ)dθ

=

∫ θ

θ

∂νu(x, θ)u0(x, θ)− u(x, θ)∂νu0(x, θ)

−k2u2
0(x, θ)

Ψn(θ)dθ

=

∫ θ

θ

g(x, θ)u0(x, θ)− f(x, θ)∂νu0(x, θ)

−k2u2
0(x, θ)

Ψn(θ)dθ.(3.12)
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Due to (3.10), (3.11) and (3.12), the vector W satisfies

(3.13)

⎧⎨
⎩

ΔW (x) + S−1A(x)W (x) + S−1B(x) · ∇W (x) = 0 x ∈ Ω,
W (x) = F (x) x ∈ ∂Ω,
∂νW (x) = G(x) x ∈ ∂Ω

where S = (smn)
N
m,n=1, A(x) = (amn(x))

N
m,n=1, B(x) = (bmn(x))

N
m,n=1 and

F (x) =
(∫ θ

θ

f(x, θ)

−k2u0(x, θ)
Ψn(θ)dθ

)N

n=1
,(3.14)

G(x) =
(∫ θ

θ

g(x, θ)u0(x, θ)− f(x, θ)∂νu0(x, k)

−k2u2
0(x, θ)

Ψn(θ)dθ
)N

n=1
.(3.15)

The invertibility of S is an important property of the basis {Ψm}m≥1. See Proposi-
tion 3.1 and the proof in [35]. Using other basis, for e.g the popular trigonometric
basis, is not suitable because the corresponding S is not invertible. Solving Problem
1.1 becomes the problem of finding a function W satisfying (3.13).

Remark 3.2. Using the truncation in (3.7) to derive (3.13) is inspired by the
Garlekin approximation in the frequency domain. Studying the behavior of this
approximation context as N → ∞ is extremely challenging. This is out of the scope
of the paper. Although (3.13) is not exact, the approximation is good enough for us
to obtain out of expectation numerical results. This phenomenon is true for a long
list of inverse problems. Here is an incomplete list of inverse problems that were
solved numerically by using similar truncation approaches. We refer the reader
to [36] for the X-ray tomography problem, [51] for an inverse source problem for
the full radiative transfer equation, [29,31,40] for the inverse scattering problem,
[47,50] for a coefficient inverse problem for parabolic equations, [39] for an inverse
source problem for nonlinear parabolic equations; [41] for an inverse source problem
for hyperbolic equations. Especially, we refer the reader to [49] for an algorithm
to solve an inverse source problem that is a particular case of Problem 1.1. The
inverse source problem in [49] only for the case when u0 does only on the wave
number k while in this paper, u0 is allowed to depend on the spatial variable x.

Solving Problem 1.1 becomes finding a vector valued function W that satisfies
(3.13). Since (3.13) is over-determined, we apply the quasi-reversibility method
to solve it. It is worth mentioning that the quasi-reversibility method was first
introduced in [38]. Then, it was used very often in solving over-determined bound-
ary value problems, see e.g., [11, 13, 34, 41, 46, 49]. Having the solution W =
(w1, . . . , wN ) ∈ H2(Ω)N of (3.13) in hand, we can compute w(x, θ) for all (x, θ) ∈
Ω × [θ, θ] via (3.7). Then, we can compute the source function p by using (3.3).
This procedure is summarized in Algorithm 1.

The quasi-reversibility method used in Step 2 of Algorithm 1 will be presented
in Section 4.

4. The quasi-reversibility method

For the convenience in the analysis, we consider in this section the boundary
data W = F and ∂νW = G respectively as the “indirect data” of Problem 1.1.
In fact, having the data of the inverse problem, see (1.2), in hand, we can use the
explicit formulas in (3.14) and (3.15) to compute F and G. Let δ > 0 be a noise
level. Let F δ and Gδ and F ∗ and G∗ be the noisy and noiseless versions of F and
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Algorithm 1 A numerical method to solve Problem 1.1

1: Define the basis {Ψ}n≥1 (see [35]) and choose a cut-off number N as in Remark
3.1.

2: Solve (3.13) by the quasi-reversibility method (see Section 4) for a vector value
function W comp ∈ H2(Ω)N .

3: Compute

wcomp(x, θ) =
N∑

n=1

wn(x)Ψn(θ) for all (x, θ) ∈ Ω× [θ, θ].

4: The source function is given by

pcomp(x) =
−1

θ − θ

∫ θ

θ

[
Δwcomp(x, θ) +

[Δu0(x, θ)

u0(x, θ)
+ k2c0(x)

]
wcomp(x, θ)

+ 2∇wcomp(x, θ) · ∇u0(x, θ)

u0(x, θ)

]
dθ

for all x ∈ Ω.

G respectively. The corresponding noiseless versions are denoted by F ∗ and G∗.
By noise, we mean that there exists an “error” function E ∈ H2(Ω)N such that

(4.1)

⎧⎨
⎩

E|∂Ω = F δ − F ∗,
∂νE|∂Ω = Gδ −G∗,
‖E‖H2(Ω) ≤ δ.

Remark 4.1. The existence of the error function in (4.1) imply that the noise
can be regularized; for e.g. [2, Section 5] for the noise model such that it can
be smooth out. This condition is significant only for the proof of the convergence
theorem (see Theorem 4.1 and its proof in [49]). However, in numerical study, we
do not have to smooth the noise. In fact, we compute the noisy data F δ and Gδ

using formulas (3.14) and(3.15) with f and g replaced by fδ and fδ respectively.
Here,

(4.2) fδ = f∗(1 + δrand), gδ = g∗(1 + δrand)

where rand is a function taking uniformly distributed random numbers in [−1, 1]
and f∗ and g∗ are the noiseless versions of f and g respectively.

Define the set of admissible solution

(4.3) H =
{
V ∈ H2(Ω) : V |∂Ω = F δand ∂νV |∂Ω = Gδ

}
.

We assume that the set H �= ∅. Due to the presence of noise in the given data, prob-
lem (3.13) is over-determined. It is natural to solve it using the quasi-reversibility
method, which is similar to the least-squares optimization together with a Tikhonov
regularization term. That means, we minimize the functional

J(W ) =

∫
Ω

∣∣ΔW + S−1A(x)W (x) + S−1B(x) · ∇W (x)
∣∣2dx+ ε‖W‖2H2(Ω)N

subject to the boundary conditions W |∂Ω = F δ and ∂νW |∂Ω = Gδ.
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Remark 4.2. The presence of the Tikhonov regularization term is significant.
In the theoretical part, it makes the functional J coercive, which is important for
the existence of a minimizer of J . In practice, we cannot obtain good numerical
result without the presence of this Tikhonov regularization term. In our numerical
study in Section 4, we choose ε = 10−5. This value of ε was chosen by a trial and
error process. We manually try many values of ε for test 1 until we obtain good
numerical result. Then, we use this value for all other tests and for several noise
levels δ ∈ [5%, 50%].

We have the theorem.

Theorem 4.1. Let F δ and Gδ be the noisy boundary data for W . Here, δ > 0
is the noise level in the sense of (4.1). Assume that the set H defined in (4.3)
is nonempty. Then, for any ε > 0, the functional J has a unique minimizer in
H. Denote by Wmin the obtained minimizer. Moreover, let W ∗ be true solution to
(3.13). Then, the following estimate holds true

(4.4) ‖W δ −W ∗‖2H1(Ω)N ≤ C
(
δ2 + ε‖W ∗‖2H2(Ω)N

)
.

For brevity, we do not present the proof of Theorem 4.1. We refer the reader
to [49, Theorem 3.1 and Theorem 5.1] for the proof of this theorem. We also refer
to [47, Proposition 4.1 and Theorem 4.1] for the proof of a similar theorem when
J involves the boundary integrals of the data.

Remark 4.3. The quasi-reversibility method we employ here is based on least
squares optimization with a special Tikhonov regularization term. In general, to
solve the over-determined boundary value problem (3.13), one can use the least
squares optimization method with many other choices for the regularization term.
It is worth to study the convergence of the method with each of such choice.

5. Numerical study

For simplicity in implementation, we numerically solve Problem 1.1 in 2D. Let
Ω be the square (−1, 1)2 ⊂ R2. Since solving the Helmholtz equation in (1.1)
on the whole space, to generate the simulated data, is challenging, we solve its
approximation on Ω, say

(5.1)

{
Δu(x, θ) + k2c0(x)u(x, θ) = −k2p(x)u0(x, θ) x ∈ Ω,
∂nuu(x, θ)− i ku(x, θ) = 0 x ∈ ∂Ω.

This change is acceptable in the sense that it does not effect the analysis in Section 3
because our arguments depend only on the form of the governing partial differential
equation while the boundary values of u and the flux ∂νu serve as the given data.
Due to the motivation of Problem 1.1 in Section 2, we choose u0 as the incident
wave v0, defined in (2.1) where k = 3π. For simplicity, we choose c0 ≡ 1 The range
of the angle [θ, θ] = [0, 2π]. We solve (5.1) by the finite difference method. We
arrange a uniform Nx ×Nx ×Nθ grid of points in Ω× [θ, θ] as
{
(xi, yj , θl) : xi = −1 + (i− 1)dx, yj = −1 + (j − 1)dx,

θl = θ + (l − 1)dθ, 1 ≤ i, j ≤ Nx1 ≤ l ≤ Nθ

}
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where dx = 2/(Nx − 1) and dθ = (θ − θ)/(Nθ − 1). In our computational program
Nx = 80 and Nθ = 250. Since solving (5.1) by the finite difference method to
compute the solution u(x, θ) is standard in the scientific community, we do not
describe the procedure here. Having u|∂Ω and ∂νu in hand, we can compute the
indirect data F |∂Ω and G|∂Ω (3.14) and (3.15) respectively. The noisy data are as
in Remark 4.1 and (4.2).

We now present an example of the choice of the cut-off number N in Remark
3.1. We choose Γ =

{
(x = 1, y) : |y| ≤ 1

}
⊂ ∂Ω. We numerically examine how the

function
∑N

n=1 w(x, θ) approximates the function w(x, θ) on Γ × [θ, θ] by testing
their L∞ difference

ϕ(N) =
∥∥∥

N∑
n=1

wn(x)Ψn(θ)− w(x)
∥∥∥
L∞(Γ×[θ,θ])

.

The graphs of ϕ(N) for N ∈ {15, 25, 35} are displayed in Figure 1. It is evidence
that ϕ(N = 35) is sufficiently small. We choose N = 35 in all of our numerical
tests.
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Figure 1. The graph of the function ϕ(N) = ‖w(x, θ) −∑N
n=1 wn(x)Ψn(θ)‖L∞(Γ×[θ,θ]) where Γ = {(x = R, y) : |y| < R} is

a subset of ∂Ω. In (A), N = 15 and ϕ(15) = 21.3 × 10−3 In (B),
N = 25, ϕ(N) = 8.34× 10−3 In (C), N = 35, ϕ(N) = 3.26× 10−3.
The data is taken from Test 4 below. In these graphs, the hori-
zontal axis indicates the range of y ∈ [−R,R] and the vertical axis
represents the angle θ ∈ [0, 2π].

In Step 2 of Algorithm 1, rather than solving (3.13), we solve the equivalent
problem

(5.2)

⎧⎨
⎩

SΔW (x) +A(x)W (x) +B(x) · ∇W (x) = 0 x ∈ Ω,
W (x) = F (x) x ∈ ∂Ω,
∂νW (x) = G(x) x ∈ ∂Ω.

We suggest this change to remove the inverse of the matrix S in the system of
PDE. The main reason is that the Gram-Schmidt procedure is unstable, so is S−1.
The unstability of S−1 might lead to some unnecessary difficulties in numerical
experiments. The implementation of the quasi-reversibility method to solve (5.2)
is very similar to that in [47,50]. We do not repeat it here. The implementation
of other Steps of Algorithm 1 are straightforward.

We next show four numerical tests.
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Test 1. We test the case when the support of the true source function takes the
form

ptrue(x, y) =

{
2 if max(|x− y|/0.8, |x+ y|/0.35) < 1,
0 otherwise

for all (x, y) ∈ Ω.

The graphs of the true source function and its reconstructions are displayed in
Figure 2. In this test, the support of the true source function p looks like a rectan-
gle. It is evident that this rectangle is detected successfully. On the other hand,
the maximum values of the source are computed quite accurate. When δ = 5%,
|maxx∈Ω pcomp−maxx∈Ω ptrue|

|maxx∈Ω ptrue| = 6.72%. When δ = 10%, this error is 6.95%.

Test 2. We next test the case when the value and the support of the true source
are larger than those in Test 1. The true source function is given by

ptrue(x, y) =

{
4 if max{|x+ y|, |x− y|} < 0.6
0 otherwise

for all (x, y) ∈ Ω.

The graphs of the true source function and its reconstructions are displayed in Fig-
ure 3. The support of true source function ptrue is the square centered at the origin,
rotated 45◦. We can see that reconstruction this square is out of expectation. The
maximum values the source function inside the square is quite correctly computed.

When δ = 10%,
|maxx∈Ω pcomp−maxx∈Ω ptrue|

|maxx∈Ω ptrue| = 5.13%. When δ = 30%, this error is

5.44%.
Test 3. We next test the case when the graph of the true source has a void. The
true source function in this test is

ptrue(x, y) =

{
4 if 0.42 < x2 + y2 < 0.82

0 otherwise
for all (x, y) ∈ Ω.

The graphs of the true source function and its reconstructions are displayed in
Figure 4. The support of true source function ptrue is the ring centered at the
origin with outer radius 0.8 and inner radius 0.4. This test is interesting due to the
presence of the void. We can see that reconstruction this ring is acceptable. The
maximum values the source function inside the square is quite correctly computed.

When δ = 5%,
|maxx∈Ω pcomp−maxx∈Ω ptrue|

|maxx∈Ω ptrue| = 6.35%. When δ = 50%, this error is

8.13%.
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Figure 2. Test 1. The true and reconstruction of the source func-
tions p. (A) The function ptrue. (B) The function pcomp computed
from data containing δ = 5% noise. (C) The function pcomp com-
puted from data containing δ = 10% noise.
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Figure 3. Test 2. The true and reconstruction of the source func-
tions p. (A) The function ptrue. (B) The function pcomp computed
from data containing δ = 10% noise. (C) The function pcomp com-
puted from data containing δ = 30% noise.
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Figure 4. Test 3. The true and reconstruction of the source func-
tions p. (A) The function ptrue. (B) The function pcomp computed
from data containing δ = 5% noise. (C) The function pcomp com-
puted from data containing δ = 50% noise.

Test 4. We next consider a more interesting case. The function ptrue is the charac-
teristic function of the letter Y . Although this true source function has complicated
structure, we are able to well compute it. The graphs of the true source function
and its reconstructions are displayed in Figure 5. We can see that reconstruction the
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Figure 5. Test 4. The true and reconstruction of the source func-
tions p. (A) The function ptrue. (B) The function pcomp computed
from data containing δ = 10% noise. (C) The function pcomp com-
puted from data containing δ = 50% noise.
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letter Y is acceptable. The maximum values the source function inside the square

is quite correctly computed. When δ = 10%,
|maxx∈Ω pcomp−maxx∈Ω ptrue|

|maxx∈Ω ptrue| = 0.83%.

When δ = 50%, this error is 1.92%.

Remark 5.1. These numerical examples numerically show that Algorithm 1
is robust. Especially, it is stable with respect to the noise. We can obtain good
numerical results even when the noise level is up to 50%.

6. Concluding remarks

In this paper, we solve an inverse source problem. This inverse source problem
is the linearization of the highly nonlinear and severely ill-posed inverse scattering
problem. In order to solve the inverse source problem, in the first step, we derive
a system of linear elliptic PDEs in which the source function is absent. We solve
this system by the quasi-reversibility method. We choose the quasi-reversibility
method because its convergence as noise tends to 0 was proved. The efficiency of
our method is confirmed by some interesting numerical examples.
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