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Abstract. By constructing appropriate smooth supersolutions, we establish

sharp lower bounds near the boundary for the modulus of nontrivial solutions to
singular and degenerate Monge-Ampère equations of the form detD2u = |u|q

with zero boundary condition on a bounded domain in R
n. These bounds imply

that currently known global Hölder regularity results for these equations are
optimal for all q negative, and almost optimal for 0 ≤ q ≤ n−2. Our study also

establishes the optimality of global C
1
n regularity for convex solutions to the

Monge-Ampère equation with finite total Monge-Ampère measure. Moreover,
when 0 ≤ q < n− 2, the unique solution has its gradient blowing up near any
flat part of the boundary. The case of q being 0 is related to surface tensions

in dimer models. We also obtain new global log-Lipschitz estimates, and apply
them to the Abreu’s equation with degenerate boundary data.

1. Introduction and statement of the main results. This note is concerned
with sharp boundary estimates for non-trivial convex Aleksandrov solutions (see
Definition 2.1) u ∈ C(Ω) to the Monge-Ampère equation

detD2u = |u|q in Ω, u = 0 on ∂Ω (1.1)

where Ω ⊂ R
n (n ≥ 2) is a bounded convex domain, and q ∈ R. Near the boundary,

the above Monge-Ampère equation is degenerate if q > 0 while it is singular if q < 0.
Note that, when q < n, the nontrivial solution to (1.1) is unique. This follows
from [20, Proposition 4.5] for 0 ≤ q < n, and from [21, Theorem 1.1] for q < 0.
Depending on the particular values of q, this problem appears in diverse contexts.
They include: (i) the affine hyperbolic sphere, the Lp-Minkowski problem, the
Minkowski problem, and the logarithmic Minkowski problem when q < 0 (see [21]
and the references therein); (ii) problems related to the Monge-Ampère eigenvalue
problem (see [21, 24] and the references therein) when q > 0; (iii) and surface
tensions in dimer models when q = 0 and n = 2 which we will say more later in this
introduction.

If q ≥ n − 2, then by [20, Propositions 5.3 and 5.4], any solution u to (1.1) is
almost Lipschitz globally (but it is conceivable to have better regularity), that is,
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for all α ∈ (0, 1), we have

|u(x)| ≤ C(n, q, α, diam (Ω))dist α(x, ∂Ω)∥u∥L∞(Ω) for all x ∈ Ω. (1.2)

In this note, we use dist (·, E) to denote the distance function to a closed set E ⊂ R
n.

Unless q = 0 and n = 2 (where Du actually blows up for certain domains Ω; see the
discussion after (1.8)), it is still an interesting problem to see whether Du blows up
near the boundary in this range of q ≥ n− 2.

On the other hand, when q < n−2, we will see that the unique nontrivial solution
u to (1.1) has its gradient blowing up near any flat part of the boundary. This is a
new phenomenon for 0 ≤ q < n− 2. Our interest here is to establish sharp blow-up
rate for the gradient of solutions to (1.1) near the boundary when q < n− 2. This
is equivalent to obtaining sharp lower bound for |u| near the boundary.

We recall here known upper bounds for |u| when q < n− 2.

(a) If q < 0, then it was shown in [21, Theorem 1.1] that the solution to (1.1)
satisfies

|u(x)| ≤ C(n, q, diam (Ω))dist
2

n−q (x, ∂Ω) for all x ∈ Ω (1.3)

and this global Hölder regularity was shown to be optimal if q ≤ −1. The
case −1 < q < 0 was left open.

(b) If 0 < q < n − 2 and n ≥ 3, then by [21, Proposition 1], we have for all
β ∈ (0, 2

n−q ) the following estimate for the non-trivial solution to (1.1)

|u(x)| ≤ C(n, q, β, diam (Ω))dist β(x, ∂Ω) for all x ∈ Ω. (1.4)

(c) If q = 0, then Caffarelli [4] showed more generally that if

detD2u ≤ 1 in Ω, and u = 0 on ∂Ω, (1.5)

then

|u(x)| ≤ C(n, α, diam (Ω))dist α(x, ∂Ω) for

{

all α ∈ (0, 1) when n = 2,

α = 2
n when n ≥ 3

. (1.6)

Therefore, solutions to (1.5) are globally almost Lipschitz in two dimensions,

while in dimensions n ≥ 3, they satisfy u ∈ C
2
n (Ω). Note that (1.6) sharpens

the classical Aleksandrov estimate (2.1), which gives the C0, 1
n (Ω) regularity,

for convex solutions to the Monge-Ampère equation with finite total Monge-
Ampère measure. See also the sharpness of the global C0, 1

n regularity in
Theorem 1.3.

In this note, we show that the exponent 2
n−q in (1.3) is also optimal for −1 <

q < 0 (thus answering positively an open question in [21]), the range of exponents
β ∈ (0, 2

n−q ) in (1.4) is almost optimal for q ∈ (0, n−2), and for q = 0, the exponent

α = 2
n in (1.6) is optimal in dimensions n ≥ 3. Proposition 1.4 and the ensuing

discussion will address the case of q = 0 and n = 2. Our first main theorem states
as follows.

Theorem 1.1 (Sharp boundary estimates for singular and degenerate Monge-Amp-
ère equations). Let Ω be a bounded convex domain in R

n (n ≥ 2) such that there
is a non-empty closed subset Γ of its boundary ∂Ω that lies on a hyperplane and Γ
contains an (n−1)-dimensional ball. Let q < n−2. Let u ∈ C(Ω) be the non-trivial
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Aleksandrov solution to
{

detD2u = |u|q in Ω,

u = 0 on ∂Ω.
(1.7)

Then, for x ∈ Ω sufficiently close to the interior of Γ, we have

|u(x)| ≥











c(n, q,Ω,Γ)dist
2

n−q (x, ∂Ω) if q < 0,

c(n,Ω,Γ)dist
2
n (x, ∂Ω) if q = 0 and n ≥ 3,

c(n, q, β,Ω,Γ)dist β(x, ∂Ω) if 0 < q < n− 2, for any β ∈ ( 2
n−q , 1).

Remark 1.2. Theorem 1.1 implies that, in the presence of a flat part Γ on the
boundary ∂Ω, the non-trivial solution to (1.7) has unbounded gradient near Γ for
all 0 < q < n − 2. This is in quite contrast to the case where ∂Ω is smooth and
uniformly convex. In the latter case, by [20, Theorem 1.6], we have u ∈ C∞(Ω)
when q is a positive integer, and u ∈ C2+[q],γ(Ω) for some γ(n, q) ∈ (0, 1) when q is
not an integer. Here, [q] denotes the greatest integer not exceeding q.

We comment briefly on the proof of Theorem 1.1 to be given in Section 4. The
proof of Theorem 1.1 for the case q ≤ 0 is based on constructions of suitable super-
solutions v to (1.7) as in [21]. The difference here is that we use smooth, possibly
non-convex supersolutions in Lemma 4.1, thus overcoming the restriction q ≤ −1
imposed in the construction of convex supersolutions in [21, Lemma 2.4]. The un-
derlying idea is this: to obtain a lower bound for |u|, we mostly use that u is a
smooth subsolution in the interior so it is also a viscosity subsolution. The smooth
supersolutions v act as test functions in the definition of viscosity subsolution prop-
erty for u so they are not required to be convex; see the discussion in [15, Section
3].

In general, we cannot have a comparison principle for non-convex solutions to
Monge-Ampère equations. However, in the present situation, our solutions are
smooth in the interior, and the proof of the comparison principle goes through
directly. The proof of Theorem 1.1 for the case 0 < q < n−2 is based on an iterative
argument using non-convex smooth supersolutions to detD2u = dist γ(x, ∂Ω) where
γ > 0; see Lemma 4.3.

A a byproduct, the study of sharp global Hölder regularity for (1.1) when q < 0

allows us to prove the optimality of global C0, 1
n regularity (that is, Lipschitz when

n = 1 and C
1
n when n ≥ 2) for convex solutions to the Monge-Ampère equation with

finite total Monge-Ampère measure and zero boundary condition. The optimality
is obvious in dimension n = 1 with the convex function u(x) = |x| − 1 on Ω =
(−1, 1) ⊂ R. In dimensions n ≥ 2, we have the following theorem.

Theorem 1.3 (Optimality of global C
1
n regularity). Let n ≥ 2. Then, for any

1/n < α < 1, there exist a bounded convex domain Ω ⊂ R
n and a convex function

v ∈ C(Ω) ∩ C∞(Ω) such that v = 0 on ∂Ω and detD2v ∈ L1(Ω), but v ̸∈ Cα(Ω).

The proof of Theorem 1.3 will be given in Section 3. We note that, in dimensions
n ≥ 5, the optimality of global C

1
n regularity was also obtained by Du [10, Theorem

3.2]. Du’s method is a bit involved and does not seem to extend to cover the lower
dimensional cases.

When q = 0 and n = 2, the almost Lipschitz estimate (1.6) is almost sharp.
We will prove the following proposition whose consequence strengthens Caffarelli’s
estimate in two dimensions from global almost Lipschitz to global log-Lipschitz.
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Proposition 1.4 (Global log-Lipschitz estimates). Let Ω ⊂ R
n be a bounded convex

domain. Let u ∈ C(Ω) be a convex function satisfying u = 0 on ∂Ω, and

detD2u ≤ Mdist n−2(·, ∂Ω) in Ω

in the sense of Aleksandrov. Then

|u(x)| ≤ C(Ω,M)dist (x, ∂Ω)(1 + | log dist (x, ∂Ω)|) for all x ∈ Ω.

Combining Proposition 1.4 with (1.2), we obtain the global log-Lipschitz property
for solutions to

detD2u = m|u|q in Ω, u = 0 on ∂Ω

when q > n − 2. The case q = n corresponds to the Monge-Ampère eigenvalue
problem. We state this as a corollary.

Corollary 1.5. Let Ω ⊂ R
n (n ≥ 2) be a bounded convex domain. Suppose that

u ∈ C(Ω) is a convex solution to

detD2u = m|u|q in Ω, u = 0 on ∂Ω

where q > n− 2 and m > 0. Then

|u(x)| ≤ C(Ω, n, q,m)dist (x, ∂Ω)(1 + | log dist (x, ∂Ω)|)∥u∥L∞(Ω) for all x ∈ Ω.

An immediate consequence of Proposition 1.4 is the following result: if Ω ⊂ R
2 is

a bounded convex domain, and if u ∈ C(Ω) is a convex function satisfying detD2u ≤
1 in Ω with u = 0 on ∂Ω, then we have the following log-Lipschitz estimate

|u(x)| ≤ C(Ω)dist (x, ∂Ω)| log dist (x, ∂Ω)| for all x ∈ Ω close to ∂Ω. (1.8)

The estimate (1.8) turns out to be sharp. Its sharpness can be seen from the explicit
formula for the solution to the Monge-Ampère equation detD2u = 1 with zero
boundary data on a planar triangle; see (2.3). Interestingly, this explicit formula
comes from the study of dimer models in combinatorics and statistical physics in the
works of Cohn, Kenyon, Okounkov, Propp, Sheffield [6, 16, 17, 19], among others.
The particular case of the triangle comes from the study of the lozenge tiling model,
and from (2.3), one deduces that the gradient of the surface tension of the lozenge
tiling model blows up with a rate proportional to the logarithm of the distance to
the boundary. This turns out to be true near a generic boundary point for general
surface tensions; see Proposition 6.1.

We end this introduction by discussing an application of the log Lipschitz esti-
mate in Proposition 1.4 is to the Abreu’s equation [1] with degenerate boundary
data. This is a fourth order fully nonlinear partial differential equation of the form











U ijDijw = −f in Ω,

w = [detD2u]−1 in Ω,

w = 0 on ∂Ω,

(1.9)

where u is a locally uniformly convex function defined in a bounded domain Ω ⊂ R
n.

Throughout, U = (U ij) = (detD2u)(D2u)−1 is the cofactor matrix of the Hessian
matrix D2u. When Ω is the interior of a bounded polytope, equation (1.9) arises
in the study of the existence of constant scalar curvature Kähler metrics for toric
varieties [8], and the function f corresponds to the scalar curvature of the toric
varieties. When Ω is uniformly convex and smooth, Chen-Li-Sheng [5] proved the
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existence of a smooth and strictly convex solution u in Ω for equation (1.9) with
boundary data of the form

u = φ, |Du| = ∞, w = 0 on ∂Ω. (1.10)

where the function φ is assumed to be smooth and uniformly convex in an open set
of Rn containing Ω, and f is smooth with a positive lower bound.

The vanishing of w on ∂Ω in (1.9) causes the Hessian determinant of u to be
infinite on ∂Ω. If

detD2u(x) grows at least as dist−1(x, ∂Ω) when x tends to the boundary,
(1.11)

then in [9, Theorem 5], Donaldson established the following global lower bound for
the Hessian determinant of a solution to (1.9): for all α ∈ (0, 1), we have

detD2u(x) ≥ C(n, α)d(x)−α∥f+∥−n
L∞(Ω)[diam (Ω)]2n+α for all x ∈ Ω. (1.12)

The exponent γ in ∥f+∥γL∞(Ω) was written as n in [9] but it should be −n as can

be seen from inequality (35) in [9]; see also the rescaling (5.1).
In the following theorem, we sharpen the estimate (1.12) without requiring the

asymptotic behavior (1.11).

Theorem 1.6 (Log-Lipschitz estimates for the inverse of the Hessian determinant
of Abreu’s equation with degenerate boundary data). Let Ω ⊂ R

n be a bounded
domain. Let u ∈ C4(Ω) be a solution of (1.9) where f ∈ L∞(Ω) with f+ > 0, and
w ∈ C(Ω). Then

detD2u ≥ c(n, diam (Ω))∥f+∥−n
L∞(Ω)dist

−1(x, ∂Ω)(1 + | log dist (x, ∂Ω)|)−1. (1.13)

The rest of the note is organized as follows. In Section 2, we recall the notion of
Aleksandrov solutions to the Monge-Ampère equation, and an explicit formula for
the surface tension on the triangle. In Section 3, we prove Theorem 1.3. In Section
4, we prove Theorem 1.1. In Section 5, we give the proofs of Proposition 1.4 and
Theorem 1.6. In Section 6, we show in Proposition 6.1 that the gradient of general
surface tensions behaves similarly to that of the lozenge tiling model.

2. Aleksandrov solutions, and surface tension. In this section, we recall the
notion of Aleksandrov solutions to the Monge-Ampère equation, Aleksandrov esti-
mates, and an important explicit formula for the surface tension on the triangle.

2.1. The Monge-Ampère measure. Let u : Ω → R be a convex function defined
on a bounded convex domain Ω ⊂ R

n.
Let Mu be the Monge-Ampère measure associated with u; see [11, Definition 2.1

and Theorem 2.3], [14, Theorem 1.1.13], and [22, Definition 3.4]. It is defined by

Mu(E) = |∂u(E)| where ∂u(E) =
⋃

x∈E

∂u(x), for each Borel set E ⊂ Ω

where

∂u(x) := {p ∈ R
n : u(y) ≥ u(x) + p · (y − x) for all y ∈ Ω}.

Note that, when u ∈ C2(Ω), we have ∂u(x) = {Du(x)} for all x ∈ Ω, and Mu
is absolutely continuous with respect to the Lebesgue measure, and it has density
detD2u. In this note, we use detD2u to denote Mu for u being merely convex.
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Definition 2.1 (Aleksandrov solutions). Given a Borel measure µ on Ω, a convex
function u : Ω → R is called an Aleksandrov solution to the Monge-Ampère equation

detD2u = µ,

if µ = Mu as Borel measures. When µ = f dx we will simply say that u solves

detD2u = f

and this is the notation we use in this note. Similarly, when writing detD2u ≥ λ (≤
Λ) we mean that Mu ≥ λ dx (≤ Λ dx).

We recall the following comparison principle; see [11, Theorem 2.10], [14, Theo-
rem 1.4.6], and [22, Lemma 3.25].

Lemma 2.2 (Comparison principle). Let Ω ⊂ R
n be an open, bounded and convex

domain. Let u, v ∈ C(Ω) be convex functions. If u ≥ v on ∂Ω, and

detD2u ≤ detD2v in Ω,

then u ≥ v in Ω.

The classical Aleksandrov maximum principle for the Monge-Ampère equation
(see [11, Theorem 2.8], [14, Theorem 1.4.2] and [22, Theorem 3.20]) states that: if
u ∈ C(Ω) is a convex function satisfying

Mu(Ω) =

∫

Ω

detD2u dx := m < ∞, and u = 0 on ∂Ω,

then

|u(x)| ≤ C(n, diam (Ω))[dist (x, ∂Ω)]1/n
(

∫

Ω

detD2udx
)1/n

≤ C(n,m, diam (Ω))[dist (x, ∂Ω)]1/n. (2.1)

In particular, by the convexity of u, one finds that u ∈ C0,1/n(Ω). Theorem 1.3

asserts the optimality of this global C
1
n regularity in all dimensions n ≥ 2.

As mentioned in the Introduction, Caffarelli’s estimate (1.6) sharpens (2.1) in
the special case detD2u ≤ 1. In two dimensions, we can further sharpen Caffarelli’s
estimate using Proposition 1.4.

2.2. Surface tension for the lozenge tiling model. Let T be the triangle with
vertices at (0, 0), (1, 0) and (0, 1), and let T 0 be the interior of T . Then, there is a
remarkable formula for the solution to

{

detD2σT = 1 in T o,

σT = 0 on ∂T.
(2.2)

The solution is called the surface tension in the study of the lozenge tiling model in
the works [6, 17, 19]; see also [16, Theorem 8] and [13, Lecture 12]. It is given by

σT (x) = −
1

π2
(L (πx1)+L (πx2)+L (π(1−x1−x2))) for x = (x1, x2) ∈ T o (2.3)

where

L (θ) = −

∫ θ

0

log |2 sinu|du

is the Lobachevsky function.
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One notes that

DσT (x) =
1

π

(

log
( sin(πx1)

sin(π(x1 + x2))
, log

( sin(πx2)

sin(π(x1 + x2))

))

. (2.4)

A direct calculation shows that detD2σT = 1 in T o. To verify the boundary
condition, we use the fact that

L (π) = −

∫ π

0

log |2 sinu|du = 0;

see [2, p. 161]. From this, we see that L is odd, and π-periodic. The boundary
condition in (2.2) can be then easily verified.

3. Optimality of global C
1
n regularity and singular Monge-Ampère. In

this section, we prove Theorem 1.3. Interestingly, our construction of the bounded
domain and the convex function in Theorem 1.3 is inspired by the study of the
optimal global Hölder regularity of the unique convex solution u ∈ C∞(Ω) ∩ C(Ω)
to singular Monge-Ampère equations of the form (1.1) with q = −p < 0, where

p > 0. In [21, Theorem 1.1], it was shown that u ∈ C
2

n+p (Ω) and this global
Hölder regularity is optimal for all p ≥ 1 (it is in fact optimal for all p > 0 by
Theorem 1.1). For any α > 1/n, we can choose 1 ≤ p < n such that α > 2

n+p ,

and the construction of the convex supersolutions to (1.1) in [21] gives a candidate
for our desired function v. Here, we only need detD2v ∈ L1(Ω) but do not require
detD2v ≤ |v|−p in Ω so our construction actually works for all p > 0.

For x = (x1, · · · , xn) ∈ R
n, let us write x = (x′, xn), where x

′ = (x1, · · · , xn−1) ∈
R

n−1. Our basic construction is the following:

Lemma 3.1. Let n ≥ 2. Let 0 < p < n, and

Ω = {(x′, xn) : |x
′| < 1, 0 < xn < 1− |x′|2}.

Then the function

w = xn − x
2

n+p
n (1− |x′|2)

n+p−2

n+p

has the following properties:

(i) w is smooth, convex in Ω with w = 0 on ∂Ω,
(ii) detD2w ∈ L1(Ω),
(iii) w ̸∈ Cα(Ω) for any α > 2

n+p .

Proof. We use the calculation carried out in the proof of [21, Lemma 2.4]. For
x = (x′, xn), we denote r = |x′|. Let

a =
2

n+ p
, and b = 1− a =

n+ p− 2

n+ p
.

Then
w(x) = xn − xa

n(1− r2)b.

We calculate

wr = 2bxa
n(1− r2)b−1r

wrr = 2bxa
n(1− r2)b−2[1− (2b− 1)r2]

wxn
= 1− axa−1

n (1− r2)b

wxnxn
= a(1− a)xa−2

n (1− r2)b

wxnr = 2abxa−1
n (1− r2)b−1r.
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In suitable coordinate systems, such as cylindrical in x′, the Hessian of w has the
following form

D2w =















wr

r 0 · · · 0 0
0 wr

r · · · 0 0
...

...
. . .

...
...

0 0 · · · wrr wrxn

0 0 · · · wrxn
wxnxn















.

We have

detD2w = (
wr

r
)n−2[wxnxn

wrr − w2
xnr]

= (2b)n−1xna−2
n (1− r2)n(b−1)a[1− a+ (1− 2b− a)r2]

= ab(2b)n−1xna−2
n (1− r2)1−na.

Since 0 < a, b < 1 and 0 ≤ r < 1, we deduce that w is smooth and convex in Ω with
w = 0 on ∂Ω. This confirms (i). For (ii), we note from 0 < p < n that

na− 1 > 0.

Thus
∫

Ω

detD2w dx =

∫

|x′|<1

∫ 1−|x′|2

0

ab(2b)n−1xna−2
n (1− |x′|2)1−na dxndx

′

=

∫

|x′|<1

ab(2b)n−1

na− 1
(1− |x′|2)na−1(1− |x′|2)1−na dx′

=

∫

|x′|<1

ab(2b)n−1

na− 1
dx′ < ∞.

Therefore, detD2w ∈ L1(Ω) and this proves (ii).
Finally, we prove (iii). For x = (0, xn), we have

|w(0, xn)| = x
2

n+p
n − xn ≥ x

2
n+p
n /2

for xn small, depending only on n and p. This shows that w ̸∈ Cα(Ω) for any
α > 2

n+p .

Remark 3.2. If 1 ≤ p < n, then as in [21, Lemma 2.4], we can find a constant
C(n, p) > 0 such that w̄ := Cw is a supersolution of (1.1) where q = −p, that is

detD2w̄ ≤ |w̄|−p in Ω, and w̄ = 0 on ∂Ω.

Proof of Theorem 1.3. For n ≥ 2 and 1/n < α < 1, let us choose p such that

max{2/α− n, 1} < p < n.

Then

α >
2

n+ p
.

Let Ω and w be as in Lemma 3.1. Then, v = w ∈ C(Ω) ∩ C∞(Ω) is a convex
function with v = 0 on ∂Ω and detD2v ∈ L1(Ω), but v ̸∈ Cα(Ω).

By Remark 3.2, there is C ′(n, p) > 0 such that detD2v ≤ C ′(n, p)|v|−p in Ω.
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4. Proof of Theorem 1.1. In this section, we prove Theorem 1.1. We write a
typical point x = (x1, · · · , xn) ∈ R

n as x = (x′, xn) where x′ = (x1, · · · , xn−1).
To prove the sharp estimate in Theorem 1.1 for the case q < 0, we will use the

following smooth, possibly non-convex supersolutions.

Lemma 4.1 (Possibly non-convex supersolution for negative power). Assume p >
0. Let

Ω1 := {(x′, xn) : |x
′| < 1, 0 < xn < (1− |x′|2)

n
n+p−2 }.

Then the function

w =
[

xn − x
2

n+p
n (1− |x′|2)

n
n+p

]

/2

is smooth in Ω1 and satisfies

detD2w ≤ |w|−p in Ω1, and w = 0 on ∂Ω1.

Proof. For x = (x′, xn), we denote r = |x′|. Let

v(x) = −Cxa
n(1− r2)b

where 0 < a, b < 1 and C > 0. Then, from the computations in [21, Lemma 2.4],
we have

detD2v = (
vr
r
)n−2[vxnxn

vrr − v2xnr]

= Cn(2b)n−1xna−2
n (1− r2)n(b−1)a[1− a+ (1− 2b− a)r2].

We would like to have

detD2v ≤ |v|−p = C−px−ap
n (1− r2)−bp

which is equivalent to

Cn+p(2b)n−1x(n+p)a−2
n (1− r2)(n+p)b−na[1− a+ (1− 2b− a)r2]

≤ 1 for all r < 1. (4.1)

We can choose

a =
2

n+ p
, b =

n

n+ p
, C =

1

2
.

Now, let

w = Cxn + v = [xn − xa
n(1− r2)b]/2.

Then w < 0 is smooth in Ω1, and w = 0 on ∂Ω1. Moreover, since |w| = |v| − Cxn,
we have

detD2w = detD2v ≤ |v|−p = |Cxn + |w||−p ≤ |w|−p in Ω1.

Remark 4.2. For a and b in the above proof, we have

1− a+ (1− 2b− a)r2 →
2(p− 2)

n+ p
when r → 1−.

Thus the function v, or equivalently w in Lemma 4.1, is convex only when p ≥ 2.
When 0 < p < 2, w is not convex.

For the case 0 ≤ q < n− 2, the solution u to (1.7) is expected to grow like some
power of the distance function to the boundary. The following lemma is the basic
for our argument.
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Lemma 4.3 (Non-convex supersolution for positive power). Let Ω be a bounded
convex domain in R

n (n ≥ 3) such that there is a non-empty closed subset Γ of its
boundary ∂Ω that lies on a hyperplane and Γ contains an (n− 1)-dimensional ball.
Let m, δ > 0, and 0 ≤ γ < n − 2. Suppose that u ∈ C(Ω) ∩ C2(Ω) is a convex
solution to

detD2u = f in Ω, u = 0 on ∂Ω,

where f ∈ C(Ω), f ≥ 0, and f satisfies

f(x) ≥ mdist γ(x, ∂Ω) for x ∈ Ω satisfying dist (x,Γ) ≤ δ.

Then, for x ∈ Ω sufficiently close to the interior of Γ, we have

|u(x)| ≥ c(n,m, γ, δ,Ω,Γ)dist
2+γ
n (x, ∂Ω).

Proof. Let α=(2+γ)/n. Then α∈(0, 1). Fix z ∈ Ω being close to the interior of Γ.
By translating and rotating coordinates, we can assume that for some t =

t(n,m, γ, δ,Ω,Γ) ∈ (0,min{2−n/2m1/2, δ
1−α
2 }),

z = (0, zn) ∈ Ωt := {(x′, xn) : |x
′| < t, 0 < xn < (t2 − |x′|2)

1
1−α } ⊂ Ω,

{(x′, 0) : |x′| ≤ t} ⊂ Γ ⊂ ∂Ω, and dist (x, ∂Ω) = xn for x ∈ Ωt.

Let

v(x) = xn + xα
n(|x

′|2 − t2).

Then, v ∈ C∞(Ωt), and v = 0 on ∂Ωt. By a computation (see, for example, [21,
Lemma 2.2]), we have

detD2v = 2n−2xnα−2
n

[

α(1− α)t2 − (α2 + α)|x′|2
]

(4.2)

≤ 2n−2t2xnα−2
n = 2n−2t2xγ

n ≤ mxγ
n/4.

By the choice of t, one has

f(x) ≥ mdist γ(x, ∂Ω) = mxγ
n in Ωt.

It follows from detD2u = f ≥ mxγ
n in Ωt that

detD2v < detD2u in Ωt. (4.3)

We show that

v ≥ u in Ωt. (4.4)

Note that, u = v on ∂Ωt ∩ Γ, and u ≤ 0 = v on ∂Ωt \ Γ, by the convexity of u.
Suppose that v < u somewhere in Ωt. Then v − u attains its minimum value in Ωt

at some point x̄ ∈ Ωt. At this point, we have D2v(x̄) ≥ D2u(x̄). Thus, by (4.2)

mx̄γ
n/4 ≥ detD2v(x̄) ≥ detD2u(x̄) ≥ mx̄γ

n,

a contradiction to (4.3). Therefore, (4.4) holds. Hence, for z = (0, zn), we have

|u(z)| ≥ |v(z)| = |v(0, zn| = zαn (t
2 − z1−α

n ) ≥ zαn t
2/2 = dist α(z, ∂Ω)t2/2,

if zn > 0 is sufficiently small.

Remark 4.4. When |x′| → t, we have [α(1− α)t2 − (α2 + α)|x′|2 → −2α2t2 < 0.
Thus, from (4.2), we see that the function v in the proof of Lemma 4.3 is not convex.

When detD2u ≤ Mdist γ(·, ∂Ω), we have the following Hölder estimate whose
proof is an easy adaptation of the above computation.



SINGULAR AND DEGENERATE MONGE-AMPÈRE EQUATIONS 1711

Lemma 4.5. Let Ω be a bounded convex domain in R
n (n ≥ 3). Let M > 0 and

0 ≤ γ < n− 2. Let u ∈ C(Ω) be an Aleksandrov solution to

detD2u ≤ Mdist γ(·, ∂Ω) in Ω, u = 0 on ∂Ω.

Then for all x ∈ Ω, we have

|u(x)| ≤ C(n,M, γ,Ω)dist
2+γ
n (x, ∂Ω).

Proof. Let α = (2 + γ)/n. Then α ∈ (0, 1). Let z = (z′, zn) be an arbitrary point
in Ω. By translation and rotation of coordinates, we can assume that: 0 ∈ ∂Ω,
Ω ⊂ R

n
+ = {x = (x′, xn) ∈ R

n : xn > 0}, the xn-axis points inward Ω, z lies on the
xn-axis, and zn = dist (z, ∂Ω). Consider

w(x) = xn + xα
n(|x

′|2 −K),

where

K :=
2(diam (Ω))2 +M + 1

α(1− α)
.

Then w is convex, w ∈ C∞(Ω), w ≤ 0 on ∂Ω, and

detD2w(x) = 2n−2xnα−2
n

[

α(1− α)K − (α2 + α)|x′|2
]

≥ (M + 1)xnα−2
n ≥ (M + 1)dist γ(x, ∂Ω) ≥ detD2u.

By the comparison principle in Lemma 2.2, we have w ≤ u. Therefore, at z, we
have

|u(z)| ≤ |w(z)| = Kzαn − zn ≤ Kdist
2+γ
n (z, ∂Ω).

Remark 4.6.

(i) Lemma 4.5 was also established in [23, Theorem 1.1] with a different proof.
(ii) In view of Lemma 4.3, the Hölder exponent (2+γ)/n in Lemma 4.5 is optimal.

Proof of Theorem 1.1. If q<0, then as observed in the proof of Theorem 1.1 in [21],
we have u∈C∞(Ω) while for q≥0, we also have u∈C∞(Ω) by [20, Proposition 2.8].

Case 1: q = −p < 0. Then u ∈ C∞(Ω) ∩ C(Ω) solves

detD2u = |u|−p in Ω, u = 0 on ∂Ω.

We need to show that for x ∈ Ω sufficiently close to Γ, we have

|u(x)| ≥ c(n, p,Ω,Γ)dist
2

n+p (x, ∂Ω). (4.5)

First, we note that, under the following rescaling of the domain and the solution
u:

Ω̃ := λΩ, , ũ(y) = λ
2n

n+pu(λ−1y)(y ∈ Ω̃),

ũ solves
{

detD2ũ = |ũ|−p in Ω̃,

ũ = 0 on ∂Ω̃.

By rescaling using a suitable λ(n, p,Ω,Γ) > 0, translating and rotating coordinates,
we can assume that

Ω1 := {(x′, xn) : |x
′| < 1, 0 < xn < (1− |x′|2)

n
n+p−2 } ⊂ Ω,

and
{(x′, 0) : |x′| ≤ 1} ⊂ Γ ⊂ ∂Ω.

Let

w =
[

xn − x
2

n+p
n (1− |x′|2)

n
n+p

]

/2
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be as in Lemma 4.1.
We show that w ≥ u in Ω1. Note that w = 0 ≥ u on ∂Ω1. If w − u attains

its minimum value on Ω1 at x0 ∈ Ω1 with w(x0) < u(x0) < 0, then D2w(x0) ≥
D2u(x0). It follows that

|w(x0)|
−p ≥ detD2w(x0) ≥ detD2u(x0) ≥ |u(x0)|

−p.

Therefore, |w(x0)|
−p ≥ |u(x0)|

−p which contradicts |w(x0)| > |u(x0)| and p > 0.
Now, from w ≥ u in Ω1, we find that for x = (0, xn) ∈ Ω1,

|u(x)| ≥ |w(x)| = (x
2

n+p
n − xn)/2 ≥ x

2
n+p
n /2 = dist

2
n−q (x, ∂Ω)/2,

if xn > 0 is sufficiently small. This proves (4.5).
Case 2: q = 0 and n ≥ 3. Applying Lemma 4.3 to γ = 0 and m = 1, we find

that

|u(x)| ≥ c(n,Ω,Γ)dist
2
n (x, ∂Ω)

for x ∈ Ω sufficiently close to Γ.
Case 3: 0 < q < n − 2 and n ≥ 3. Fix β ∈ ( 2

n−q , 1). We show that for x ∈ Ω

sufficiently close to Γ,

|u(x)| ≥ c(n, q, β,Ω,Γ)dist β(x, ∂Ω). (4.6)

By the convexity of u, we have (see [20, p. 1531])

|u(x)| ≥
dist (x, ∂Ω)

diam(Ω)
∥u∥L∞(Ω) for x ∈ Ω.

On the other hand, by [20, Lemma 3.1(iii)], we have ∥u∥L∞(Ω) ≥ c(n, q,Ω) > 0.
Thus, there is a constant c0(n, q,Ω) > 0 such that

|u(x)| ≥ c0dist (x, ∂Ω) for x ∈ Ω. (4.7)

Define the sequence {αk}
∞
k=0 by

α0 = 1, and αk+1 =
2 + qαk

n
for k ≥ 0.

Note that

αk+1 −
2

n− q
=

q

n
(αk −

2

n− q
).

Thus, the sequence {αk} is strictly decreasing from 1 to 2
n−q .

To prove (4.6), it suffices to prove by induction that there is a constant ck(n, q, k,
Ω,Γ) > 0 such that for x ∈ Ω sufficiently close to Γ, we have

|u(x)| ≥ ckdist
αk(x, ∂Ω). (4.8)

The base case k = 0 follows from (4.7). Suppose we have proved (4.8) for k. We
need to prove it for (k + 1). Indeed, for x ∈ Ω sufficiently close to Γ, we have from
the induction hypothesis that

detD2u ≥ cqkdist
qαk(x, ∂Ω). (4.9)

Fix z ∈ Ω being close to Γ. Then, by Lemma 4.3 applied to the case γ = qαk and
m = cqk, there is a constant ck+1 = ck+1(n, k, q,Ω,Γ) > 0 such that

|u(z)| ≥ ck+1dist
αk+1(z, ∂Ω).

Therefore, (4.8) is proved for (k + 1).
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5. Global log-Lipschitz estimates and application. In this section, we prove
Proposition 1.4 and Theorem 1.6.

Proof of Proposition 1.4. The proof is is based on a construction of a log-Lipschitz
convex subsolution. Denote a point x ∈ R

n by x = (x′, xn). Let z = (z′, zn) be
an arbitrary point in Ω. By translation and rotation of coordinates, we can assume
that: 0 ∈ ∂Ω, Ω ⊂ R

n
+ = {x = (x′, xn) ∈ R

n : xn > 0}, the xn-axis points inward
Ω, z lies on the xn-axis, and zn = dist (z, ∂Ω). Let D = diam (Ω), and

v(x) = (M + 2D2)xn log(xn/D) + xn(|x
′|2 −D2).

Then, v ≤ 0 on ∂Ω and

D2v =















2xn 0 · · · 0 2x1

0 2xn · · · 0 2x2

...
...

. . .
...

...
0 0 · · · 2xn 2xn−1

2x1 2x2 · · · 2xn−1
M+2D2

xn















.

By induction, we find that

detD2v(x) = 2n−1xn−2
n (M + 2D2 − 2|x′|2) ≥ 2Mxn−2

n ≥ 2Mdist n−2(x, ∂Ω).

Moreover, v is convex in Ω. From the assumption on u, we have u ≥ v on ∂Ω, and

detD2v ≥ detD2u in Ω.

By the comparison principle in Lemma 2.2, we have u ≥ v in Ω. Thus

|u(z)| ≤ |v(z)| = (M + 2D2)zn log(D/zn) +D2zn ≤ C(M,D)zn(1 + | log zn|).

Since zn = dist (z, ∂Ω), the proposition is proved.

Remark 5.1.

(i) The global Log-Lipschitz estimate in Proposition 1.4 is sharp in two dimen-
sions. This can be seen from formula (2.3) for the solution σT to (2.2) in a
right triangle in the plane.

(ii) The global log-Lipschitz estimate in Proposition 1.4 strengthens an almost
Lipschitz estimate in the main theorem of [23]. See Theorem 1.1 there for the
case a = ∞, α = 0 and β = 2n− 1.

Proof of Theorem 1.6. We divide the proof into several steps. Note that for γ > 0,
ũ = γu satisfies

Ũ ijDijw̃ = −γ−1f, (5.1)

where Ũ = (Ũ ij) is the cofactor matrix of D2ũ, and w̃ = (detD2ũ)−1. Thus, by
considering ∥f+∥L∞(Ω)u instead of u, it suffices to prove the theorem under the
assumption that

∥f+∥L∞(Ω) = 1.

Step 1. We first establish the lower bound on the Hessian determinant detD2u

detD2u ≥ c1(n, diam (Ω)) (5.2)

via the following upper bound for w:

w ≤ C1(n, diam (Ω)). (5.3)
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Indeed, we will use the Aleksandrov-Bakelman-Pucci estimate (see [12, Theorem
9.1]) for (1.9). By this estimate, and det(U ij) = (detD2u)n−1 = w−(n−1), we have

∥w∥L∞(Ω) ≤ C(n)diam (Ω)∥
f+

(detU)1/n
∥Ln(Ω)

= C(n)diam (Ω)∥f+w
n−1

n ∥Ln(Ω) ≤ C(n)diam (Ω)∥w∥
n−1

n

L∞(Ω).

Thus, we can easily obtain (5.3).
Step 2. We show that

detD2u(x)≥

{

c(n, diam (Ω))dist−
2
n (x, ∂Ω) if n>2,

c(diam (Ω))dist−1(x, ∂Ω)(1+| log dist (x, ∂Ω)|)−1 if n=2.
(5.4)

Indeed, let z = (z′, zn) be an arbitrary point in Ω. By translation and rotation of
coordinates, we can assume that: 0 ∈ ∂Ω, Ω ⊂ R

n
+ = {x = (x′, xn) ∈ R

n : xn > 0},
the xn-axis points inward Ω, z lies on the xn-axis, and zn = dist (z, ∂Ω). We will
compare w with the functions vα defined as follows.

Let D := diam (Ω). Consider for α ∈ [ 2n , 1]

vα(x) =

{

xα
n(|x

′|2 − Cα) where Cα = 1+2D2

α(1−α) if α ∈ [ 2n , 1),

(1 + 2D2)xn log(xn/D) + xn(|x
′|2 −D2) if α = 1.

(5.5)

Then, for α ∈ [ 2n , 1), we find from [21, Lemma 2.2] that vα is convex in Ω, with
vα ≤ 0 on ∂Ω, and

detD2vα = 2n−1xnα−2
n [α(1− α)Cα − (α2 + α)|x′|2] ≥ xnα−2

n

≥ dist nα−2(x, ∂Ω) in Ω.

For α = 1, as in the proof of Proposition 1.4, we find that v1 is convex in Ω, and

detD2v1 ≥ xn−2
n ≥ dist n−2(x, ∂Ω) in Ω, and v1 ≤ 0 on ∂Ω.

Thus, for all α ∈ [ 2n , 1], we have vα is convex in Ω, and

detD2vα ≥ dist nα−2(x, ∂Ω) in Ω, and vα ≤ 0 on ∂Ω. (5.6)

To prove (5.4), it suffices to show that

w ≤ −C(n, diam (Ω))v2/n in Ω. (5.7)

Indeed, suppose (5.7) holds. If n>2, then from (5.7) and (5.5), we have at z=(0, zn)

w(z) ≤ −C(n, diam (Ω))v2/n(z) = C(n, diam (Ω))C2/nz
2/n
n

= C(n, diam (Ω))dist 2/n(z, ∂Ω).

Therefore, (5.10) holds in this case because detD2u(z) = [w(z)]−1. The case n = 2
is similar.

To prove (5.7), we will use the matrix inequality: for positive n × n matrices A
and B,

trace(AB) ≥ n(detA)1/n(detB)1/n. (5.8)

Then, using (5.2) and (5.6) together with det(U ij) = (detD2u)n−1, we find that

U ijDij(−C̃v2/n) ≤ −C̃n(detD2u)
n−1

n (detD2v2/n)
1
n

≤ −C̃nc
n−1

n

1 < −1 ≤ −f = U ijDijw,

if C̃ = C̃(n, diam (Ω)) is large.
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Since

−U ijDij(w + C̃v2/n) < 0 in Ω, and w + C̃v2/n ≤ 0 on ∂Ω,

the classical comparison principle implies w + C̃v2/n ≤ 0 in Ω.
By Step 2, the theorem is proved for n = 2. Thus, in the rest of the proof, we

only consider n > 2.
Step 3. The conclusion of the theorem follows from Step 2 and the following

improvement on the blow up rate of the Hessian determinant: If for some β ∈
[ 1n ,

n−1
n ], we have

detD2u(x) ≥ C(n, β, diam (Ω))dist−β(x, ∂Ω) for all x ∈ Ω, (5.9)

then

detD2u(x)≥

{

c(n, β, diam (Ω))dist−β− 1
n (x, ∂Ω) if 1

n ≤β< n−1
n ,

c(n, diam (Ω))dist−1(x, ∂Ω)(1+| log dist (x, ∂Ω)|)−1 if β= n−1
n .

(5.10)
Assume now (5.9) holds. We prove (5.10). Indeed, let z = (z′, zn) be an arbitrary
point in Ω. By translation and rotation of coordinates, we can assume that: 0 ∈ ∂Ω,
Ω ⊂ R

n
+ = {x = (x′, xn) ∈ R

n : xn > 0}, the xn-axis points inward Ω, z lies on the
xn-axis, and zn = dist (z, ∂Ω). Let vα be as in (5.5). To prove (5.10), as in Step 2,
it suffices to show that

w ≤ −C(n, β, diam (Ω))vβ+1/n in Ω. (5.11)

Let us prove this inequality. Note that β + 1/n ≥ 2/n. Using (5.8), (5.9) and (5.6)
together with det(U ij) = (detD2u)n−1, we find that

U ijDij(−C̃vβ+1/n) ≤ −C̃n(detD2u)
n−1

n (detD2vβ+1/n)
1
n

≤ −C̃C(n, β, diam (Ω))dist−β n−1

n (x, ∂Ω)dist
nβ−1

n (x, ∂Ω)

= −C̃C(n, β, diam (Ω))dist
β−1

n (x, ∂Ω)

< −1 ≤ −f = U ijDijw,

if C̃ = C̃(n, β, diam (Ω)) is large.
Applying the classical comparison principle as in Step 2, we obtain

w + C̃vβ+1/n ≤ 0 in Ω.

This gives (5.11) and the theorem is proved.

6. Further remarks on surface tensions. In general, the surface tension is a
convex function on a convex polygon in the plane; it solves a Monge-Ampère equa-
tion with constant right-hand side, except possibly a finite number of singularities,
and has piecewise affine boundary value. Understanding surface tensions and varia-
tional problems associated with them lead to deeper understanding of limit shapes
of random surfaces; see, for example [3, 7, 18]. In this section, we show that the gra-
dient of general surface tensions behaves similarly to that of the lozenge tiling model
described in Section 2.2. Below, we describe below more precisely the context.

Let N ⊂ R
2 be a compact convex polygon with interior No. Let L : N → R be a

convex function which is piecewise affine on the boundary ∂N . Let P be the set of
corners of N , and let L ⊂ ∂N \ P be the finite set of “quasi frozen” points where
L is not differentiable. Let G = {q1, · · · , ql} ⊂ N0 be a finite set of points; when
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l = 0, we make the convention that G = ∅. The set G is called the set of “gas”
points. Let c1, · · · , cl be positive numbers.

We consider the Monge-Ampère equation










detD2σ = 1 +

l
∑

k=1

ckδqk in No,

σ = L on ∂N.

(6.1)

The function σ, which solves (6.1) in the sense of Alkesandrov, is called the surface
tension. Due to the appearance of the Dirac masses at {qk}

l
k=1, (6.1) is in fact a

singular Monge-Ampère equation when l ≥ 1.
By [15, Theorem 1.1], there is a unique convex solution σ ∈ C(N) to (6.1). It

was proved in a recent paper of Astala, Duse, Prause, and Zhong [3] that for any
closed interval J ⊂ ∂N not containing any points of P ∪ L , we have

lim
z→J,z∈No

|Dσ(z)| → ∞.

Here, we give the precise blow up rate of |Dνσ| near J where ν is the unit vector
perpendicular to J and Dνσ = Dσ · ν. Our result states as follows.

Proposition 6.1. Let σ ∈ C(N) be the convex solution to (6.1). Consider a closed
interval J ⊂ ∂N not containing any points of P ∪ L . Let ν be the unit vector
perpendicular to J . Then, there exists positive constants c and C, depending only
on N, J, L, {ck}

l
k=1, and G such that

c| log dist (z, ∂N | ≤ |Dνσ(z)| ≤ C| log dist (z, ∂N |

when z ∈ No with dist (z, J) being sufficiently small.

The proof of Proposition 6.1 is based on an explicit formula (2.3) for the surface
tension σT in the lozenge tiling model where N is a triangle T and there are no
gas points, and Proposition 1.4. To handle the gas points {qk}, we compare σ with

linear combinations of σT and conical convex functions Ĉqk,N taking value 0 on ∂N
and −1 at qk. These conical convex functions are globally Lipschitz so the boundary
gradient of σ has the magnitude comparable to that of σT . For this, we use the
following property of Monge-Ampère measures; see [11, Lemma 2.9].

Lemma 6.2. Let u and v be convex functions on a convex domain Ω ⊂ R
n. Then,

in the sense of Aleksandrov, we have

detD2(u+ v) ≥ detD2u+ detD2v.

Now, we proceed to prove Proposition 6.1.
We denote the points in P∪L as {p1, · · · , pk} in the counterclockwise direction.

For convenience, denote pk+1 = p1. Let lj denote the line going through pj and
pj+1. Let L|[pj ,pj+1] be the restriction of L to the line segment

[pj , pj+1] := {tpj + (1− t)pj+1 : 0 ≤ t ≤ 1}.

Due to the convexity of the boundary data L and its being affine on each segment
[pj , pj+1], we have the following lemma which says that L is one-sided Lipschitz on
the boundary.

Lemma 6.3 (One-sided Lipschitz property of boundary data). Let

Lj := L− L|[pj ,pj+1].
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Then, for all x ∈ ∂N , we have

Lj(x) ≥ −C0(L,N)dist (x, lj). (6.2)

Proof. The line segment [pj , pj+1] lies on some segment [X,Y ] ⊂ ∂N where X and
Y are vertices of N . By a coordinate change, we can assume that N lies in the
upper-half plane {x = (x1, x2) ∈ R

2 : x2 ≥ 0}, and that [X,Y ] lies on the x1-axis
so lj is the x1-axis. Note that Lj = 0 on [pj , pj+1]. There are three cases.

Case 1: [pj , pj+1] lies in the interior of [X,Y ]. By the convexity of Lj , and
Lj = 0 on [pj , pj+1], we have

Lj > 0 in [X,Y ] \ [pj , pj+1].

If x ∈ ∂N lies on a side S with no common point with XY then x2 ≥ c(N) > 0 so
(6.2) is obvious. It remains to consider the case S has a common point with XY ,
say Y . Since Lj(Y ) > 0, and Lj is continuous on S, there is cj > 0 such that if
x ∈ S with x2 ≤ cj , then Lj(x) ≥ 0. Then (6.2) also holds for x ∈ ∂N with x2 > cj .

Case 2: [pj , pj+1] = [X,Y ]. As in Case 1, it suffices to consider the case
x ∈ ∂N where S is a side of N having a common point with [X,Y ]. Without
loss of generality, we can assume that common point is Y and, by a translation of
coordinates, Y = 0. Since Lj(0) = 0, we have Lj(x) = a1x1+a2x2 on S. Since S is
not horizontal, it is a graph of the x2 variable so there is m ∈ R such that x1 = mx2

on S. It follows that
Lj(x) = (a1m+ a2)x2 ≥ −Cx2

which proves (6.2).
Case 3: One of pi, pj+1 is an endpoint of [X,Y ], say pj+1 = Y . As in Case 1, it

suffices to consider the case x ∈ ∂N where S is a side of N having a common point
with [X,Y ]. If X ∈ S, then we argue as in Case 1 to obtain (6.2). If Y ∈ S, then
we argue as in Case 2 to obtain (6.2).

Proof of Proposition 6.1. Assume that J ⊂ (pj , pj+1). By subtracting the affine
function L|[pj ,pj+1] from σ, we can assume that σ = 0 on J . This will not change
our estimates for |Dνσ| since this affine function has bounded slope which will be
absorbed in the log terms. Let T ⊂ R

2 be the triangle with vertices at (0, 0), (1, 0)
and (0, 1).

From the hypothesis on J , we know that detD2σ = 1 and σ is smooth in a neigh-
borhood of J in No. Recall that the Monge-Ampère equation is invariant under the
affine transformations of coordinates where the determinant of the transformations
is 1.

Thus, after a rotation and an affine transformation of coordinates, we can assume
that N is in the upper half space {x = (x1, x2) ∈ R

2 : x2 ≥ 0}, and J ⊂ ∂N lies
on the x1 axis. From the assumption on J , we can find small constants 0 < r < 1,
0 < δ < 1/2, and a positive integer s, all depending on J,N,P,L ,G such that

J ⊂
s
⋃

k=1

r
(

[δ, 1− δ]× {0}+ wk
)

,

s
⋃

k=1

r
(

[0, 1]× {0}+ wk
)

⊂ [pj , pj+1],

for suitable wk = (wk
1 , 0) ∈ R

2, where
s
⋃

k=1

r[T + wk] ⊂ N, and

s
⋃

k=1

r[T + wk] does not intersect P ∪ L ∪ G .

To prove the Proposition, it suffices to consider the case s = 1, and wk = 0. More
precisely, we only need to consider the following scenario:
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There are 0 < r < 1 and 0 < δ < 1/2 such that rT ⊂ N and rT does not intersect
P ∪ L ∪ G , J is contained in the interval r[δ, 1− δ]× {0} of the x1-axis, and

r[0, 1]× {0} ⊂ [pj , pj+1].

We will establish separate upper and lower bounds on |Dνσ(rγ, z2)| = |σx2
(rγ, z2)|

for the points (rγ, z2) being close to J where δ ≤ γ ≤ 1 − δ and z2 > 0 is small.
Note that, in this setting |σx2

(rγ, z2)| = −σx2
(rγ, z2).

Step 1: Upper bound on |σx2
(rγ, z)|. For each k ∈ {1, · · · , l}, consider the

conical convex function Ĉqk,N which takes value 0 on ∂N and −1 at qk. Then Ĉqk,N

is globally Lispchitz with
|DĈqk,N | ≤ C(qk, N). (6.3)

Then, there is a positive constant ak depending on N, qk and ck such that

det(D2(akĈqk,N )) = ckδqk . (6.4)

Let C0 be as in Lemma 6.3 and let d = diam (N). As in the proof of Proposition
1.4, we find that the function

v(x) = (1 + 2d2)x2 log(x2/d) + x2((x1 − rγ)2 − d2 − C0) (6.5)

is convex in N with

v ≤ −C0x2 on ∂N, and detD2v ≥ 2 in N. (6.6)

Observe that we can enclose N in a triangle of the form sT +(a, 0) where s is large,
and then use the formula (2.3) for σT to construct a convex function v satisfying
(6.6). Our construction of v in (6.5) is more direct.

From L|[pj ,pj+1] = 0, using Lemma 6.3 and (6.6), we obtain on ∂N the estimate

σ = L = Lj ≥ v +

l
∑

k=1

akĈqk,N .

Moreover, in view of Lemma 6.2, the second inequality in (6.6) together with (6.4)
gives

det
[

D2(v +

l
∑

k=1

akĈqk,N )
]

≥ 2 +

l
∑

k=1

ckδqk ≥ detD2σ.

It follows from the comparison principle in Lemma 2.2 that

σ ≥ v +

l
∑

k=1

akĈqk,N . (6.7)

In particular, we have
σ ≥ −C(G , L,N, {ck}

l
k=1). (6.8)

By convexity, we have

0 = σ(rγ, 0) ≥ σ(rγ, z2) + σx2
(rγ, z2)(0− z2).

Hence, recalling (6.3) and (6.5), we have

−σx2
(rγ, z2) ≤

−σ(rγ, z2)

z2
≤

−v(rγ, z2)

z2
−

l
∑

k=1

ak
Ĉqk,N (rγ, z2)

z2

≤ −(1 + 2d2) log(z2/d) + d2 + C0 +

l
∑

k=1

akC(qk, N)

≤ C(N, J, L, {ck}
l
k=1,G )| log z2|
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when z2 > 0 is small. This gives the desired upper bound for |σx2
(rγ, z2)|.

Step 2: Lower bound on |σx2
(rγ, z2)|. This is an elaboration of the proof of

Lemma 2.1 in [3] in combination with the global lower bound for σ in (6.7). Let
h ∈ C(N) be the harmonic function in N0 with boundary value L on ∂N . Then,
since σ is subharmonic, we have

σ ≤ h in N. (6.9)

Combining (6.8) with (6.9), we obtain

|σ| ≤ C(G , L,N, {ck}
l
k=1). (6.10)

Consider the linear map

L̃(x1, x2) = σ((0, r))x2/r.

Then L̃ = σ = 0 on [0, r] × {0} due to σ = 0 on [pj , pj+1], and L̃(0, r) = σ(0, r).

Then, by convexity, we have σ ≤ L̃ in rT . Let σT be as in (2.3). Then

detD2(r2σT (x/r)) = 1 in rT.

Using the comparison principle in Lemma 2.2, we have

σ ≤ r2σT (x/r) + L̃ in rT. (6.11)

Let m > 1 be a large constant to be determined. Consider z2 > 0 small so that
(rγ, (m+ 1)z2) ∈ rT . By convexity, we have

−σx2
(rγ, z2) ≥

σ(rγ, z2)− σ(rγ, (m+ 1)z2)

mz2

Therefore, recalling (6.7) together with (6.3), and using (6.11) for σ(rγ, (m+1)z2),
we can estimate

−σx2
(rγ, z2) ≥

(1 + 2d2) log(z2/d)− d2 − C0 −
∑l

k=1 akC(qk, N)

m

−
r2σT (γ, z2(m+ 1)/r)

mz2
−

(m+ 1)σ(0, r)

mr
(6.12)

When z2 > 0 is small, we have, in view of (2.4)

−
r2σT (γ, z2(m+ 1)/r)

mz2
≥ −

1

2

r(m+ 1)

m
σT,x2

(γ, z2(m+ 1)/r)

≥ c
r(m+ 1)

m
| log z2|. (6.13)

where c > 0 is a positive constant.
Combining (6.12) with (6.13) and (6.10), we obtain the desired lower bound for

|σx2
(rγ, z2)| when m is large and z2 is small.

The proof of the Proposition is complete.
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