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It has been known since the earliest days of quantum field theory (QFT) that infrared divergences arise
in scattering theory with massless fields. These infrared divergences are manifestations of the memory
effect: At order 1/r a massless field generically will not return to the same value at late retarded times
(4 = +o0) as it had at early retarded times (¥ — —o0). There is nothing singular about states with
memory, but they do not lie in the standard Fock space. Infrared divergences are merely artifacts of trying
to represent states with memory in the standard Fock space. If one is interested only in quantities directly
relevant to collider physics, infrared divergences can be successfully dealt with by imposing an infrared
cutoff, calculating inclusive quantities, and then removing the cutoff. However, this approach does not
allow one to treat memory as a quantum observable and is highly unsatisfactory if one wishes to view the
S-matrix as a fundamental quantity in QFT and quantum gravity, since the S-matrix itself is undefined.
In order to have a well-defined S-matrix, it is necessary to define “in” and “out” Hilbert spaces that
incorporate memory in a satisfactory way. Such a construction was given by Faddeev and Kulish for
quantum electrodynamics (QED) with a massive charged field. Their construction can be understood as
pairing momentum eigenstates of the charged particles with corresponding memory representations of
the electromagnetic field to produce states of vanishing large gauge charges at spatial infinity. (This
procedure is usually referred to as “dressing” the charged particles.) We investigate this procedure for
QED with massless charged particles and show that, as a consequence of collinear divergences, the
required dressing in this case has an infinite total energy flux, so that the states obtained in the Faddeev-
Kulish construction are unphysical. An additional difficulty arises in Yang-Mills theory, due to the fact
that the “soft Yang-Mills particles” used for the dressing contribute to the Yang-Mills charge-current
flux, thereby invalidating the procedure used to construct eigenstates of large gauge charges at spatial
infinity. We show that there are insufficiently many charge eigenstates to accommodate scattering theory.
In quantum gravity, the analog of the Faddeev-Kulish construction would attempt to produce a Hilbert
space of eigenstates of supertranslation charges at spatial infinity. Again, the Faddeev-Kulish dressing
procedure does not produce the desired eigenstates because the dressing contributes to the null memory
flux. We prove that there are no eigenstates of supertranslation charges at spatial infinity apart from the
vacuum. Thus, analogs of the Faddeev-Kulish construction fail catastrophically in quantum gravity. We
investigate some alternatives to Faddeev-Kulish constructions but find that these also do not work. We
believe that if one wishes to treat scattering at a fundamental level in quantum gravity—as well as in
massless QED and Yang-Mills theory—it is necessary to approach it from an algebraic viewpoint on the
“in” and “out” states, wherein one does not attempt to “shoehorn” these states into some prechosen “in”
and “out” Hilbert spaces. We outline the framework of such a scattering theory, which would be
manifestly infrared finite.
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I. INTRODUCTION

The seminal work of Lehmann, Symanzik, and
Zimmerman (LSZ) [1], Haag and Ruelle [2,3], and others
established that conventional scattering theory should be
well defined in the case of massive quantum fields. In
particular, for massive fields, it should be possible to
obtain a unitary S-matrix relating the standard “in” and
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“out” Fock spaces of asymptotic states. However, in four
spacetime dimensions, when one has massless quantum
fields, one encounters severe difficulties in carrying
out this program [4-7]. Classical massless fields that
interact with massive fields or undergo suitable self-
interactions will generically undergo a memory effect
wherein, at order 1/r in null directions, the field at late
retarded times will not return to the value it had at early
retarded times.' Thus, at order 1/r, the Fourier trans-
form of a solution with memory will diverge as 1/w
at low frequencies. In the quantum theory, the one-
particle norm of the positive frequency part of such a
solution is infinite. Consequently, if one tries to express
a quantum state corresponding to a classical solution
with memory as a vector in the standard Fock repre-
sentation, it will have an infinite number of “soft” (i.e.,
arbitrarily low frequency) massless quanta and its norm
will be “infrared divergent.” In other words, although
states with memory are entirely legitimate quantum field
states that necessarily arise in scattering processes, they
cannot be accommodated in the standard Fock space.
Consequently, the S-matrix cannot be defined as a map
taking “in” states in the standard Fock representation
to “out” states in the standard Fock representation, and
infrared (IR) divergences will arise if one attempts to
do so.

The most common way of dealing with such infrared
divergences is to initially impose an infrared cutoff (so
that the “out” state can be expressed as an ordinary Fock
space vector), calculate inclusive processes that sum over
all possible states of the low frequency massless quanta in
the cutoff state, and then remove the cutoff [7,9,10]. As a
practical matter, this procedure works quite successfully if
one is interested in obtaining typical quantities of direct
relevance for accelerator experiments, such as (inclusive)
cross sections for the scattering of “hard” particles.
However, the infrared cutoff removes the memory effect,
so one cannot even ask questions about memory as a
quantum observable, as has been of particular recent
interest (see e.g., [11-13] and references therein).
Furthermore, even if one is interested only in “hard”
particles, this approach cannot properly deal with issues
such as the entanglement of “hard” and “soft” particles,
which should result in decoherence of the “hard” particles
[14,15]. More significantly, this approach is highly
unsatisfactory if one wishes to view the S-matrix as a
fundamental quantity in the formulation of quantum field

'In spacetime dimension d, the memory effect occurs at
Coulombic order, 1/r¢=3, whereas radiation decays as 1/r%?!
[8]. For d =4, both occur at order 1/r, so memory directly
affects the quantization of the “in”” and “out” radiation. For d > 4,
the memory effect does not lead to infrared divergences in the
quantized radiation. The discussion of this paper is restricted to
d=4.

theory and quantum gravity, since the S-matrix itself is
undefined.’

In order have a well-defined S-matrix, it clearly is
necessary to construct Hilbert spaces of “in” and “out”
states such that the “in” states evolve to the “out” states. As
we have just indicated, this is not the case if one takes the
“in” and “out” Hilbert spaces to be the standard Fock
spaces, since a generic state “in” Fock space state will
evolve to an “out” state with a nonvanishing probability for
nonzero memory, which cannot be accommodated in the
“out” Fock space. Thus, if we wish to have a well-defined
S-matrix, we must make alternative choices of the “in” and
“out” Hilbert spaces that contain states with nonvanishing
memory. In order to have a satisfactory scattering theory,
these “in” and “out” Hilbert space constructions should
satisfy the following properties:

(1) The “in” and “out” Hilbert spaces are obtained
by the “same construction.” More precisely, if we
identify the algebra of “out” field observables with
the algebra of “in” field observables via a change
of the time orientation of the bulk spacetime, we
require that the “in” and “out” Hilbert space repre-
sentations of these algebras be unitarily equivalent.

(2) Dynamical evolution maps all “in” states to
“out” states and vice versa, so that one has a unitary
S-matrix.

(3) The “in” and “out” Hilbert spaces should admit a
natural, continuous action of the Poincaré group.3

(4) The “in” Hilbert space should be large enough to
contain incoming states representing all ‘“hard”
scattering processes.

(5) The “in” and “out” Hilbert spaces should be sepa-
rable, so that they are not “too large”.4

For the case of quantum electrodynamics (QED) with a
massive charged field, a satisfactory construction of “in”
and “out” Hilbert spaces was given many years ago by
Faddeev and Kulish [24] based on the earlier work of
[25-27]. However, the main purpose of our paper is to
show that a similar construction does not work in a

*We note that there are at least two notions of an “infrared
finite” S-matrix in the literature. The notion that we are concerned
with in this paper is to construct appropriate Hilbert spaces of “in”
and “out” states and to obtain the S-matrix as a well-defined
map between these Hilbert spaces. An alternative notion is to
develop a procedure for rendering the standard (infrared diver-
gent) S-matrix amplitude finite (see e.g., [16,17]). While such a
procedure then can be used to calculate “inclusive quantities” or
determine formal properties of the S-matrix amplitudes [18,19],
there is no actual “out” state (with memory) constructed by this
pr(%cedure.

“In the gravitational case we require that the “in” and “out”
Hilbert spaces should admit a natural, continuous action of the
BMS group.

A nonseparable Hilbert space was previously studied in
[20-23] which considered the direct sum over all memory
representations. We discuss the deficiencies of this direct sum
in Sec. VIIL
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satisfactory way for QED with massless charged particles
and for Yang-Mills theory. Furthermore, we will show that
such a construction does not work at all in quantum gravity.
We argue that in these cases, at a fundamental level,
scattering theory should be formulated at the level of
algebraic states, without attempting to “shoehorn” all the
states into a single, separable Hilbert space.

Since many of our arguments and constructions require a
considerable amount of technical machinery, we now
provide a brief sketch of all of the key results of the
paper, so that a reader can obtain the gist of our arguments
without having to delve into the details that we will provide
in due course in the body of the paper. We begin by
describing the Faddeev-Kulish construction for QED with a
massive charged field. In order to understand the relevant
ingredients of their construction, it is necessary to refor-
mulate it in the language of the memory effect and the
related symmetries and charges. In this section, for ease
of explanation, we will work in the bulk spacetime—
introducing “null coordinates” (u, r, xA), where u =t—r
and x* denotes angular coordinates on the sphere—and
work to appropriate orders in 1/r. However, in the
remainder of this paper it will be more convenient and
conceptually clearer to express both the classical and
quantum theory in terms of the conformal completion of
Minkowski spacetime.

The classical memory effect at future null infinity for an
electromagnetic field corresponds to having the angular

components, AE‘I) (u, x), of the vector potential at order 1/
asymptote to different values at early and late retarded
times, u — +oo. Since the electric field at order 1/r is
given by

EY) =-9,4 (1.1)
it follows that there will be a nontrivial memory effect
if and only if at order 1/r the electric field satisfies

I, duE ) #0. Since =, a’uE( ) is proportional to the
mtegrated force on a test partlcle placed at a large distance
from the source of radiation, this fact allows one to give a
physical interpretation of the memory effect in terms of a
charged test particle receiving a net momentum kick at
order 1/r due to the passage of the radiation [28,29]. Since

(1)

we assume that £, — 0 at early and late retarded times,

Al(ql) is “pure gauge” at early and late retarded times, but the
electromagnetic memory

A = — / duEl) =

is gauge invariant, as is obvious from the fact that it is given
by an integral of the electric field. In Eq. (1.2), we have
appended the superscript “out” to A" to distinguish the

1
A |u=+oo - A,(ct >‘u=—oo (12)

electromagnetic memory of the outgoing radiation from the
electromagnetic memory, Ai{‘, of incoming radiation.

The gauge transformations relevant for changing the
angular components of the vector potential at order 1/r are
the so-called “large gauge transformations”

(1.3)

where A = A(x") is a function of purely the angular
coordinates x*. Under such a gauge transformation, we
have

A, = A, +V,4

A 5 AV 4+ 9, (1.4)

where &, is the derivative operator on the unit sphere. In
fact, the “gauge transformations” Eq. (1.3) are actually
“symmetries” in the sense that they have nonvanishing
symplectic product with other solutions, i.e., they are not
degeneracies of the symplectic form. There are charges
and fluxes associated with these symmetries. The charge
Q,,(4) associated with the symmetry A at retarded time u is
given by

1
Q,(4) = —/ dQACFR (u,xY)  (1.5)
4r Jsu)
where S(u) & S? is an asymptotic sphere at fixed retarded

time u, F,, is the electromagnetic field tensor, and the
superscript “(2)” denotes the order 1/ part of the field as
r — oo at the given value of u. The difference of the charge
Q. (1) at two retarded times u; and u, is determined by a
corresponding flux between these retarded times associated

with the symmetry A

Qu,(4) — Q,, / du / dQA(x <Ju )(u, x4)
§2
1
—E@AEQ(M,XA)) (1.6)
where J, ,(,2) is the charge-current at order 1/72, which can be

nonvanishing only if there are massless charged fields.
In the limit as u; - —oo and u, — +oo, this first term
corresponds to the total flux of charge-current, which we

denote as
/ du/ dA(IP (w,x4)  (1.7)
§2

where, again, the “out” corresponds to the “outgoing” flux
of massless charge-current. The second term on the right-
hand side of Eq. (1.6) in this limit is proportional to the
divergence of memory 24 A" (x*) smeared with 4(x*) on
the sphere. Finally, in this limit, the charges Q,, (1) and
Q,, (4) approach future timelike infinity i* and spatial
infinity %, respectively. Therefore, in the case where
u; = —oo and u, = 400, Eq. (1.6) yields that the charges

jout
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given by Eq. (1.5) and the flux of null charge-current given
by Eq. (1.7) are related to the electromagnetic memory by5

1 dQA (xM) DA% = Q;+(4) —
4r Js2

Qn(4) +T°"(4)
(1.8)

where the charges are defined as limits as u — £o0. The
difference of charges on the right-hand side of Eq. (1.8) is
known as the “ordinary memory effect” and the contribu-
tion due to the total charge-current flux of massless charged
fields is known as the “null memory effect” [29].

Similar charges and fluxes associated with the symmetry
A can be defined at past null infinity, wherein we replace
retarded time u in the above formulas by advanced time
v =t + r. In a scattering situation, there is, in general, no
direct relation between the memory AS" of the electro-
magnetic field at future null infinity and the memory Al at
past null infinity. Indeed, as we have already indicated, if
the incoming electromagnetic field has vanishing memory,
the outgoing electromagnetic field will generically have
nonvanishing memory. However, there is a matching of the
incoming and outgoing charges as one approaches spatial
infinity [30-34]. Specifically, we have

QU(2) = QB(3oT) (1.9)
where we have used “in/out” to denote that the limit is taken
from past/future null infinity to spatial infinity and Y is
the antipodal map on a sphere, so that (10Y)(0, ) =
Mr—0,¢0+ 7).

The “conservation law” Eq. (1.9) is the key to enabling
one to define “in” and “out” Hilbert spaces satisfying
conditions (1)—(5) in the case of QED with massive charged
fields. If we restrict all of the incoming states to have fixed,
definite large gauge charges at spatial infinity for all 4, then
the outgoing states will have the corresponding charges
given by Eq. (1.9). Hence, if we can construct “in” and
“out” Hilbert spaces of definite values of all charges at
spatial infinity, it should be possible to satisfy properties
(1) and (2) above. However, since these charges are not
invariant under Lorentz transformations, it will not be
possible to have the Poincaré group have a continuous
action on a space of incoming or outgoing states of definite

*Memory can be decomposed into electric and magnetic parity
parts via Ay, = Z4a + €4,® Zp. Equation (1.8) only involves the
electric part, . Magnetic parity charges similar to Eq. (1.5) can
be defined (although they are not associated with large gauge
transformations) and an analog of Eq. (1.8) (without the current
term) then holds. The constructions of our paper could be
straightforwardly extended to include magnetic parity memory.
However, magnetic parity memory does not arise in usual
scattering processes starting with states of vanishing memory—
although it can occur in certain processes (see [8] for an example
in the gravitational case). We will focus entirely on electric parity
memory in this paper.

charges except in the case where all charges (including the
ordinary total electric charge) vanish® at spatial infinity
[35-38]. Thus, in order to satisfy property (3), we restrict
the incoming states—and, therefore, the outgoing states by
Eq. (1.9)—to have vanishing charges at spatial infinity. It
may appear that the requirement of vanishing total electric
charge will violate condition (4) of our above requirements
on the “in” Hilbert space, since it will allow us to consider
only scattering processes with an equal number of charged
particles and antiparticles. However, if we wish to consider
the scattering of, say, two electrons, we can simply add two
positrons “behind the moon,” i.e., incoming states which do
not interact significantly with the electrons or with each
other [38]. Thus, arguably, the restriction to states of
vanishing charges does not preclude having representatives
of all “hard” scattering processes.

As discussed in more technical detail in Sec. 1V, a
separable Hilbert space of “in” and “out” states of vanish-
ing charges for QED with massive charged particles can be
constructed as follows. For the construction of the “in”
Hilbert space, we note that the charges at past timelike
infinity, Q,- (1), are determined by the incoming state of the
massive charged particles. The (improper) incoming Fock
space state |p;...p,;q...q,) consisting of n incoming
charged particles and » incoming antiparticles with definite
momenta py, ..., p, and gy, ..., q,, respectively, has van-
ishing total ordinary electric charge and can be seen to be
an eigenstate of the charge operator Q;-(4) for all 2. We
denote its eigenvalue as Q;-(4;p;...q,). By the corre-
sponding version of Eq. (1.8) for past null infinity with
J™ =0 (since we are considering only massive charged
particles) we can obtain an (improper) state for which all
large gauge charges vanish at spatial infinity (v — +o0) by
pairing |p1...p,; q;-..q,) with any incoming electromag-
netic field state that lies in the representation with memory
A determined by’

1 .
— [ dQAYDA ) =-Q;- (L py.....q,)

o (1.10)

for all A(x*). In other words, we can take the tensor product
of the one-dimensional Hilbert space spanned by the
improper state |pi...p,;q;...q,) with the Fock space
representation of the electromagnetic field with memory

®0ne could start with a Hilbert space with nonvanishing
charges and obtain a new space that admits an action of the
Poincaré group by taking the direct sum of the continuous family
of Hilbert spaces with charges equal to the action of the Lorentz
group on the original charges. However, this direct sum Hilbert
space would be nonseparable. Furthermore, there would be no
infinitesimal action of the Lorentz group on the direct sum Hilbert
space, so, in particular, the angular momentum operator would
not be defined [35,36].

"This relation uniquely determines the electric parity memory
[see Footnote 5].
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Al given by Eq. (1.10). The pairing of the charged particle
state |py...p,sq---q,) With electromagnetic states in the
representation Al is usually referred to as dressing the
charged particles with a corresponding ‘“cloud of soft
photons”.8 We can then obtain a Hilbert space with
arbitrary proper Fock space states of n charged particles,
n antiparticles, and arbitrary “hard” photon states by taking
a direct integral over py, ..., p,, 41, ---, 4,- We then take the
direct sum over n. This yields a separable Hilbert space that
has representatives of all incoming states of the massive
charged particles with vanishing total electric charge and all
incoming “hard” photon states. This construction is equiv-
alent to the one given by Faddeev and Kulish. All states in
this “in” Hilbert space are eigenstates with eigenvalue 0
of all of the large gauge charges at spatial infinity.” By
conservation of charges at spatial infinity, these states
should evolve to states in the similarly constructed “out”
Hilbert space. Indeed, finiteness of the Faddeev-Kulish
“S-matrix amplitudes” has been verified to all orders in
perturbation theory [41]. These results are also supported
by recent, rigorous analyses of perturbative QED [42] as
well as nonperturbative studies of nonrelativistic QED
[43,44]."° Consequently, all of the above properties (1)—(5)
should be satisfied.

Thus, the Faddeev-Kulish construction provides defini-
tions of “in” and “out” Hilbert spaces that enable one to
have a well-defined S-matrix.'! However, it should be noted
that this construction has a number of unpleasant features.
First, it allows only states of vanishing total ordinary
electric charge. As already mentioned above, this can be
dealt with by putting any excess charges behind the moon.
A more unpleasant feature is that it requires the incoming
massive charged particles to be dressed with incoming
electromagnetic states with the corresponding memory.
This dressing is quite unnatural, since—although the
incoming massive charged field and incoming electromag-
netic radiative field are completely independent degrees
of freedom—it requires the incoming electromagnetic

¥Note that one does not have to “dress” the charged particles
with a specific state, i.e., any electromagnetic state with the
required memory is allowed. The cloud of soft photons refers to
any state in the representation with the required memory. A
charged particle dressed with an infrared cloud of soft photons is
sometimes referred to as an “infraparticle” [35,39].

°The relationship between the Faddeev and Kulish dressed
states and eigenstates of Q (1) has been previously discussed in
[18.40].

"Similar analyses have also been done in the case of infrared
divergences arising from the scattering of a massless scalar field
coupled to a massive scalar field (sometimes referred to as the
“Nelson model”) [45-47].

"' A has been pointed out in [48] the original Faddeev-Kulish
construction did not include the “virtual photons™ associated to
the Coulomb fields of the outgoing electrons. In this paper, the
“Coulomb fields” of any incoming/outgoing particles are auto-
matically included through the constraints arising from Max-
well’s equations at past/future timelike infinity (see Sec. IV B.).

radiative state to “know” the exact state of the incoming
charged field. Furthermore, since each state in the Faddeev-
Kulish Hilbert space has an extremely high degree of
entanglement between the state of the massive charged field
and the state of the electromagnetic field, one cannot have a
coherent superposition of incoming charged particle states
of different momenta [14]. Thus, the Faddeev-Kulish
Hilbert space appears to artificially exclude many states
that one might wish to consider. Nevertheless, by restricting
consideration to the states in the Faddeev-Kulish Hilbert
space, one should obtain a genuine S-matrix, with no
infrared divergences.

We turn now to differences that occur if we consider
QED with a massless charged field, as will be discussed
in detail in Sec. V. Since there are no incoming massive
particles, the charges Q;-(4) at timelike infinity vanish in
the massless case. However, since there are incoming
massless particles, the charge-current flux J™(4) at null
infinity will not vanish. One can perform a construction of
“in” and “out” Hilbert spaces that is completely analogous
to the Faddeev-Kulish construction as follows: In the
massless case, the (improper) incoming Fock space states
|P1---Pn3 q1---q,) of the charged field are eigenstates of the
charge-current operator J in (1) for all A. Therefore, one can
again pair |p;...p,;q,...q,) with the incoming electro-
magnetic field states that lie in the representation with
memory Al chosen so as to give vanishing charges at
spatial infinity. In this case, by Eq. (1.8), the required AIl is
determined by

1 . .
ingyAy) _ _ «gin().
i SdeAA.@ A==T"Ap1, .. qn),

(1.11)
where J™(1; py, ..., q,) denotes the eigenvalue of J™"(4)
in the state |p;...p,;q;...q,). By taking a direct integral
OVer Py, ..., Pnsq1s ---»q, and a direct sum over n, we will
again get a separable Hilbert space of states with vanishing
charges at spatial infinity, so the “in” Hilbert space should
unitarily map to the similarly constructed “out” Hilbert
space under dynamical evolution. This yields a direct
analog for massless charged fields of the Faddeev-Kulish
construction for massive charged fields.

However, although the Faddeev-Kulish construction can
be carried out in close analogy with the massive case, a
truly significant difference arises in the nature of the
resulting states. For massive charged fields, the charges
Q;-(4; p1...q,) for the state |py...p,;q;..-q,) correspond
to a smooth function on the sphere. Consequently, the
corresponding memory Al determined by Eq. (1.10) is
smooth, and the corresponding memory representation
of the electromagnetic field has a dense set of non-
singular states. By contrast, in the massless case, the flux
J"(A;pi,....q,) for the state |py...p,;qi...q,) has
o-function angular singularities in each of the directions
xf‘ of the momenta p, ..., p,, 41, ---» q,- It follows that the
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memory All(xB) determined by Eq. (1.11) will have
angular singularities of the form 1/|x® —x#| in the
vicinity of x®. These additional angular singularities
occurring in the massless case correspond to what are
referred to as collinear divergences. If one is interested in
calculating inclusive cross sections, they merely give rise
to an additional nuisance in that one must introduce a
further angular cutoff in addition to the usual infrared
cutoff when performing calculations [49,50]. But they
give rise to a fatal difficulty for the usefulness of the “in”
and “out” Hilbert spaces constructed above. The angular
singularities in the memory are such that the memory is
not square integrable over a sphere. This implies that the
expected electric field (E!) in any state in the memory
representation paired with |p;...p,;q;...q,) cannot be
square integrable over null infinity. By further arguments,
it can be seen that the total energy flux of the electro-
magnetic field in any state in this memory representation
is infinite. In other words, in the massless case, the
required “soft photon dressing” of the charged particles
always carries infinite energy. Thus, all of the allowed
states of the electromagnetic field in this construction are
physically unacceptable. Although we should be able to
obtain a well-defined scattering theory between states in
the “in” and “out” Hilbert spaces, none of the scattering
states are of any physical relevance.

We now turn to Yang-Mills theory with a compact,
semisimple Lie group, which will be discussed in more
detail in Sec. VE. The Yang-Mills fields occurring in
nature are strongly coupled to other fields and do not
behave as free fields at asymptotically early and late times.
However, we can consider the scattering theory of “pure”
Yang-Mills theory (with no coupling to other fields) as a
toy model that has features similar to both electromagnet-
ism and gravity. Collinear divergences similar to massless
QED occur in Yang-Mills theory. Consequently, as in
massless QED, the dressing required by the Faddeev-
Kulish construction will be singular. However, an
additional—and, in some respects, even more serious—
difficulty arises in the Yang-Mills case, due to the fact that
the Yang-Mills field acts as its own source. The analog of
Eq. (1.8) in the Yang-Mills case is

1 )
i dQAH‘"’“‘@AAJ = Ql{M( 1) — QYM (2) + jYM.out( 2)
T Js? ” i

(1.12)

where j denotes a Lie algebra index, such indices are
lowered and raised with the Cartan-Killing metric, and the
charges are defined by a natural generalization of Eq. (1.5)
where the Lie algebra valued field strength is now inte-
grated with A'(x?). Since there are no massive sources, the
charges at timelike infinity vanish, QXM(1) =0. The
charge-current flux in the Yang-Mills case is

1 00 . j
jYM.out(A) — ﬂ/ du /Sz dQC'jkqABliAE\l)JEg)k (113)

where ¢’ ;. denote the structure constants of the Lie algebra.
Similar charges and fluxes associated to the symmetry A
can be defined at past null infinity. The analog of Eq. (1.11)
for obtaining eigenstates of vanishing charge12 at spatial
infinity for the Yang-Mills field is

L dQAMNGAY = —gYMin(2) - (1.14)
4r S2 J

The key difference with massless QED is that the “hard”
and “soft” quanta now correspond to the same field. Thus,
we must use “soft” Yang-Mills quanta to dress (via the
memory, A}}}’I’m) the “hard” Yang-Mills quanta. But these
“soft” quanta will then make additional contributions to
the current flux, so we will not get an eigenstate of charges
at spatial infinity by choosing the memory to satisfy
Eq. (1.14), with JYMin(2) the flux of the “hard” Yang-
Mills quanta. Thus—in addition to the fact that, as in the
case of massless QED, this soft dressing is singular and
therefore the corresponding Yang-Mills current flux is
infinite—one cannot get states of vanishing charges at
spatial infinity by attempting to pair flux eigenstates with
corresponding memory representations.

Thus, in order to obtain an analog of the Faddeev-Kulish
Hilbert space in the Yang-Mills case, one must find some
other means to obtain a suitable Hilbert space of eigenstates
of vanishing charges at spatial infinity. However, there are
insufficiently many such states, as can be seen from the fact
that the charge QY™ (1) at spatial infinity acts on the “in”
and “out” states as an infinitesimal generator of the large
gauge transformation associated with /. Thus, an “in” state
with vanishing charges at spatial must be gauge invariant
with respect to all large gauge transformations, which is a
strong constraint on the n-point functions of the Yang-Mills
electric field. In particular this implies that the 1-point
function must vanish, the 2-point function must be propor-
tional to the Cartan-Killing metric and, more generally, all
n-point functions must be proportional to Casimirs of the
Lie algebra. Although there exist states that satisfy these
conditions, these conditions are far too restrictive to allow
one to satisfy condition (4) of our requirements on the “in”
Hilbert space.

We now turn to general relativity, which will be con-
sidered in detail in Sec. VI. We introduce Bondi coordi-
nates (u,r,x*), and let C W(u,xA) denote the deviation of

the spacetime metric from the asymptotic Minkowski

“The charges at spatial infinity satisfy the commutation
relations QM (A1), QiM(42)] = QM ([41, 42]) where [4, 4,]" =
c"_ikﬂ{ﬂ’g. For a semisimple Lie group it is impossible to have an
eigenstate of all charges unless all of the charge eigenvalues
vanish.
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metric 77, at leading order in 1/r in these coordinates. "
The classical memory effect at future null infinity in the
gravitational case corresponds to having the angular com-
ponents, C,p, at order 1/r asymptote to different values at
early and late retarded times, # — 4oo. This will occur if
and only if at order 1/r the Bondi news N,z = —0,Cyp
satisfies [® duN,p # 0. In the gravitational case, the
presence of memory physically corresponds to an array
of test particles initially at rest receiving a permanent
relative displacement at order 1/r due to the passage of
gravitational radiation [51].

If the Bondi news goes to zero at early and late retarded
times, C,p Will be “pure gauge” at early and late retarded
times, but the gravitational memory

1 [ 1
Agg,out = E/_ duNAB — _E(CAB|M:+OO —

[Se]

is gauge invariant. The relevant gauge transformations in
the gravitational case are the supertranslations whose
infinitesimal action is given by

1
Cap— CAB—fNAB—2<@A93f—§(]AB@C@Cf> (1-16>

where f = f(x%) is an arbitrary function on the sphere and
g p 18 the metric on the unit sphere. The supertranslations
are, in fact, “symmetries,” i.e., they are not degeneracies of
the symplectic form. Again, there are charges and fluxes
associated with these symmetries. The charge QSR(f)
associated with the supertranslation f at retarded time u
is given by

Qﬁuvz—lt/ 40 () | C () — L N2BC
8 S(u) 4

T

(1.17)

where S(u) & S? is an asymptotic sphere at fixed retarded
time u, C,,,, is the Weyl tensor and the superscript “(3)”
denotes the order 1/r° part as r — co at fixed u. The
difference of the charge QSR(f) at two retarded times u;
and u, is determined by a corresponding flux between these

retarded times associated with the symmetry f

32 /.,
X f(NABNAB + ZQAQBNAB).
(1.18)

GR( £ _ OGR(py _ _ L [ O
R(f) — QUR(1) “au [ a

'3Again, we state our main results in this section in Bondi
coordinates in the bulk spacetime, but in Sec. VI we will work at
null infinity in the conformally completed spacetime.

If other massless fields are present and if their stress-energy
T, satisfies the dominant energy condition then Eq. (1.18)
is modified by the substitution N4EN,z — NABN 45 +
3271TE¢2,,> where the ““(2)” denotes the order 1/r2 part as r —
oo at fixed u. In the gravitational case, Eq. (1.18) with
u; —» —oo and u, — +oo directly yields an analogous
formula to Eq. (1.8) relating charges, fluxes and memory"*

1
—— [ dQASRoM @A B
877,' /SZ AB f

= QUR(f) = QGR(f) + JOR(f).  (1.19)
The terms on the right-hand side of Eq. (1.19) involving the
difference of charges is referred to as “ordinary memory”
[51] and the term involving the flux is usually referred to as
“null memory” or “nonlinear memory” [52,53] given by

L7GR,0ut(f) _ %/_w du /2 deNABNAB' (120)

Similar formulas hold for the “in” memory in terms of
difference of charges at past timelike infinity and spatial
infinity as well as incoming null memory. As in the
electromagnetic case, there is a matching of the incoming
and outgoing charges as one approaches spatial infinity as
originally conjectured by Strominger [30]
QSR'O‘“( f) = Qi(})RJ"( foT). (1.21)
As is well known, significant difficulties arise in the
formulation of a quantum theory of gravity in the bulk
spacetime. However, as Ashtekar has emphasized, no such
difficulties arise in the asymptotic quantization of the
radiative degrees of freedom of the gravitational field at
null infinity [13,54,55]. Thus, the notion of asymptotic
states of the quantum gravitational field in asymptotically
flat spacetimes is well defined, irrespective of the details of
the bulk theory of gravity. In view of the classical memory
effect, it is not possible that “in” states with vanishing
memory (i.e., states in the standard “in” Fock representa-
tion) will generically evolve to “out” states with vanishing
memory. Thus, infrared divergences similar to those occur-
ring in QED must arise if one attempts to define an S-matrix
with the conventional choices of “in” and “out” Hilbert
spaces. One may ask whether there exist alternative choices
satisfying conditions (1)—(5) above.

"“This equation determines the electric parity part of the
memory. The “magnetic parity” part of the memory is determined
by €““2.78ASK, which can be expressed in terms of the
difference of magnetic parity charges [8] with no null memory
contribution. All of the analysis of this paper could be straight-
forwardly generalized to include magnetic parity memory.
However, as in the electromagnetic case [see Footnote 5], we
shall focus entirely on electric parity memory in this paper.
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In linearized gravity with matter sources, massive fields
will contribute to ordinary memory and massless fields
will contribute to null memory, in close analogy with
QED. In the case of QED, the vanishing of the charges
Q,o(4) at spatial infinity—including the ordinary electric
charge—was required to have a Lorentz group action. As
discussed above, in QED, it can be argued that the require-
ment of vanishing total electric charge is not a problem for
obtaining representatives of all “hard” scattering processes
because one can always put additional charges behind the
moon. However, in linearized gravity with massive/massless
sources, the analogous requirement of vanishing total 4-
momentum is a serious problem, since the ordinary vacuum
state is the only state that satisfies this requirement—there is
no way to “cancel” the 4-momentum if a state by adding
particles. Therefore the Faddeev-Kulish construction fails for
this elementary reason at this initial stage.

Nevertheless, one could give up on having a well-defined
action of the Lorentz transformations and attempt to con-
struct states of definite, nonvanishing charges Ql.GOR( f) at
spatial infinity [56]. For linearized gravity with a massive
field source, one can straightforwardly carry out an analog
of the construction of Sec. IVD for massive QED. For
linearized gravity with a massless field source, one can carry
out an analog of the construction of Sec. V D for massless
QED. Indeed, the situation for linearized gravity with a
massless field source is somewhat better than massless QED
in that the singularities of the memory are less severe [57]. In
linearized gravity, for incoming momentum eigenstates of
massless particles, the corresponding flux in Eq. (1.19) will
again have o-function angular singularities. However, on
account of the presence of two derivatives on the left side of
Eq. (1.19) [as compared to the one derivative in Eq. (1.11)],
the corresponding collinear divergence singularities of A%
will be of the form log |x* — x|. Although still singular, this
is square integrable and does not imply an infinite energy flux
of soft gravitons. Thus, arguably, in linearized gravity, the
dressed states in the analogously constructed Faddeev-
Kulish Hilbert space are physically acceptable, although
since there is no well-defined action of the Lorentz group, the
states obtained in this construction do not have a well-defined
angular momentum.

However, we show in Sec. VI C that the Faddeev-Kulish
type of construction fails catastrophically in nonlinear
gravity. The fundamental problem is that, as in the
Yang-Mills case, the “soft gravitons” that must be used
to dress the “hard gravitons” will contribute their own flux,
thereby invalidating any attempt to pair flux eigenstates of
hard gravitons with corresponding memory representa-
tions. Thus, as in the Yang-Mills case, in order to obtain
an analog of the Faddeev-Kulish Hilbert space, one must
find some other means to obtain eigenstates of the super-
translation charges. In the Yang-Mills case, charge eigen-
states must have vanishing charges and thus the n-point
functions of any eigenstate of all large gauge charges must

be invariant under all large gauge transformations.
Although this is a highly restrictive condition, there do
exist some invariant states besides the vacuum state.
However, as we show in Theorem 1 of Sec. VIC, the
corresponding condition in quantum gravity is that the
n-point functions of the news must be invariant under
supertranslations. However, this requirement is incompat-
ible with the falloff requirements on states. Thus, apart from
the vacuum state, there are no eigenstates whatsoever of the
supertranslation charges. Thus there is no analog of the
Faddeev-Kulish Hilbert space in nonlinear gravity.

Thus, if one is to obtain “in” and “out” Hilbert spaces
in quantum gravity that satisfy properties (1)—(5), one will
have to do so by a very different means than by the
Faddeev-Kulish construction. We explore some possibil-
ities in Sec. VII involving direct integrals with respect to
Gaussian measures of Fock representations with memory.
We find that these also do not work. Of course, our analysis
does not exhaust all possibilities, but we do not see any
further avenues of approach that appear promising. Thus,
we believe that for gravity (as well as for Yang-Mills theory
and massless QED), no satisfactory Hilbert space con-
struction of “in” and “out” states can be given.

What does this mean for scattering theory? There is no
problem defining “in” and “out” states that should accom-
modate all scattering processes, allowing arbitrary incoming
and outgoing “hard” particle states and arbitrary memory.
The difficulties arise entirely from the attempt to “shoehorn”
all states relevant to scattering theory into a single, separable
Hilbert space. It is our view that there is no need to try to do
this. An “in” state can be defined in the algebraic viewpoint as
a positive linear function on the algebra of “in” observables.
In this viewpoint one would specify an “in” state by giving
the complete list of the correlation functions of the “in”
fields—where this list must satisfy positivity requirements.
Any state in any Hilbert space construction gives rise to a
state in this sense, since one can compute all the correlation
functions and they will automatically satisfy the positivity
requirement. Conversely, the Gel fand-Naimark-Segal
(GNS) construction shows that any state in the algebraic
sense can be realized as a vector in some Hilbert space, so one
does not get entirely new objects by considering states in the
algebraic sense. But by considering states in the algebraic
sense, one is freed from the necessity of choosing in advance
a particular Hilbert space in which it lies. Thus, one may
consider any “in” state that one wishes, without placing any
“dress requirements” on the state. If one evolves the chosen
“in” state through the bulk, one will get some “out” state,
defined, again, as a list of correlation functions of the “out”
fields. There is no reason to impose an a priori restriction as to
which Hilbert space this “out” state will lie in—and one will
get infrared divergences if one selects the wrong one. As
discussed in Sec. VIII, we see no difficulty of principle in
describing scattering theory in this framework. Of course, if
one is interested in calculating quantities relevant to collider
physics, we are not suggesting that there would be any
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advantage to taking such an approach over the usual approach
of working in the standard Fock space and imposing infrared
cutoffs. However, if one wishes to treat scattering at a
fundamental level, we believe it is necessary to approach it
from such an algebraic viewpoint on “in” and “out” states.

The structure of the remainder of the paper is as follows.
In Sec. II we briefly review the classical phase space of a
free scalar field in an asymptotically flat spacetime and give
a precise notion of “observable” on this phase space. We
also define local field observables at null infinity and
determine their Poisson brackets. In Sec. III, we review the
algebraic viewpoint on quantization and the formulation of
free field theory in this framework. We briefly review the
notion of Hadamard states in the bulk and consider their
limit to null infinity in the case of massless fields. Although
we are, of course, interested in the scattering theory of
interacting fields, these interacting fields are assumed to
behave like free fields in the asymptotic past and future, so
the results of this section provide the tools needed to define
the asymptotic quantization of interacting fields. In Sec. IV
we consider QED with a massive, charged Klein-Gordon
field. In Sec. VI A we construct the asymptotic algebra and
Hadamard states of the massive scalar field at timelike
infinity and the electromagnetic field at null infinity. In
Sec. VI B we consider the extension of the field algebras to
include charges and Poincaré generators. In Sec. VIC we
obtain Fock representations of the field algebras. The
standard Fock representation of the massive Klein-
Gordon field provides all of the necessary asymptotic
states of that field, but we need all of the memory
representations of the electromagnetic field to have an
adequate supply of asymptotic electromagnetic states for
scattering theory. In Sec. VI D we use these representations
to construct the Faddeev-Kulish representation in massive
QED by pairing momentum eigenstates of the Klein-
Gordon field with corresponding memory representations
of the electromagnetic field, thereby dressing the charged
particles. In Sec. V we consider massless scalar QED.
In Sec. VA we construct the asymptotic algebra of field
observables at null infinity for a massless, charged Klein-
Gordon field, and we extend this algebra to include charges
and Poincaré generators in Sec. V B. In Sec. V C we obtain
the Fock representations of the massless scalar field. In
Sec. VD we construct the analog of the Faddeev-Kulish
representations for massless QED and point out the serious
problems arising from the singular nature of the required
memory representations. In Sec. VE we consider source-
free Yang-Mills theory and discuss the new serious diffi-
culty that arises from the fact that the Faddeev-Kulish
dressing also contributes to the charge-current flux. In
Sec. VI we consider general relativity. In Sec. VIA we
provide the asymptotic algebra of observables in vacuum
gravity. This algebra is extended in Sec. VI B to include the
Bondi-Metzner-Sachs (BMS) charges. In Sec. VIC we
prove the nonexistence of Faddeev-Kulish representations

in quantum gravity. Some alternatives to Faddeev-Kulish
representations are explored in Sec. VII but none are found
to be satisfactory. Finally, in Sec. VIII we advocate for the
development of an “algebraic scattering theory,” wherein
one does not attempt to “shoehorn” all of the asymptotic
states of scattering theory into pre-chosen “in” and “out”
Hilbert spaces. Such a formulation of scattering theory
would be manifestly infrared finite.

A. Notation and conventions

We work in natural units (G = ¢ = i = 1) and will use
the notation and sign conventions of [58]. In particular, our
metric signature is mostly positive and our sign convention
for the curvature is such that the scalar curvature of the
round sphere is positive. Greek indices (u,v,...) corre-
spond to tensors in the “bulk” spacetime15 M and we will
use y to denote arbitrary coordinates on M.

We will generally use the symbol &/ to denote a *-
algebra of observables, @ to denote a state on the algebra,
A to denote a Hilbert space, and .% to denote a Fock
space. Algebras of local field observables in the asymptotic
past and future will be denoted as <7, and <7, respec-
tively. We will append a superscript “in” or “out” on various
other quantities to distinguish between quantities defined
in the asymptotic past or future, but we will omit this
superscript when the context is clear. We will use super-
scripts EM, KG, KGO, YM, and GR on quantities to
distinguish between the particular cases of the electromag-
netic, massive Klein-Gordon, massless Klein-Gordon,
Yang-Mills, and gravitational fields, respectively. Thus,
for example, &/EM denotes the algebra of local electro-
magnetic field observables in the asymptotic past. We will
append subscripts Q and P to denote the extensions of
algebras of local field observables to include large gauge
charges and Poincare generators, respectively. Thus, for

example <7 l‘f]GQ denotes the extension of the algebra of local

field observables of a massive scalar field in the asymptotic
past to include large gauge charges.

Quantum observables will be denoted by the boldfaced
version of the symbol for the corresponding classical
observable; for example, the quantum observable corre-
sponding to a classical scalar field ¢ is denoted by ¢.

We will work with the Penrose conformal completion
(see, e.g., [58,59]) of flat spacetime (for QED and Yang-
Mills theory) and asymptotically flat spacetimes (for
gravity). The conformal boundaries .#* denote future/past
null infinity, i denotes spatial infinity, and i* denotes
future/past timelike infinity. The conformal factor will be
denoted by € and without loss of generality we impose the
Bondi condition V,V,Q = 0 at null infinity .#=. The null
normal to .#* will be denote n* = V+Q.

We also will use Greek indices in several places in Sec. II to
denote tensors on phase space.
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We will frequently encounter down index tensors on .+
that are orthogonal to n* in each index. We will denote such
tensors with capital Latin letters (A, B, ...). For example,
the pullback of the electric field E, = F,,n" to .¥ *+is such
a tensor and it will be denoted as E,. Similarly, the
(degenerate) metric on .#* (obtained from the pullback
of the conformal spacetime metric) will be denoted as ¢, 5.
We also will use capital Latin letters to denote equivalence
classes of “up” index tensors on .#*, where two such
tensors are equivalent if they differ by a multiple of »* in
any index. (Such up index tensors are dual to the corre-
sponding down index tensors.) The metric g4 acts non-
degenerately on such equivalence classes of vectors, so it
has an inverse, which we will denote as g4%. We will use
gap and g*® to lower and raise capital Latin indices. Most
of our analysis will be done with incoming fields on past
null infinity .#~ and we will use coordinates x = (v, x*) on
.#~, where v is the advanced Bondi time coordinate and x*
are arbitrary coordinates on a 2-sphere. Note that the index
on the coordinates x* should not be confused with a tensor
index as described above.

II. CLASSICAL PHASE SPACE: OBSERVABLES
AND ASYMPTOTIC DESCRIPTION

Our interest in this paper is in interacting quantum field
theories, specifically, QED, Yang-Mills theory, and quan-
tum gravity. However, we will be concerned only with the
description of states at asymptotically early and late times,
where it will be assumed that the states correspond to states
of “in” and “out” free field theories. Thus, in essence, for
the considerations of this paper, we need only be concerned
with the structure of free field theory. The quantum theory
of a free field is based on the phase space structure of the
classical theory. In this section, we will review the phase
space structure relevant for our considerations and explain
the notion of “observable” that we shall use. For the case of
a massless field, we will relate the “bulk’ description of the
field to its asymptotic description at null infinity.

Since the phase space of a field theory is infinite
dimensional, it would take some effort to define a math-
ematically precise Fréchet space or other structure of phase
space (see [60]) that would properly incorporate the
smoothness and falloff conditions of the fields and provide
a suitable topology on these fields. We believe that this
could be done but we shall not attempt to do so here. Thus,
we will freely use terms like “smooth vector field on phase
space” in our discussion below without attempting to give a
mathematically precise meaning to such terms.

The basic structure of the classical phase space of a linear
field theory is well illustrated by the case of a real scalar
field ¢. Since we want to apply our constructions to the
asymptotic behavior of the gravitational field in general
relativity, it would not be reasonable to assume more
structure than would be present on a globally hyperbolic,

asymptotically flat, curved spacetime. Thus, we will take
as our model system a real scalar field ¢p on a globally
hyperbolic spacetime (M, g), with Lagrangian

L=—5 VgV, + m’P* + ERP?| (2.1)

1
2
where m denotes the mass, £ is an arbitrary constant, and R
is the Ricci scalar. Then ¢ satisfies
(O-m?—¢R)p = 0. (2.2)
As discussed in detail in [61,62] and many other
references, the Lagrangian Eq. (2.1) endows the theory
with a symplectic form, which thereby provides the space
of initial data for solutions with a phase space structure.
For the scalar field Eq. (2.1), the points of phase space P
can be taken to be the quantities (¢, n*V,¢) on a spacelike
Cauchy surface X, where n* denotes the unit normal to X. In
general, the symplectic form, Q, is a 2-form on P, i.e., at
each point of P it maps a pair of tangent vectors into a
number. However, in the case of a linear theory as
considered here, P has a vector space (or, more generally,
an affine spacem) structure, and we can identify tangent
vectors with points of P. Consequently, we can view Q as a
bilinear map on P. The symplectic product of two solutions

¢y, ¢, 1s given by
QY9 (1. ¢py) = L Vhdx[pn#'V iy — o1V, b)) (2.3)

where /hd’x is the proper volume element on X. This
symplectic product is conserved, i.e., it is independent of
the choice of Cauchy surface X.

If P were finite dimensional, the nondegeneracy of the
symplectic form €,; would imply that it has an inverse
Q% where the Greek indices here represent tensor indices
on phase space. A classical observable F on P could then
be taken to be an arbitrary smooth map F:P — R. The
inverse symplectic form would then allow us to define the
Poisson bracket of any two such observables F, F, to be
the observable on phase space given by

{FlvFZ} = Qaﬁv(zFlvﬂFZ' (24)
However, on an infinite dimensional phase space, the
symplectic form is only weakly nondegenerate and its
inverse will not be defined on all one-forms on the phase
space. Thus, we cannot use Eq. (2.4) to define the Poisson
bracket of arbitrary smooth functions on phase space.

As we shall see, in electromagnetism and gravity, the
presence of large gauge transformations implies that there are
many points of phase space that have vanishing gauge invariant
field strengths. Any of these points could serve as an “origin.”
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Nevertheless, on a general phase space, we can define the
Poisson bracket on a particular class of smooth functions F.
Namely, suppose F is such that there is a smooth vector
field X* on P with the property that for all smooth curves
z(a) on phase space, we have

OF = Q(6z,X) (2.5)
where
d d
8z = %z(a) L OF = T (z(@)) . (2.6)

Formally, Eq. (2.5) corresponds to X% = Q¥VF, but
Eq. (2.5) is expressed in a way that avoids the introduction
of the inverse symplectic form. If Eq. (2.5) holds, we say
that the function F generates the vector field X*. Given two
functions F; and F, on phase space that generate vector
fields X{ and X9, respectively, we can define the Poisson
bracket of F; and F, by

{F],Fz} = _Q(leXZ)' (27)

Formally, this corresponds to Eq. (2.4) because, for-
mally, Q(X,X,) = QuXX5 = QuQ7V F QMY F, =
Q"V,F,V,F,. However, Eq. (2.7) avoids introducing the
inverse symplectic form and is well defined. For the case of
an infinite dimensional phase space, we define an observ-
able to be a smooth function F on phase space that satisfies
Eq. (2.5). By construction, the Poisson bracket of any two
observables is well defined. It is only for classical observ-
ables in this sense that we can hope/expect to have quantum
representatives.

The situation with regard to obtaining observables
simplifies considerably in the case of a phase space P
with vector space structure, as considered here. Consider a
vector field X corresponding to an infinitesimal displace-
ment at each ¢ of the form of an affine transformation

¢+ ¢+ e(Ld + o) (2.8)
where y is a constant (¢-independent) displacement and L
is a linear map on phase space. Suppose that L satisfies

Q(y. Lp) = —Q(Ly, p) (2.9)

for all ¢, € P. Then it is straightforward to verify that the
function F:P — R defined by

1
F(¢) = Q(d.xo) +52(¢. L) (2.10)
satisfies Eq. (2.5). Thus, any function F' on phase space
of the form Eq. (2.10) with L satisfying Eq. (2.9) is an
observable on phase space.

An important class of observables on P are the local field
observables. Let f: M — R be a test function on space-
time, i.e., a smooth function of compact support. Let F's be
the linear function on phase space given by

Fi(d) = $(f) = / VIO, (2.11)

where y denotes arbitrary coordinates on M. Then F; can
be shown to be an observable as follows. Let

Ef =Af —Rf (2.12)
where Af denotes the advanced solution to Eq. (2.2) with
source f and Rf denotes the retarded solution with source
f-Then Ef a smooth, source-free solution to Eq. (2.2) with

initial data of compact support, so it corresponds to a point
in P. By lemma 3.2.1 of [63], for any solution ¢ we have!’

$(f) = QE°(¢. Ef).

Thus, F/ is of the form Eq. (2.10) with yy = Ef and L = 0.
Thus, the “smeared fields” ¢(f) are observables.'® It is not
difficult to see that the Poisson bracket of smeared fields is
given by

(2.13)

{¢(f1).9(F2)} = E(f1./2)1 (2.14)

where “1” denotes the constant function on P that maps all
points to 1, and

E(f1.f2) = / VI OERD).  (2.15)

For any Cauchy surface X and any test function s on Z,
we may define the linear function Fy ; on phase space by

Fu\() = ds(s) = / Vidxp)s(x).  (2.16)

We may similarly define (n#V,¢)y(s). These “3-smeared”
fields are also observables, which can be seen from
Eq. (2.13) to be equivalent to the “4-smeared” observables
Eq. (2.11). Namely, we have

Ps(s) = o(f) (2.17)

"Note that our convention for the symplectic form in Eq. (2.3)
has the opposite sign compared to the one used in [63].

8Note that the field evaluated at a point, ¢(x), is too singular
to be considered to be an observable. The associated vector field
X? would correspond to an infinitesimal displacement in the
direction of the singular solution given by the advanced minus
retarded solution with delta function source at x, which does not
lie in the phase space.
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where f is a test function on spacetime such that the initial
data for Ef on X is [Ef]y =0 and [n*V,(Ef)]y =s. A
similar formula holds for (n*V,¢)x(s).

Our main interest in this paper is to characterize the
states of quantum fields in asymptotically flat spacetimes at
asymptotically early and late times. It therefore will be
important to have a description of the phase space and
observables that characterizes the behavior of the field at
asymptotically early and late times. We shall now explain
how this can be done for massless fields. The correspond-
ing asymptotic quantization will be described in the next
section. The classical and quantum asymptotic description
of massive fields will be given in Sec. IV.

For massless fields, we assume that past null infinity,
#~, and future null infinity, .#*, can be treated as Cauchy
surfaces, so that initial data at .~ or #' uniquely
determines a solution."” For a massless field with the
Cauchy surface taken to be .#~, initial data for solutions
consists of the specification of the conformally weighted
scalar field, ®, on .¥~

® = 1imQ~'¢ (2.18)

where Q is a conformal factor, which, in Bondi coordinates,
can be chosen to be Q = 1/r. We assume that the solutions
in P are such that 0®/dv = O(1/|v|'*¢) for some ¢ > 0 as
v — £oo. This will ensure that all integrals below will
converge. Note, however, that we do not assume that
® — 0 as v = +oo, as this would exclude the memory
effect. Although we could, of course, restrict consideration
to initial data at .#~ satisfying ® - 0 as v — =+oo, if
interactions occur in the bulk, such initial data will
generically evolve to fields at .#* that do not satisfy
® — 0as u — oo. Since we wish to treat .#~ and .# " on an
equal footing in scattering theory, we do not require ® — 0
as v —> oo at f.

In terms of the initial data Eq. (2.18), the symplectic
product Eq. (2.3) is given by

oD oD
—2_, —1] (2.19)

QEGO((ﬁl’fﬁz) _/j dvdQ [q)l o o

where we have inserted an extra “0” in the superscript
“KGO” on Q to indicate that this formula holds only for the
case of a massless scalar field. It is convenient to define

I = 9,® (2.20)

"This is true in Minkowski spacetime but is an assumption in a
general asymptotically flat spacetime. It would not hold in
spacetimes with a black hole or white hole, but one could
presumably then supplement the asymptotic description of states
at null infinity by including states on the horizon of the black hole
or white hole.

on -, since this quantity will arise in many formulas
below. It follows from Eq. (2.19) that for any test function s
on .¥~, we have

T(s) :=/ddeaacf(v,xA)s(v,xA) :%QEGO(Ef, ®)

(2.21)

where f is a function on spacetime such that on .#~ we
have lim ,- Q"'Ef = 5. Thus, the smeared field quantities
II(s) on .#~ are observables on phase space that are
essentially equivalentzo to the bulk field observables
¢(f). The Poisson brackets of these observables at .#~
are given by

{T1(51). M(52)} = {60 9(5)
= ZE(f1.f)!

1
= EOES 1 Ef)1

1 ds s,
=— Q ——-51— 1. (2.22
4/dvd (s2 o 5 60) (2.22)

Here, the third line was obtained by writing

E(f1.f) = / I (0)EfS(y) = ~QKSO(Ef, Ef,)
(2.23)

where Eq. (2.13) with f = f, and ¢ = Ef, was used.
Finally, note that if w is a test function of the form
w = ds/dv for some test function s, then

(D(W) ::/ dUdQ(D(U,XA)W(U’XA) :/ dvdgq)ﬁ
e - ov
0d
= - / ~ dUdQ%S = —H(S). (2.24)

Thus, ®(w) for w = ds/dv is equal to —II(s) and hence
is well defined and corresponds to a local observable in
the bulk. However, if w is not of this form—i.e., if
Jdvw(v,x*) #£0 for some x*—then ®(w) does not
correspond to a local observable in the bulk.

Owe say “essentially equivalent” because if f is of compact
support on spacetime, then in a curved spacetime—where
Huygens’ principle does not hold for the wave equation (2.2)—
Ef will not be of compact support on .~ and vice versa, so the
test function spaces do not align precisely. We will ignore this
issue here. Except for the case of nonlinear gravity, our
applications are to Minkowski spacetime, where Huygens’
principle does hold and the correspondence is exact.
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III. ALGEBRAIC VIEWPOINT: QUANTIZATION
OF FREE FIELDS AND ASYMPTOTIC
QUANTIZATION OF MASSLESS
INTERACTING FIELDS

Since we are concerned in this paper with the possible
choices of a Hilbert space of “in” and “out” states in
scattering theory, it is essential to have a notion of the
structure of the theory prior to a choice of Hilbert space.
The algebraic approach provides such a notion. The
purpose of this section is to review the key ideas in the
algebraic approach and describe the asymptotic quantiza-
tion of massless fields corresponding to the asymptotic
characterization of phase space given at the end of the
previous section. For further discussion of the algebraic
viewpoint we refer the reader to [63—65].

In the algebraic approach, one assumes that the quantum
field observables have the structure of a x-algebra 7. States
are then defined as positive linear functions on the algebra,
i.e., a state, w, is simply a linear map w:.</ — C such that
w(a*a) > 0forall a € . If we take <7 to be generated by
local (smeared) field observables, then an arbitrary element
a € o/ would be a sum of products of local field observ-
ables, so a specification of w would be equivalent to
providing the complete list of the correlation functions
of the field observables.

Our interest in this paper is in interacting quantum field
theories, specifically, QED, Yang-Mills theory, and quan-
tum gravity. There are many nontrivial and still unanswered
questions about the formulation of interacting quantum
field theories. However, in this paper, we will be concerned
only with the behavior of these fields at asymptotically
early and late times. As is normally done in scattering
theory, we will simply assume that states of the theory
behave at asymptotically early and late times like states of
the corresponding “in” and “out” free field theories, i.e.,
that the interactions can be neglected at asymptotically
early and late times. Of course, the determination of the
relationship between the “in” and “out” states requires
knowledge of the interacting quantum field theory, but our
analysis in this paper will be exclusively concerned with the
nature of “in”” and “out” states and whether suitable Hilbert
spaces of such states can be defined. Thus, as previously
stated at the beginning of Sec. II, for the considerations of
this paper, we need only be concerned with the structure of
free field theory.

The structure of the quantum theory of a free field is well
illustrated by the case of a real scalar field ¢, Eq. (2.1). The
classical phase space structure of the real scalar field was
described in Sec. II. The quantum theory of ¢ is defined by
specifying an algebra, <7, of quantum observables. We
obtain 7 by starting with the free algebra of the smeared
fields ¢(f), their formal adjoints ¢p(f)* and an identity 1
where f is a real-valued, smooth function on M with
compact support. The algebra .7 is then obtained by
factoring this free algebra by the following relations:

A  @leifi +eafa) = ad(f1) + c2p(f,) for any
f1, f> and any ¢y, ¢, € R, i.e., the smeared field
is linear in the test function.
d(O-m?>=¢R)f)=0 for all f, ie, ¢
satisfies the field equation in the distributional
sense.

O(f) =@(f) for all f, ie., the field is

Hermitian.

[D(f1).@(f2)] = iE(f1.f2)1, ie.,
satisfies  canonical ~commutation
[see Eq. (2.14)].

As already mentioned above, a state is a linear
map w:«/ — C that satisfies w(a*a) > 0 for all algebra
elements a € o7(M, g). We further require the normali-
zation condition w(1) = 1. A state is thus determined by
specifying its smeared “n-point correlation functions”
o(¢p(f1)...9(f,)). If we have a Hilbert space 5 on which
the smeared fields are represented as operators satisfying
(A.D)—(A.IV), then any normalized vector |¥) € J# gives
rise to a state via w(a) = (¥|z(a)|¥) forall a € <7, where
7(a) is the operator representative of a. More generally, any
normalized density matrix p on 7 gives rise to a state via
w(a) = tr(pr(a)). Conversely, by a remarkably simple
construction due to Gel’fand, Naimark and Segal (GNS),
given an algebraic state w:</ — C, one can obtain a
representation, r, of .7 on a Hilbert space 7 and a vector
|¥) € 4 such that w(a) = (¥|z(a)|¥) forall a € «7. The
GNS construction consists of starting with the vector space
<7 and using w to define an inner product on .<7. One then
completes <7 in this inner product and factors out any
degenerate elements to get a Hilbert space . By con-
struction, .7 contains a dense set of vectors |a) corre-
sponding to elements a € /. We obtain a representation,
7, of &/ on S by the formula z(a)|b) = |ab) for all
a,b € o/. The vector |¥) € # corresponding to w is
simply |1). Note that |1) is cyclic, i.e., the action of z(a)
on |1) for all a € &7 generates a dense subspace of states.
Note further that this construction uses only the x-algebra
structure of 7.

A state is called pure if it cannot be written as a sum of
two other states with positive coefficients; otherwise the
state is referred to as mixed. The GNS construction will
represent a mixed state as a vector (rather than density
matrix) in 7, but for a mixed state the GNS representation
will be reducible. In particular, for a state that corresponds
to a density matrix on a Hilbert space . that carries an
irreducible representation of .o, the GNS construction will

(AT

(A.IID)
(AIV) the field
relations

suitably enlarge J 1o a Hilbert space ¢ on which the state
is represented as a vector.”!

An important class of states are known as “Gaussian
states” (also referred to as ‘“quasifree states” or “vacuum
states”). By definition, for Gaussian states, the n-point

*'For example, the GNS construction represents a thermal state
as a vector in its “thermofield double.”
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functions for n > 2 are given by formulas in terms of the
1- and 2-point functions that are analogous to the formulas
for the nth moments of a Gaussian probability distribution.
This can be described by saying that the “connected n-point
functions” (also known as “truncated n-point functions”)
vanish for all n > 2 (see e.g., [64]). For example, for a
Gaussian state of the Klein-Gordon field the 3-point
function is given by

o(@(1)P(32)(y3)) = o(@(1)) - @(@(y2)P(y3))
+o(d(y2)) - 0(P(y3)h(31))
+ (@ (y3) - 0(@(y1)d(y3))
—2a(¢p()) - (@ (y2))

@($(y3)) (3.1)

where all “unsmeared” formulas here and below should be
interpreted as holding distributionally. The GNS Hilbert
space of a Gaussian state @ has a natural Fock space
structure

w

F(H)=C® |D(H) s ...

n>1

®s A1) |-

n times

(3.2)

where ®g is the symmetrized tensor product, and the inner
product on the “one-particle Hilbert space” ¢, is deter-
mined” by the 2-point function @(¢p(y;)P(y,)). In
Minkowski spacetime, the Poincaré invariant vacuum state
|0) is a Gaussian state and the Fock space Eq. (3.2) is the
standard choice of Hilbert space for free field theory.

The general definition of a state given above admits
many states with singular ultraviolet behavior—too sin-
gular for nonlinear field observables to be defined. It is
therefore necessary to impose an additional restriction on
the short distance behavior of states. In most treatments
of quantum field theory in Minkowski spacetime, this
issue is not highlighted because the vacuum state |0) has
the required ultraviolet behavior, as do all states in the
corresponding Fock space Eq. (3.2) with smooth n-particle
“mode functions.” Thus, the states that are normally
considered in usual treatments satisfy the required con-
dition on ultraviolet behavior. However, in this paper,
we seek alternative choices of Hilbert spaces—since, as
explalned in Sec. I, the standard Fock space of “in” and
“out” states cannot accommodate the states that arise in
scattering processes—so it is essential that we explicitly
impose the condition that states have the required ultra-
violet behavior. This additional restriction on states is given
by the Hadamard condition, which requires that the short
distance behavior of the 2-point function of any allowed
state be of the form

*More precisely on the space of smooth functions f of
compact support we define the inner product (f|f,) =

o(P(f1) P (f2)) (see [66] for details).

o(d()P(y2)) = #%—i— V(yi,y2)log(c +i0"T)
+ Wi y2). (3.3)

Here o is the squared geodesic distance between y; and y,,
T = t(y,) — t(y,) with r a global time function on space-
time, U and V are smooth, symmetric functions that
are locally constructed via the Hadamard recursion rela-
tions [67], and W is also smooth and symmetric. The
Hadamard condition can be very usefully reformulated in
terms of microlocal spectral conditions on the distribution
o(¢p(y1)p(y,)) [68], but we shall not need this reformu-
lation here. The Hadamard condition Eq. (3.3) together
with the positivity condition on states implies that the
connected n-point functions for n # 2 of a Hadamard state
are smooth and symmetric [69].

We conclude this section by giving the asymptotic
quantization of ¢ in the massless case. Again, we assume
that past null infinity, .#~, and future null infinity, .# ¥,
can be treated as Cauchy surfaces. We cannot proceed by
starting with the bulk theory and taking limits of correlation
functions to .#~ or £, since the quantum fields are
distributional on spacetime and cannot straightforwardly be
restricted to a lower dimensional surfaces such as .~ or
. However, we can proceed by working with the
asymptotic description of the classical phase space given
at the end of the previous section.

For the asymptotic quantization on .#~, we take the
observables on phase space to be II(s) [Eq. (2.21)], where s
is an arbitrary test function on .#~ with conformal weight
—1. We define the algebra 7, by starting with the free
algebra generated by II(s), II(s)* and 1 and factoring it by
relations corresponding to (A.I)-(A.IV). Conditions (A.I)
and (A.III) translate straightforwardly to .o7;,. There is no
condition corresponding to condition (A.Il) since we are
now smearing II with free data for solutions. The commu-
tation relation (A.IV) translates to

M) M) = 58 (01, 02)32(x 4)1 (3.4)
[see Eq. (2.22)] where x = (v, x*) are coordinates on .#~
and this equation is to be understood as a distributional
relation on .#~. This completes our specification of the
algebra o7;,. The algebra o7, is defined similarly.

The algebra o7}, constructed in this manner is essentially
equivalent23 to the bulk free field algebra <. For an
interacting theory, the bulk algebra, of course, is no longer
a free field algebra, but the central assumption of scattering
theory is that states on the bulk algebra asymptote to states
on the free field algebras <7, and &7, at early and late
times, respectively.

PWe say “essentially equivalent” for the reason stated in

Footnote 20.
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We now impose regularity conditions on states on
o;,. For the bulk theory, we imposed the Hadamard
condition Eq. (3.3) on states on ./, and we wish to
express this condition as a corresponding condition on
states on .«7;,. For the conformally invariant case
(£ =1/6) in a spacetime with a regular timelike infinity,
it has been shown [70] that Hadamard states on &/
correspond to states on .«7;, whose 2-point function is of
the form™

2 XA XA
(MG I() = = - P st ) 69

where S(x,x,) is a smooth function on .#~ x .. In
particular, this result holds in Minkowski spacetime (for
an arbitrary ¢, since £ does not enter the equations of
motion in that case). We assume that this form holds
generally for massless fields, i.e., with no restriction to
£ =1/6 or to spacetimes with a regular timelike infinity.
Thus, we impose Eq. (3.5) as the ultraviolet regularity
condition on states on .o7;,. Note that in Minkowski
spacetime, the 2-point function of the Poincaré invariant
vacuum state m, takes the form Eq. (3.5) with § =0, i.e.,

1 (x4, x4
(M) () = = = o)

In addition to the ultraviolet regularity condition on
states, we impose the following decay conditions on
states, analogous to the classical decay conditions men-
tioned below Eq. (2.18): We require that § and all
connected n-point functions for n # 2 decay for any set
of |v;] = oo as O((>_; v?)~1/>7¢) for some € > 0.

In the subsequent sections, we will assume that the
quantization of the “in” and “out” electromagnetic and
gravitational fields are given by a direct analog of our
construction of o7}, above, and we will impose ultraviolet
regularity (Hadamard) conditions on states given by the
direct analog of Eq. (3.5), as well as the analogous decay
conditions.

Finally, we note that we have included only observ-
ables that are linear in the field ¢ in our algebras, .27 and
4, of local field observables. For the case of the bulk
theory, &/ can be extended to include smeared poly-
nomial quantities (“Wick polynomials”) in the field by a
“Hadamard normal ordering” procedure (see [64]).
However, an analogous procedure does not work for
o, as Hadamard normal ordering produces quantities
that are too singular in the angular directions. Thus, we
cannot extend &7;, to include polynomial local field
observables. Nevertheless, quantities that are quadratic
in the fields can be defined as quadratic forms by

* A similar result holds for any field (including massive fields)
on a Killing horizon [66].

Hadamard subtraction, using Eq. (3.6) for the subtraction.
In particular, for any Hadamard state w, we may define
the expected value of II> by

(TP (x)) = lim [ (I(x)TI(x") ) — o (T (x)TI(x') )] = S (x.x).

X' —x

(3.7)

We can use this notion to define expected values of
observables that are quadratic in the fields. However,
higher powers of II(x) cannot even be defined as
quadratic forms. In particular, since the stress-energy
flux through .#~ is T,, = I1? this implies that the local
energy flux cannot be defined as an operator and is only
well defined as a quadratic form (i.e., only its expected
value is well defined). This result is in accord with
arguments given in [71].

IV. QED WITH A MASSIVE, CHARGED
KLEIN-GORDON FIELD

In this section we consider massive scalar QED, i.e.,
the theory of a Maxwell field A,, coupled to a charged
massive complex Klein-Gordon scalar field ¢ in
Minkowski spacetime. The Lagrangian for this theory is

1 [ 1,
L=-— Fu =5 D"¢Dyp — 2 m g

. (4.1)

where F,, =0,A, —d,A, and D, is the gauge covariant
derivative operator

D, = 0,0 —iqA,@, D,p=D,p. (42)
The theory is invariant under the action of gauge trans-
formations
A, > A+ 0,4, @ > e, (4.3)
In Sec. IVA, we give the asymptotic quantization of
the massive Klein-Gordon and electromagnetic fields. In
Sec. IV B, we extend the algebra of asymptotic observables
to include large gauge charges and Poincaré generators.
In Sec. IV C, we construct Fock representations of the
extended algebra of asymptotic observables with arbitrary
choices of memory. Finally, in Sec. IV D we construct the
Faddeev-Kulish Hilbert space.

A. Asymptotic quantization of QED with
a massive Klein-Gordon field

We wish to provide a characterization of the states in
QED in terms of free field states in the asymptotic past
and asymptotic future. For definiteness, we will focus
upon the asymptotic past; exactly the same procedure is
used for the asymptotic future. We assume that in the
asymptotic past, classical solutions approach solutions
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to the free Klein-Gordon and Maxwell equations.25

Correspondingly, in the asymptotic past, states in QED
should approach “free field ‘in’ states,” i.e., states on the
tensor product

Ay = AN Q@ /XS (4.4)
of the asymptotic algebra, &/EM, of the free electromagnetic
field with the asymptotic algebra, o7 ilflG, of the free massive
Klein-Gordon field. Thus, our task in this subsection is to
obtain the free field algebras «7EM and &7KS.

The strategy for obtaining «/EM was presented in the
previous section. The electromagnetic field is conformally
invariant, so, classically, for solutions with appropriate
falloff at spatial infinity, one can choose a gauge™ so that
the vector potential A, extends smoothly to .#~. We may
further choose a gauge for which n*A,|,_ =0 where
n := 9, is the null normal. In this gauge, the pullback of A,
to .~ is a down index tensor on .#~ that is orthogonal to
n*, so in accord with the notational conventions stated at
the end of Sec. I, we denote it as Ay.

The points of the classical phase space are given by the
specification of A4, on .#~. This is the analog of the
specification of @ on .#~ in the scalar field case. The analog
of the observable IT = 9, ® on .~ is the electric field

E,=-£A,=-0,A, (4.5)
which is the pullback to .#~ of F,,,n”. Note that E, is gauge
invariant. The symplectic form is given by

1
QAL Ay) = _E/ A[E gAY — EjuAf]. (4.6)

The local field observables for the Maxwell field on .#~ are

E(s) = / dP*xE4(x)s* (x) (4.7)
-

where s4 is test vector field on .#~, with no conformal
weight, and the capital Latin index is in accord with the
notational conventions stated at the end of Sec. I because
Eq. (4.7) depends only on the equivalence class of the vector
field. Note that the observable E(s) generates the infinitesi-
mal affine transformation A, — A, — 2zes,. The Poisson
brackets are

{E(s1), E(s5)} = —4n*QM (s, 5,)1 (4.8)

where, for test functions s{, 52 we have that

»This assumption is supported by rigorous studies of the
classical behavior of the QED fields [72-75].

Note that the vector potential A, is not smooth at null infinity
in the Lorenz gauge when there is a nonvanishing total charge
(see Remark 4 and Eq. (52) of [8]). Nevertheless one can make
other choices that yield a smooth A,.

1
QM(sy.5,) = —E/jdgd”[s?avsu — 550,514]

1
= —% P deUS?aUSZA.

(4.9)
In exact parallel with the asymptotic quantization of
the massless scalar field given in Sec. III, the algebra
/tM is defined to be the free algebra generated by the
smeared fields E(s), their formal adjoints E(s)*, and
an identity 1—where s*(x) are real test vector fields
on . —factored by the following relations:

B.D)  E(cis) + c255) = ¢1E(s)) + c,E(s,) for any 57,
s5 and any ¢, ¢, € R.

(BI)  E(s)* = E(s) for all s,

(B.I)  [E(s)),E(sy)] = —idn*QM(s;,5,)1 for any

st 5.

We shall denote states on the algebra &M as ©™™. The
Hadamard regularity condition on asymptotic states of
the electromagnetic field analogous to Eq. (3.5) is that
the 2-point function has the form

o"™M(E, (x))Ep(x,)) = —% + Sap(x1, %)
(4.10)

where S,5 is a (state-dependent) smooth bitensor on .~
that is symmetric under the simultaneous interchange of x;,
X, and the indices A, B. Furthermore, we require that
the connected n-point functions for n # 2 of a Hadamard
state on .#~ are smooth.”’ The 2-point function of the
Poincaré invariant vacuum state wg™ is given by Eq. (4.10)
with Sy = 0.

Finally, we impose a decay condition on states to ensure
that all fluxes are well defined. We require states to be such
that S,z and all connected n-point functions for n # 2
decay for any set of |v;| = o0 as O((>_; v?)71/>=¢) for
some € > 0. This completes the specification of .&7EM and
the allowed states on .«/EM,

We turn now to the asymptotic quantization of a massive
complex scalar field ¢ in Minkowski spacetime. We follow
the same basic strategy of finding an appropriate asymp-
totic surface that can be treated as a Cauchy surface. We
then obtain the asymptotic description of the classical phase
space by finding appropriate initial data on the asymptotic
surface and we express the symplectic form in terms of this
initial data. We then use Eq. (2.13) to obtain observables
involving this initial data that correspond to local observ-
ables in the bulk, and we obtain the Poisson brackets of
these observables. This enables us to define &7XS.

Mt is possible that, in analogy with the bulk theory [69], this
requirement is actually a consequence of Eq. (4.10). However, we
have not investigated whether this is the case.
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For massive fields, the appropriate asymptotic surface
is an asymptotic hyperboloid H~ rather than .#~. To see
this, we introduce a coordinate system as follows [76]
(see also [77,78]). Let

Ri=2 -2,

p = tanh~'r/1. (4.11)
where ¢, r are the standard Minkowski time and radial
coordinates. These coordinates foliate the interiors of the
future/past light cone of an arbitrary choice of origin in
Minkowski spacetime by a family of Riemannian hyper-
boloids with 7 = constant [see Fig. 1]. The induced metric
on the three-dimensional unit-hyperboloid H (with 7> = 1)

is given by

dp?
1+ p?

ds3, = + p?s4pdxAdxB (4.12)

where 5,5 is the metric on the unit 2-sphere and x* are

coordinates on the sphere. The metric on a hyperboloid
with 72 # 1 is just 72ds3,. Note that any point on H can also
be thought of as a unit-normalized timelike vector p in
Minkowski spacetime, and we will use the notation p =
(p. x7,) to denote points on . The induced volume element
on H is then

P

V1+p?

&p = dpdQ. (4.13)

The stationary phase method suggests that as 7 - —o0
at fixed p, there exists a gauge28 such that (up to a constant
phase factor) the leading order asymptotic behavior of ¢ is
given by [76] (see also [77])

m ‘ _ .

0~ e e b)) (14
where p denotes a future-directed unit-normalized
momentum and thus, a point p = (p,x3) on the unit-
hyperboloid H~ in the tangent space at past timelike
infinity. Note that although each hyperboloid of con-
stant 7 extends to past null infinity, the hyperboloid H~
corresponds to taking the limit 7 - —oo at fixed p =
(p.x4) and thus gives a representation of unit-timelike
directions at past timelike infinity closely analogous to
the description of spatial infinity given by Ashtekar and

*In the Lorenz gauge for the electromagnetic vector potential,
the scalar field in Eq. (4.14) would have an additional overall
phase ¢771°27 in its asymptotic behavior (see e.g., [76] or Chap. IV
of [79]). However this logarithmic “Coulomb phase” can be
eliminated by a different choice of gauge. The vector potential in
the Lorenz gauge is also badly behaved at null infinity [see
Footnote 26].

FIG. 1. A schematic picture (with angular dimensions sup-
pressed) of the family of hyperboloids H, used to take the limits
to timelike infinity i~. The vertical line labeled r = 0 is the axis of
rotational symmetry, O is an arbitrary choice of origin in
Minkowski spacetime with past light cone depicted by a dotted
line, and .#~ denotes past null infinity. The H, are three-
dimensional hyperboloids of 7 = constant with 7 - —co corre-
sponding to the limiting hyperboloid H™ at i~. The I",, denote
curves of constant p = (p,x4) along which the limit to past
timelike infinity is taken.

Hansen [80].” We will assume that the asymptotic
behavior of ¢ is given by Eq. (4.14) and that H~ can
be treated as a Cauchy surface.

The initial data on H~ of a solution consists of the
complex functions b(p) and ¢(p) appearing in Eq. (4.14).
The symplectic form on this initial data can be written
as [76]30

QXS ) = — ™ | @pi(batp)
L 4(27[)3 H

+c1(p)ex(p) = (1 < 2)]. (4.15)

The symplectic form is a real-bilinear map on the real and
imaginary parts of b and ¢, but it is not complex bilinear (or
complex biantilinear) in b and c¢. On the complex plane, it is
often convenient to treat z =x+1iy and Z =x—iy as
though they were independent quantities, imposing that
they are conjugates only at the end of any calculation. For
similar reasons, it is convenient to treat b and ¢ as though
they are quantities independent of b and ¢ on phase space,
imposing that they be conjugates of b and ¢ at the end of

A similar analysis at timelike infinity can be found in
[77,78].
Our convention for the symplectic form differs from that
in [76] by a factor of —1/2.
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any calculation. Thus, we will take a point in the asymptotic
description of the classical phase space to be represented
as the quadruple (b(p), b(p),c(p),e(p)). The symplectic
form is then a complex-bilinear function of its variables.

Local observables are obtained by smearing the fields
with a complex test function w(p) on H~. The smeared
fields b(w) and b(w) are defined by

bo) = | @pb(p)ilp). b= [ dpbipwip).
(4.16)

Note that we take b(w) to be antilinear in w whereas b(w) is

linear in w, so b(w) = b(w). Note also that the Hamiltonian
vector fields corresponding to these observables are given

by — 322 (0,7(p).0.0) and *Z2 (1(p).0.0,0) respec-

im? im?
tively. We similarly define the smeared local observables

c) = [ @pelpnlp). ew)= [ dpelp)i(p)
(4.17)

where we now take c(w) to be linear and ¢(w) to be
antilinear in w. The nontrivial Poisson brackets are

P 3
(6090 B2} = =122 s w1,
b 3
{elm).20m)} = =0 o w1 (418)

Here, the inner product (wy, w, )4, is the ordinary L? inner
product on H~ with the volume element Eq. (4.13), which
is antilinear in its first argument and is linear in its second
argument.

The asymptotic quantization algebra, «/XG, for the
massive complex scalar field is then defined by starting
with the free algebra generated by the smeared fields b(w),
¢(w), their formal adjoints b(w)*,¢(w)*, and an identity 1.
We note that the adjoint operators b(w)* and ¢(w)*
correspond to the complex conjugate observables b(w)
and ¢(w) respectively. We then factor this algebra by the
analog of the linearity condition (B.I), the commutation
relations

b 3
b(wi),b(wy)"] = 4(:12) (Wi, wa)g-1,
ya 3
(1), e052)°] = 222 s )y 1, (4.19)

and vanishing commutators for all other fields. This
completes the specification of the algebra @/KS of local
observables of the massive, charged Klein-Gordon field.

The Hadamard condition for states o*¢ on &7XS is that
the 2-point functions *(b(p,)b(p,)), ®*S(c(q,)c(q2)).
@"(b(pi1)e(q2)), and *C(b(pi)*e(q))) are smooth,
whereas the remaining 2-point functions have the form

4(2z)3

Kb (pb(p2)") = 25 51 pa) + Bl o)

(4.20a)

4(2x)3

Ke()e(a)) = o5 (42,01) + Clan 1),

(4.20b)

where it is understood that J;, is to be smeared with a
complex conjugate test function w in its first argument and
a test function w in its second argument, and the functions
B and C are (state-dependent) smooth functions on H x H.
Furthermore, the connected n-point functions for n # 2
of wX¢ are required to be smooth. Note that the 2-point
function of the Poincaré invariant vacuum state wfC is
given by Eq. (4.20) with B = C = 0.

In addition, we impose the following decay condition on
states: We require that B, C and all the connected n-point
functions for n # 2 of @*® decay for any set of | p;| — oo as
O((>2; p?)~"/%7€) for some e > 0. This completes our
specification of the regularity conditions on states.

B. Extension of the asymptotic quantization algebra
to include charges and Poincaré generators

The algebra <7, that we have defined in the previous
subsection was generated by the local field observables of
the asymptotic “in” fields. Thus, the only observables
represented in .«7;, are the local fields. However, there
are additional observables of interest, where, here and
elsewhere in this paper, we use the term “observables” in
the precise sense explained in Sec. II. In this section, we
will extend 7}, to the algebra <7,y by the addition of
generators of large gauge transformations (i.e., “‘charges”).
We will then further extend this algebra to an algebra
in qp that includes the generators of Poincaré symmetries.
We will construct these algebras by obtaining observables
on the classical phase space that generate large gauge
transformations and Poincaré symmetries. These observ-
ables automatically have well-defined Poisson brackets
with themselves and with the local fields. We then will
obtain <7, o by starting with the free algebra generated by
o7;,, together with the observables that generate large gauge
transformations and then factoring by the commutation
relations obtained from the Poisson brackets. We will then
further enlarge this algebra to .7, op by including the
observables that generate Poincaré symmetries.

We first consider the large gauge charges. As stated above,
QED has an invariance under Eq. (4.3). The transformations

066005-18



INFRARED FINITE SCATTERING THEORY IN QUANTUM ...

PHYS. REV. D 106, 066005 (2022)

Eq. (4.3) with A vanishing at infinity are genuine gauge
transformations in the sense that the infinitesimal versions of
these transformations are degeneracies of the symplectic
form. In order to construct a phase space with a non-
degenerate symplectic form, one must pass to the space of
gauge orbits [61], so fields that differ by a gauge trans-
formation correspond to the same point of phase space.
However, as previously noted in Sec. I, the transformations
Eq. (4.3) with 4 =A(x") are not degeneracies of the
symplectic form. Such “large gauge transformations” must
be treated as symmetries and they act nontrivially on the
classical phase space. The infinitesimal version of these
symmetries defines a vector field on phase space. We will
show that this vector field on phase space is generated by a
classical observable, which will be referred to as a “charge.”
Consequently, we can expect that the quantum algebra <7;,
can be extended to include quantum representatives of
the charges.

Since the asymptotic description of phase space is the
Cartesian product of the Klein-Gordon and Maxwell phase
spaces, we can separately consider the action of large gauge
transformations on the Klein-Gordon and Maxwell fields
separately. We will thereby obtain two charges: (i) a charge
Q;- that generates large gauge transformations on the
Klein-Gordon field and (ii) a “memory” quantity that
generates large gauge transformations on the Maxwell
field. The sum of these two, denoted Q, generates large
gauge transformations on the full phase space. The reason
for the use of “i*” in the notation for the total charge will be
explained below.

We first consider the action of the large gauge trans-
formations on the classical Klein-Gordon phase space, i.e.,
on the asymptotic fields on H~. The large gauge trans-
formations are parametrized by a smooth function A(x*) on
S?, which describes the asymptotic behavior of the trans-
formation Eq. (4.3) on the scalar field as p — o0. It is useful
to pick a unique representative of this transformation
throughout H~ as follows. Let A;(p) be the unique
function on H~ which satisfies

lim Ay¢(p) = A(x")

p—>0

Aydn(p) =0, (4.21)

where Ay is the Laplace operator on H~. The solution
A (p) can be expressed in terms of the boundary value
A(x?) using a Green’s function as [81]

p) = [ G i)

Gy(p.x") = (4.22)

1
(/14 p2 = pp i)

Here, 7 is the unit vector in R? corresponding to the point

x* on the unit 2-sphere, and p denotes the projection of the

point p € H~ onto the unit 2-sphere, also represented as a

unit vector in R3. The Euclidean dot product p - 7 of these
unit vectors is the cosine of the geodesic distance between
two points on S? with respect to the unit 2-sphere metric.
Note that this Green’s function satisfies

/ dQGy(p.x4) = 1. (4.23)
SZ

In terms of 44, the action of the large gauge transformations
on the asymptotic scalar field is given by

b(p) > b(p)e= @) b(p) > b(p)eitnp),
(

H
c(p) > c(p)e@(P) E(p) > &(p)e~itnp). (4.24)
The infinitesimal action of large gauge transformations on

phase space is given by

(4.25)
This transformation is of the form Eq. (2.8) with y, = 0 and

L(b,b,c,¢) = (b0, ¢ c) (4.26)
with 0'(p) = —igly(p)b(p), '(p) = iqgls(p)c(p). The
linear map L satisfies Eq. (2.9) so we obtain the observable

1

Q;-(4) 5

QXS((b, b, c.2).L(b. b, c.¢))

gm?

:W/H— & pin (p)b(p)B(p) = c(p)E(p)].

(4.27)

Note that the integrand on the right-hand side of Eq. (4.27)
corresponds to the asymptotic limit to H~ of J,7*, where 7
is the unit normal to the surfaces of constant 7z and the
charge-current vector J# of the scalar field is given by

_ig,

= =ZgDie - pD'g). (4.28)

Thus, for l(xA) = constant, Q;- is the total ordinary electric
charge of the massive scalar field [76].

Since the observables Q,-(4) generate the large gauge
transformations Eq. (4.25), it is straightforward to compute
their Poisson brackets. The Poisson brackets of the charges
with themselves vanish

{Qi-(41), Q-(42)} = 0. (4.29)

The Poisson brackets of the charges with the smeared fields
are
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{9 (A).b(w)} =—igb(Aw). {Qr-(1).B(w)}=igh(hw).
{Qr (2)c(w)} =ige(ipw). {Qr(2).2(w)} ==ige(hnw).
(4.30)

Since Q;-(4) is an observable on the Klein-Gordon phase
space, it has vanishing Poisson bracket with all electro-
magnetic observables.

We now consider the action of large gauge transforma-
tions on the Maxwell phase space. The large gauge trans-
formation 4 = A(x*) acts on the Maxwell phase space by

AA'_)AA—F@A)‘? EAF—)EA. (431)
This affine transformation is generated by ;- A(1) where

A(2) is defined by

A(A) = —/‘ dvdQE (v, xB) 242 (xB). (4.32)

Thus, A(4) is an observable on the Maxwell phase space.
We refer to A(1) as the memory of the Maxwell field
associated with the large gauge transformation 4. Since the
local electromagnetic field observables E(s) [see Eq. (4.7)]
are invariant under Eq. (4.31), A(1) has vanishing Poisson
bracket with all local electromagnetic field observables.
Since A(4) is an observable on the Maxwell phase space, it
also has vanishing Poisson bracket with all Klein-Gordon
observables.

The generator of gauge transformations on the full phase
space of the Klein-Gordon and Maxwell fields is given by
the sum of Eq. (4.27) and Eq. (4.32)

Q- (1) + - A(A).

Qp(4) = dr

(4.33)
The Poisson brackets of Q,(4) with all local field observ-
ables are the same as those of Q;-(4). The subscript i® has
been placed on Q; (1) because its value can be computed
by taking limits of surface integrals of the electric field as
one approaches spatial infinity, i°, along .#~. This can be
shown by the following lengthy argument.
First, we show that the charge Q,- (1) can be computed as
a bulk limit of the electric field. In the bulk spacetime, the
massive scalar is coupled to the electromagnetic field via
the Maxwell equation
1
—V F¥ = JH (4.34)
4z
with J# given by Eq. (4.28). We assume that the limit to H~
of the “electric field”
E,(p) = lim 2?h,*F ,7°

T—=>—00

(4.35)

exists and defines a smooth tensor field £, on H~, where
h,, = g, + 7,7, is the induced metric on the hyperboloids

of constant 7. From the Maxwell equation (4.34) and the
falloff of the scalar field, it follows that there exists an
electric potential V(p) on H~ so that £,(p) = 2,V (p).
which satisfies

1
47

BuV(p) = 45,5 PIB(P) = c(P)E(p)) (4:36)

where &, denotes the derivative operator on H~ and Ay
again denotes the Laplacian on H~. By Green’s identity, for
any large gauge transformation 4, we have

1 1
E.@“(iﬂ.@aV— Vga/IH) :E(/IHAHV— VAH/IH)

Integrating this equation over H~ and applying Gauss’s
theorem to the left side, we obtain

limi/ dQA(x")(cosh p)?p?€,

m2 -
= i [ oa)b(p)B(0) = clp)e(p)

= Q-(4) (4.38)
where p® is the unit-spacelike-normal to the p = constant
cross sections of H~. Thus, as we desired to show, the
charge Q;-(1) can be obtained as an asymptotic surface
integral as p — oo of the electric field £, on H~, which
itself is obtained as the bulk limit Eq. (4.35) as 7 — —oo0.
For A(x*) = constant, Eq. (4.38) corresponds to the usual
Gauss law formula for charge.

Next, we assume that the analog of the “null regularity”
condition imposed at spatial infinity in [33] holds at
timelike infinity. This yields

lim (coshp)?p?E, (alongH™)= lim F,,*n* (along.#~)
p—00 vV=>—00
(4.39)

where I is a vector field at % satisfying [,/* =0 and
I'n, = —1. This quantity is not a function on the electro-
magnetic phase space, i.e., it depends on nonradiative
(Coulombic) information at .#~ that is obtained from bulk
limits. It follows that

Q- (i) = lim - / AU F e, (4.40)
§2

Now, Maxwell’s equations imply that on .#~ we have

£,(F l'n) = PAE,. (4.41)
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It follows immediately that

1 L O(F,, 1)

1
= lim —
v—=+400 s?

dQA(x*)F,, I'n¥

1
ey

dQA(xX*)F,, ' n”. (4.42)

Thus, we obtain our desired result

v—>+oo 477

Qa(4) = lim - / dQA(X)F,, 'n¥ (4.43)
SZ

which shows that Q,0(4) can be computed in terms of a
limit of F,,/*n” as one approaches i’ along .#~. However,
it should be kept in mind that F,, /#n" is not an observable
on the Klein-Gordon and Maxwell phase spaces. The
definition of Qq(4) as an observable is given by
Eqgs. (4.27), (4.32), and (4.33).

It is worth noting that on any cross-section S = S? of .#,
we can define the Maxwell charge associated with the large
gauge transformation 1 by

Qs(h) = - / QAN .

4.44
4 S ( )

This notion of “large gauge charge at a finite advanced
time” may be useful for a number of purposes. However,
unlike Q;-(4) and Qu(1), the quantity Qg(1) does not
correspond to an observable on phase space. Thus, Qg(4)
does not have well-defined Poisson brackets with local field
observables and we cannot expect Qg(4) to have a well-
defined counterpart in quantum field theory.31

We now turn to the extension of the algebra, <7, of local
quantum observables to an algebra .27}, ; that includes the
large gauge charges Q;-(4) and A(1) [and thereby, Q,0(4)].
We start with the free algebra generated by the smeared
local field observables together with observables labeled as
Q,-(4) and A(A) and their adjoints for all large gauge
transformations A(x*). We then factor this algebra by
linearity in the test functions and A as well as Hermitian
conditions for E, Q;-, and A. Finally, we factor the algebra
by the commutation relations corresponding to all of the
Poisson bracket relations we have obtained above. This
defines the desired extended algebra .27}, (.

However, since A(A) commutes with all observables™ in
i - it follows that in any representation of <7}, o, a shift
of A(4) by a multiple of the identity—with no correspond-
ing shift of E—would also yield a representation of the

'The nonexistence of operators corresponding to Qg(4) in
quantum field theory is in agreement with the arguments given
in [71].

J‘;zNote, however, that this will not be the case after we further
extend the algebra to 7, op by including Poincaré generators, as
we shall do below.

algebra. This implies that there are many states on the
extended algebra where the value of the memory observ-
able is not related to value of the electric field by Eq. (4.32).
In order to exclude such states, we require as a further
condition on states @ [in addition to the Hadamard
condition and the falloff conditions of Sec. VI A] that*®

o(AR)) = —/’_ dvdQw(E,(v,x8))242(xB).  (4.45)

We have a similar multiple of the identity ambiguity for
operator representatives of Q;-(1). We could similarly
impose the additional requirement on states that

m2

s [ @)oo ()

—c¢(p)e(p))

where the expected value of quadratic quantities was
defined at the end of Sec. III. However, for the massive
scalar field, we will only be interested in states in the
standard Fock space [see Sec. IV C 1]. For such states,
instead of demanding Eq. (4.46), we can more simply
demand that the charge Q;-(4) annihilates the Fock
vacuum state, since this removes the multiple of the identity
ambiguity in this representation and implies that Eq. (4.46)
holds for all states in this representation.

We now follow the same strategy to further extend the
algebra o7}, to an algebra .o7;, op that also includes
observables corresponding to the generators of Poincaré
transformations. The first step is to write down the action of
the Poincaré group on the classical phase space and show
that its infinitesimal action is generated by an observable
on the classical phase space. Again, we may consider the
Poincaré action on the Maxwell phase space and the Klein-
Gordon phase space separately.

Poincaré transformations correspond to a particular class
of diffeomorphisms of .#~, and these act naturally on the
fields A, and E,, so it is straightforward to determine their
action on the Maxwell phase space. Lorentz transforma-
tions [with origin taken to be that used to define the
hyperboloids of Eq. (4.11)] similarly correspond to iso-
metries of H~ and thus have a natural action on the
asymptotic Klein-Gordon fields. Thus, we only need to
explain the action of translations. In terms of the asymptotic
coordinates used above, it can be shown that, at leading
order, a translation corresponds to the transformation
7+> 7+ f3,(p) where the function f,(p) satisfies™*

0(Q-(4) =
(4.46)

3We could also impose conditions on higher n-point functions
of memory, but we will not need these, so we shall not impose
them here.

“"One can also represent BMS supertranslations at timelike
infinity by considering solutions f4,(p) to Eq. (4.47) on H~ with
the boundary value f(x*) now being allowed to be any smooth
function on S2.
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(Ay =3)fn(p) =0, /}Lfgp_lfMP) = f(x4) (4.47)

with f(x*) is a smooth function on S? supported only on
the £ = 0, 1 spherical harmonics. The solution can again be
written in terms of a Green’s function as [81]

Fulp) = [ dQGp.f (),
1
4r(\/1+p* =pp - 7)°

Gu(p.x*) = (4.48)

where the notation p and 7 is as explained below Eq. (4.22).
The action of these translations on the asymptotic fields is
given by

b(p) = b(p)e= ),
c(p) > c(p)eminir),

b(p) > b(p)e™/nr),

¢(p) > c(p)emin(p), (4.49)
The infinitesimal action of an arbitrary Poincaré trans-
formation on both the Maxwell and Klein-Gordon phase
spaces is thus given by a linear transformation, P. It can be
verified that P satisfies Eq. (2.9). We thereby obtain an
observable, F'p, on phase space corresponding to an arbitrary
infinitesimal Poincaré transformation P by the formula,

Fo(d) = 590 P9) (4.50)
where “¢” stands for a point in the Cartesian product of the
Maxwell and Klein-Gordon phase spaces. For a given choice
of origin in the bulk spacetime, we can write an arbitrary
infinitesimal Poincaré transformationas P = T + X where T'
is a translation and X is a Lorentz transformation. We denote
the corresponding observables as F; and Fy. The Poisson
bracket of these observables with the local asymptotic
massive scalar field observables are given by

{Fr.bw)} = ib(fyw). {Fx.b(w)} =b(Exw) (4.51)
where £yw is the Lie derivative of the complex test function
w(p) with respect to the Killing vector field on H represent-
ing the Lorentz transformation X. Analogous formulas also
hold for the observable ¢(w). The Poisson bracket of the
Poincaré obervables with the local electromagnetic field
observables on .~ are given by

{Fr.E(s)} = E(£79), {Fx.E(s)} = E(£xs) (4.52)
where, now, the Poincaré translation 7" is represented by the
vector field fn* on .#~ with f supported on the £ = 0, 1
spherical harmonics and the Lorentz transformation is a
conformal Killing vector field X4 on S2. Further, the Poisson
brackets of the Poincaré observables with memory and
charges are given by

{Fr.A()} =0, {Fr.Q/p(A)} =0.  (4.53a)

{Fx’ A@)} = A(£x/1>7 {FXv Qi‘/i" (l)} = Qi-/i0(£x/1)-

(4.53b)

Finally the brackets of the Poincaré generators with them-
selves are
{FTI’FTQ} = O’

{FXI s FXZ} = F[XI’XZ]’ (4543)

{FX’FT} - F'rf (454]3)
where in the above, if T is represented by a function f(x*)
then 7" is represented by f/ = £xf — 1/2(Z,X*)f. It should
be noted that Eq. (4.53b) shows that memory is not Lorentz
invariant unless it vanishes. Similarly, the charges at timelike
and spatial infinity are not Lorentz invariant unless all of the
charges (including the ordinary total electric charge) vanish.
In addition, the nonvanishing of the Poisson brackets of Fy
with Q,0 shows that the observables Fy are not gauge
invariant unless all of the charges vanish, as expected from
the considerations given in [82].

The extended algebra .27}, qp is now obtained by adding
Hermitian elements Fp for each Poincaré generator P to
4/ in o and factoring by commutation relations correspond-
ing to all of the above Poisson bracket relations.

C. Fock representations

In the previous sections, we have constructed the asymp-
totic local field algebra <7;, and we have extended it to
the algebras o7, o and o7}, op that include large gauge
charges and Poincaré generators. The ordinary Minkowski
vacuum state, @) = o5 ® wEM, is the Gaussian state on
o;,, with vanishing 1-point function and with 2-point func-
tion given by Egs. (4.10) and (4.20) with Sy = B = C = 0.
We can extend its action to ./, gp such that for all
a € diop We have wy(aA)=wy(Aa)=w(aQ;)=
wo(Q;-a) = wy(aFp) = wy(Fpa) =0, i.e., such that w, is
an eigenstate with eigenvalue zero of all the charges and
Poincaré generators. The GNS representation of w will yield
the usual Fock space of incoming particle states. However, all
states in this Fock space will be eigenstates of memory with
vanishing eigenvalue. The corresponding construction of an
“out” Hilbert space will similarly contain only states with
vanishing memory. Consequently, as discussed at length
in Sec. I, this choice of Hilbert space is not adequate for
scattering theory, since it does not contain the states with
memory that arise from the scattering processes.

The purpose of this subsection is to construct a large
supply of states—including states with memory—that later
can be reassembled into a Hilbert space satisfying proper-
ties (1)—(5) of Sec. I. We will do so by constructing the
ordinary Fock representation of the asymptotic Klein-
Gordon scalar field and the asymptotic electromagnetic
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field. We will then construct corresponding ‘“memory
representations” of the electromagnetic field by shifting
the electromagnetic field by the identity multiplied by a
classical electromagnetic field with the desired memory.
We will thereby obtain states of the electromagnetic field
with arbitrary memory.

1. Fock representation of the massive field algebra

In this subsection, we construct the standard Fock
representation of the asymptotic Klein-Gordon scalar field.
This will give us an ample supply of incoming states of the
Klein-Gordon field.

The vacuum state on the extended asymptotic Klein-

Gordon algebra .o7}{Gp is the Gaussian algebraic state ¢

with vanishing 1-point function and 2-point function given
by [see Eq. (4.20)]

4(27)3
2 (Wi, wa)a,

4(:;) (W, wi )y

5O (b(w))b(w,)") =

w5 (e(wi)e(ws)*) =

(4.55)

for all test functions w,(p), w,(p), where (, ), is the L?
inner product on H~. Furthermore, §S is an eigenstate
of eigenvalue zero of Q;-(1) and all of the Poincaré
generators.

The GNS construction for a)gG yields a Hilbert space
7#KG with a natural Fock space structure. Concretely this
construction is obtained as follows. On the space of

complex test functions on H~ we define the inner product

w2

4(317;) (Wiwa)y

(wilws) =agC (b(w))b(w,)*) = (4.56)

using the 2-point function in Eq. (4.55). This is a non-
degenerate, positive, Hermitian inner product. Let .7#%C be
the completion of the space of test functions in this inner
product, i.e., #%C is the Hilbert space of square-integrable
functions (i.e., wave packets) of the timelike momentum p
represented as points on H~. This Hilbert space serves as
the “one particle” Hilbert space for particles in the Fock
space. The Fock space of particles is given by

Lg\}la(a(x?ticles:Ce@(jipl(G®S "'®S%KG)'

n>1

(4.57)

n times

where ®g is the symmetrized tensor product. On this Fock
space the b(w)* acts as a creation operator and b(w) acts as
the annihilation operator for a particle wave packet w(p).
An identical construction with the inner product

4(2rn)?

a’gG(C(Wl)c(Wz)*) = 5 (Wa, W)y

- (4.58)

gives the “one antiparticle” Hilbert space .#XC, and the

1 a KG . *
corresponding Fock space # ¢ ices 00 Which ¢(w)* acts

as a creation operator and ¢(w) acts as the annihilation
operator for an antiparticle wave packet w(p). Since the
operators b(w) and b(w)* commute with ¢(w) and ¢(w)*,
the full Fock space representation is given by the tensor
product of the particle and antiparticle Fock spaces

yKG — ngKG ® yKG

particles antiparticles *

(4.59)
The algebraic state a)gG corresponds to the vacuum state
of the Fock space, which we denote as |whC) € .ZKG.
We have

b(w)|ag®) = c(w)|a;®) = Qi (A)|w;®) = 0.

for all w(p), A(x*). (4.60)
A dense set of Hadamard states in this Fock space is
generated by the linear span of the vacuum |wX¢) and
symmetric tensor products of the particle and antiparticle
wave packet states with test functions w(p).

The large gauge transformations and Poincaré trans-
formations have a strongly continuous unitary action on
FKG. The vacuum state |w§S) is invariant under these
transformations. The large gauge transformations and
translations act on the one-particle/antiparticle spaces
as multiplication by a phase. The Lorentz group acts
on the one-particle/antiparticle spaces by its natural
action on L?(H~). The action on the full Fock space
is immediately obtained by extending the action to
symmetric tensor products of the one-particle/antiparticle
spaces [83].

In the construction of the Faddeev-Kulish representa-
tions [see Sec. IV D] it will be useful to work with
“improper states” of definite particle/antiparticle momenta.
Formally, these states correspond to applying the point-
wise creation operators b(p)* and ¢(q)* to the vacuum

i) = Z=b(p1)-b(p, o) and
10et) = (@) clga) 680 (46)

where p,q € H~ correspond to the momenta of particles
and antiparticles respectively. Although Eq. (4.61) is well
defined if we smear with test functions in all variables, the
definite momentum states |py,...,p,) and |qi, ..., q,,)
themselves have infinite norm and are not genuine states
in .ZXG, However, we can make mathematical sense of
these improper states and their relationship to .#X% in a
precise way as follows. Let %EG ~C, be the one-
dimensional complex Hilbert spaces spanned by the sym-
bol |p). Thus, |p) is a genuine state in #’XC. Similarly, for
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all py,...,p, we define the one-dimensional complex

Hilbert space %” _p, DY

AKG =K ®s ... Qs AKG  (4.62)
where the symmetric tensor product symbol indicates here
that we identify the Hilbert spaces that differ by a
permutation of pq, ..., p,. Then %gﬁ..p” is spanned by
|P1s s ) = 1P1) Qs ... Qg |pn). We similarly define
the n-antiparticle Hilbert spaces of definite momenta.
The Fock space .#XG is then given by the direct sum of
the direct integral of these Hilbert spaces

G 620 s d3p1...d3pnd3ql...d3qm¢%”§1(_}“pn
® #KG (4.63)

where d®p and d*q denote the Lorentz invariant measure
Eq. (4.13) on the hyperboloid. States in the Fock space are
thus given by expressions of the form

= Z/ &p,..dp,dq,...dq,,
n,m n—+m

Xl//(pl,.. ‘pn> ® |QI'-‘qm>

(4.64)

P> s -+ qm)| D1

where y is a complex L2-function of p; and ¢; that is
invariant under permutations of the p; and permutations of
the g;. The quantities |p;...p,) and |q;...q,,) appearing in
this equation are the mathematically well-defined basis

KG 7oKG
elements of 77,7 , and 77"

The action of the charge operator Q;- (1) on .7 X can be
expressed very conveniently in this representation of the
Fock space, since the direct integral decomposition
Eq. (4.63) corresponds to the spectral decomposition of
the operator Q;-(4). Formally, the states |py,..., p,) and
|g1, .., q,) are eigenstates of Q;-(1) with eigenvalues
given by

n

QDo) = (Y a2 ) )

i=1

Qi (W)ld1. - 4n) = —q(ZzH )m. ),

(4.65)

where 1, is given by Eq. (4.22). Note that the unsmeared
version of Eq. (4.65) is

Q)1 b = (3 Gl v )
i—1
Qi‘(xA)|QI""ﬂCIn = _q(ZGH qis X >|CI1" "Qn>,
(4.66)
where  Gy(p,x) = (dn)"'(\/1+p> —pp-7)7> [see

Eq. (4.22)]. For a state |¥) in the Fock space lying in
the subspace of n particles and m antiparticles, the action of
the charge operator is given by

Qi-(W[¥) = ‘ZAM &py..dp,dq..dq,
XW(P1s - -Pus Qs - Gm)
x (im) ) - f}jxmqa) prepa)
®q1---Gm)- (4.67)

All states in this subspace are eigenstates of the total charge
operator Q,-(1)

Q-(HY) = q(n -

However, for nonconstant 4, there are no proper eigenstates
of Q;-(4) apart from the vacuum state.

m)|¥). (4.68)

2. Fock representations of the Maxwell field algebra

The vacuum state on the extended asymptotic algebra
o/ Nop of the electromagnetic field is the Gaussian alge-

braic state 5™ with vanishing 1-point function and 2-point
function given by [see Eq. (4.10)]

N EGOEG) == [ dvidisae

QABS?(UI’XA)Sg(UvaA)
(Ul — Uy — i0+)2

(4.69)

Furthermore, w5M is an eigenstate of eigenvalue zero of

memory, A(4), and all of the Poincaré generators.

The GNS construction for wf™ yields a Hilbert space
ZtM with a natural Fock space structure. Concretely this
construction is obtained as follows. On the space of positive
frequency Schwartz test functions on .#~ we define the
inner product

(s1]52)0 = @™ (E(s1)"E(s))
= 2n[)oo wdw /SZ dQ3 (w, x)855(w, x*)
(4.70)
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where the “hat” denotes the Fourier transform, and the final
equality above is the Fourier space representation of
Eq. (4.69). We define the one-particle Hilbert space,
HEM, to be the completion of the space of positive
frequency test functions in this inner product. The GNS
Fock space associated with the vacuum state is then
given by

FM=Co @ (A ®s ... @ H").

n>1

(4.71)

n times

For real s/, the smeared electric field operator Eq(s) :=

7eM[E(s)] in this representation is given by

(4.72)

where ao,ag are the usual annihilation and creation

operators on the Fock space and superscripts “+" denote
the positive/negative frequency parts, respectively. There is
a dense subspace of Hadamard states given by the span of
the vacuum |wfM) and any finite products of & (s;") applied
to the vacuum, with s; an arbitrary test function. The
Poincaré transformations act on J#f™ by their natural
action on .#~, which gives rise to a strongly continuous
action on . §™. The vacuum state, |w5™M), is invariant under
these transformations.

The Fock space .ZEM constructed above is the usual
choice of Hilbert space for the “in” radiative states of the
Maxwell fields. However, all states in this Hilbert space are
eigenstates of memory, A(4), with eigenvalue zero—as
follows immediately from the fact that the vacuum is an
eigenstate of A(4) with eigenvalue zero, and A(1) com-
mutes with E(s) and hence with a;(s*). However, even in
the classical theory, memory is not conserved between “in”
and “out” states in generic scattering processes. Thus, even
if we restrict to the zero-memory Fock space .ZEM for the
Maxwell in-states, the out-states obtained will not have
zero memory and hence will not live in the zero memory
out-Fock space .ZEM. One is thus forced to consider states
which have nonvanishing memory to describe scattering.
Thus, the states in .Z ™ do not give us an ample supply of
states to use in scattering theory.

However, we can construct different Fock representa-
tions containing states with nonvanishing memory as
follows (see [55]). Choose a smooth classical electric field
e4(x) on #~ that satisfies our decay conditions but is such
that the corresponding classical memory

Ale, ) = —//_ dvdQe (v, xB) DA N (xP) (4.73)

is nonvanishing. Consider the algebra automorphism
a9/ = @Y, determined by

a,[E(s)] = E(s) + e(s)1,  a,JA(2)] = A(A) + A(e, )1

(4.74)

This is easily seen to define an automorphism, since the
commutation relations are unaffected by shifting the
operators by a multiple of 1. Using this automorphism
we define a new algebraic state @™ by

o M(0) = wgM(a,[0]) forall 0 € FiN,.  (4.75)

Then wg™ is a Gaussian, Hadamard state on ./}, that

satisfies Eq. (4.45) and, for each 4, is an eigenstate of A (1)
with eigenvalue A(e, ). The GNS construction for o™
yields a Hilbert space .#EM with a Fock space structure and
a vacuum state |w5™) corresponding to wEM. Every state in
FZEM is an eigenstate of A(1) with eigenvalue A(e,2).
Thus, this construction—for the various different choices of
classical electric field e,—gives an ample supply of states
with any desired memory.

It should be noted that if ¢, and ¢/, are smooth and
satisfy our decay conditions, then the Fock representations
obtained by the above GNS construction will be unitarily
equivalent™ if and only if A(e, 1) = A(¢/, 4) for all . Thus,
there are as many unitarily inequivalent constructions as
there are choices of memory one-form A, (x?) on S%. In
particular, there are uncountably many such constructions.
If e, and ¢/, are such that A(e,1) = A(€’, 1) (so that they
give rise to unitarily equivalent representations), then the
state w5M—which corresponds the vacuum state in .#EM—
corresponds in .#EM to the coherent state associated with
the classical solution e/, —e,. Thus, the representations
with nonvanishing memory do not have a “preferred”
vacuum state, i.e., the vacuum state of the Fock represen-
tation depends on the choice of representative classical
electric field e,. Nevertheless, the unitary equivalence class
of the Fock representations .#EM correspond to all smooth
e, with memory A,. Thus, the “memory representations”
can be labeled by the memory of the representative—i.e.,
as FEM rather than ZEM—and we shall do so in the
following.

It also should be noted that for any given choice of
memory A, (x*) on S? and any given choice of frequency
@y > 0 one can find a representative classical electric field
es(v,xB) with memory equal to A,(x?) such that the
Fourier transform of e4 is nonvanishing only for frequen-
cies @ < wy. Thus, the states in .ZEM can be viewed as
differing from the states in .Z§™ only in the (arbitrarily) far
infrared. However, for A, (x*) # 0, if one tries to formally

35However, if e, and eg are not smooth, the norm [defined in
Eq. (4.70)] of the positive frequency part of e, — ¢/, need not be
finite even when they have the same memory. In that case, the
Fock space constructions will not be unitarily equivalent. This
point will be relevant to the considerations of Sec. V D.
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express a normalized state in ZEM as a state in FEM,

one will find that it has infinitely many “soft photons”
and cannot be normalized. Thus, the states in .#EM are
genuinely different from states in .ZEM.

The above construction yields representations of <7 E]MQ
with any desired memory. We now consider whether
these representations can be extended to representations

of o/ E}Vép, i.e., whether one can define an action of Poincaré

generators on .#5M such that the commutation relations

corresponding to Egs. (4.51)—(4.54b) hold. Consider, first,
a translation. The natural action of a finite translation on the
classical electric field e, maps it into an electric field €/,
with the same memory. As noted above, the representation
obtained from ¢/, is therefore unitarily equivalent to the
representation obtained from ey4. It follows that the natural
action of finite translations can be represented by a unitary
map on ZEM. This map is strongly continuous in the
translation parameter, so we get a self-adjoint operator on
FIM representing an arbitrary translation generator 7,
which satisfies all of the required commutation relations.*®
Thus, the above Fock representations of .o/ E}V(') with non-
vanishing memory can be extended to include Poincaré
translations.

However, the Fock representations .#5M with nonvan-
ishing memory cannot be extended to include the action
of the Lorentz generators [55,84]. As noted above, for all 1
all states in .ZEM are eigenstates of A(1) with eigenvalue
A(e, ). Thus, for all 4, the memory operator commutes
with all operators on .ZEM. However, if A(e, 1) is non-
vanishing for some A, then by Eq. (4.53b) some Lorentz
generator X must have a nonvanishing commutator with
A(2). Thus, the above Fock representations of <7}, with
nonvanishing memory cannot be extended to representa-

: EM
tions of .&/ in.QP

D. Faddeev-Kulish representation

We turn now to the issue of whether we can find Hilbert
spaces of incoming and outgoing states that satisfy proper-
ties (1)—(5) listed in Sec. I. The standard choice of “in”
Hilbert space Z, = .FX6 @ ZEM and correspondingly
constructed standard “out” Hilbert space %, of the “out”
algebra does not work, since all states in .7, and .% , have
vanishing memory, but scattering takes states with vanish-
ing memory to states with nonvanishing memory. As we
shall discuss further in Sec. VII, one could attempt to allow
memory by replacing .ZEM with a direct sum, @, FM,
over all unitarily inequivalent memory Fock spaces.
However, since there are uncountably many such memory
Fock spaces, this would give a nonseparable Hilbert space,

owe emphasize that the spectrum of the energy operator
corresponding to time translations is bounded below by zero but
does not achieve the value zero for any state with memory.

in violation of property (5). Furthermore, each state in such
a direct sum would have a nonvanishing probability for
only a countable number of discrete values of memory.
However, scattering with an “in” state of this sort surely
does not produce an “out” state of this sort, so property (4)
also will not be satisfied by this choice of the “in”” and “out”
Hilbert spaces. Finally, by Eq. (4.53b), since the memory is
not Lorentz invariant there cannot be continuous action of
Lorentz on the direct sum—in violation of property (3)—so
the angular momentum cannot be defined. A more prom-
ising possibility would be to take some sort of direct
integral of memory representation Hilbert spaces. However,
as we shall discuss further in Sec. VII, the natural Lorentz
invariant Gaussian measure on memory has support on
memories that are too singular to be admissible, and there
does not appear to be any other choices of measure for a
direct integral construction that have the prospect of
satisfying properties (3) or (4).

Nevertheless, it is possible to give a construction, due to
Faddeev and Kulish [24], of “in” and “out” Hilbert spaces
that satisfy (1)—(5). The construction involves taking a
direct integral over the memory Fock spaces of the
electromagnetic field but correlating these Fock spaces
with (improper) momentum eigenstates of the massive
Klein-Gordon field so as to produce states with vanishing
charges Q,0(4) at spatial infinity. This is a useful con-
struction because of the fact that, as shown in [31-34], for
solutions to the Maxwell equations that are suitably regular
at spatial infinity, the charges Qil.{}(/l) obtained from the
limit along past null infinity are matched antipodally to the
similarly defined charges Q%"(4) obtained from the limit
along future null infinity,

Qi (4) = Q3" (47) (4.76)
where Y is the antipodal map on S?. Thus, any “in” state
that is an eigenstate of Qil.{}(ﬁ) for all A should evolve to an
“out” state that is an eigenstate of Q3"(1oY) of the same
eigenvalue. However, since by Eq. (4.53b) the Lorentz
group generators have nontrivial commutators with the
charges at spatial infinity, the Lorentz group generators
cannot act on a Hilbert space of states of definite charges
except in the case where all of the charges vanish, Q, (1) =
0 for all A [35-38]. Therefore, we seek to construct “in” and
“out” Hilbert spaces composed of states that are eigenstates
of eigenvalue zero of all of the large gauge charges
(including the total electric charge) at spatial infinity.

To construct an “in” Hilbert space with Q (1) = 0 for all
A, we make use of the relation

1

Qul) = Q-+, A  (@TY)

[see Eq. (4.33)]. We start with the one-dimensional Hilbert

KG 7KG : : :
space 7,7 , & " , of n incoming particles and n
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incoming antiparticles in momentum states p, ..., p,, and
qi,---»q,, respectively [see Eq. (4.62)]. This state has
vanishing total electric charge and large gauge charges

0-(1) = Unlp) —in(a))  (478)
i=1

[see Eq. (4.65)], with 4,/(p) given by Eq. (4.22). Therefore,
we can obtain a state with Q0 (1) = Oforall 1if we canfinda
memory representation .# 5™ such that for all 1 we have

A P o) = ~470' S Cndpe) = Inla)). (479)
i—1

This will be the case if for any p we can solve

P Bs(x"; p) = 4nq(Gy(p.x") = 1) (4.80)
with G given by Eq. (4.22). If we can solve Eq. (4.80),
then the memory representation .% 5™ obtained from any e,
such that

- /_: dvey(v,x) = z": (Aa(x*; pi) = Du(x*; q1))

i=1

(4.81)

will have memory satisfying Eq. (4.79).

We can decompose any one-form on S? such as A, into

its electric and magnetic parts as
AA = QA(Z + €AB@Bﬁ. (482)

The magnetic pm’[37 will not contribute to Z4A,, so

Eq. (4.80) becomes

P?a = 4nq(Gy(p,x*) = 1). (4.83)
By Eq. (4.23), the right side is orthogonal to the £ =0
spherical harmonic, so this equation can be uniquely
solved. Since Gy(p,x*) is smooth, it follows that
A4 (x; p) is smooth and, hence, e, (v, x*) can be chosen
to be smooth.

We now have all of the ingredients needed for the
Faddeev-Kulish construction. As described in the pre-
vious subsection, the standard Fock space .#XG for the
Klein-Gordon field can be obtained by taking a direct
sum of direct integrals of the one-dimensional Hilbert
spaces #XC @ XS  of momentum eigenstates [see

Eq. (4.63)]. As stated above, the standard “in” Hilbert space
is then obtained by taking the tensor product of this

TAs previously explained [see Footnote 5], we restrict con-
sideration in any case to purely electric parity memory.

Klein-Gordon Fock space with the standard (zero memory)
Fock space .ZEM for the electromagnetic field. The Faddeev-
Kulish construction modifies this procedure as follows. Prior
to taking the direct integral, we pair the state |p;...p,) ®

|q1...q,) with the Fock representation .7 Iilz’;] ..q,) Obtained

from an electric field e, on .#~ satistying Eq. (4.81). All
electromagnetic states in this representation have memory
given by Eq. (4.79), so the states in #KXC @ 255 . ®

T Xy have Qo(2) = 0 forall 2. We now take the direct

integral of these Hilbert spaces over py, ..., g,, and the direct
sum over n to obtain the Faddeev-Kulish “in” Hilbert space

(s
FK .
c%in = @
n=0JH*"

® Hgo 4, ® TH),

&p,..dp,dq,.. .d3q,,jf§lc_"”pn

(4.84)

All states in 7} are eigenstates of Q13(1) with eigenvalue

zero for all 1. The “out” Hilbert space 75X is constructed
similarly.

It should be noted that s#FX does not carry a repre-
sentation of the algebra .7}, gp or even of the unextended
algebra o7;;,. The massive field operators b(w), ¢(w) have
nontrivial commutators with Q(4) [see Eq. (4.30)] and
cannot be made to act on J#FK. However, all gauge
invariant observables in @7, op commute with Q0 (1),
and therefore #fK carries a representation of the sub-
algebra of gauge invariant observables.

The Faddeev-Kulish “in”” and “out” Hilbert spaces can be
seen to satisfy requirements (1)—(5) of Sec. I as follows.
Requirement (1) is automatically satisfied, since %K is
obtained by the same construction as 7T X. Satisfaction of
requirement (2) follows from conservation of the large
gauge charges, Eq. (4.76), which implies that any state in
JFK must evolve to an eigenstate of eigenvalue zero of
Q%"(4) for all A, which, presumably, must lie in JZGf.
With regard to requirement (3), the translation group

KG 77KG EM
acts naturally on both 75" , ® ;" , and ?A SO

there is no problem obtaining its action on JZFX [37].

A Lorentz transformation A maps X6 @ #K9

to ARG A, ® ARG A, and maps FEM o TR
However, since Aley(p;...q,)] defines the same memory
Fock space as e4(Ap;...Aq,), there is no problem
obtaining an action of the Lorentz group on 'K, so
requirement (3) is satisfied [37]. Note that there would be a
problem with obtaining Lorentz group action if we had
similarly constructed a Hilbert space of eigenstates of
Q,0(4) with nonvanishing eigenvalues [35,36]. With regard
to requirement (4) since, as discussed above, e, can be
chosen to be of arbitrarily low frequency, each .Z#EM
contains representatives of any desired “hard” photon state.
It is clear that J#FX contains states of arbitrary momenta of

the charged particles and antiparticles provided that the
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number of particles and antiparticles are equal. As discussed
in Sec. I, although this equality of particle and antiparticle
number yields a genuine restriction on the allowed states,
one can deal with this in the consideration of scattering by
putting any extra/unwanted particles behind the moon.
Thus, arguably, requirement (4) is satisfied. Finally, it is
straightforward to show that requirement (5) is satisfied.

The states in #TK correspond to incoming particles/
antiparticles together with incoming photons in states whose
memory is highly correlated with the momenta of the
particles and antiparticles. As mentioned above, we may
view the states in any memory Fock space .ZEM as
corresponding to a state in .#5M together with infinitely
many ‘“‘soft photons.” Thus, we may view the memory
associated with e4(p;...q,) as dressing the incoming
charged particle state |p;...p,) ® |¢;...q,) with a “soft
photon cloud.” In #TK  all charged particle states must be
dressed in this manner.

The dress requirements imposed by 7#TK have a number
of unpleasant consequences. Most notably, one cannot
consider a coherent superposition of charged particle states
of different momenta, since charged particle states with
different momenta are required to be dressed with soft photon
clouds corresponding to different representations of the
electromagnetic field. These orthogonal soft photon clouds
will preclude any interference effects arising from super-
posing charged particle states of different momenta.
Nevertheless, as we have argued above, %”&K contains a
supply of states that is adequate for analyzing many scatter-
ing processes of interest.

V. QED WITH A MASSLESS, CHARGED
KLEIN-GORDON FIELD

In this section, we consider QED with the massive
charged Klein-Gordon field of Sec. IV replaced by a
massless charged Klein-Gordon field. Thus, we consider
the theory defined by the Lagrangian Eq. (4.1) with m = 0.
Most of the analysis carries through in close parallel with
the massive case. However, as we shall see, a significant
difference arises in the construction of the Faddeev-Kulish
Hilbert space due to the fact that the memory representa-
tions of the electromagnetic field needed in the construction
are singular. In Sec. V E, we shall consider the source-free
Yang-Mills case. In addition to the problems of massless
QED, a new problem arises from the fact that the “soft
dressing” contributes to the Yang-Mills charge-current flux,
thereby invalidating the construction of eigenstates of
large gauge charges via dressing. Although one can obtain
charge eigenstates by other means, there are insufficiently
many eigenstates to obtain Hilbert spaces for scattering.

A. Asymptotic quantization algebra

The asymptotic quantization of the electromagnetic field
was already given in Sec. [IVA, so we need only give the

asymptotic quantization of the massless charged Klein-
Gordon field. As discussed in Sec. II, the asymptotic
behavior of a massless scalar field in the asymptotic past
is described by

D(x) = I}erQ_lgo (5.1)

[see Eq. (2.18)]. The symplectic form is given by

QS ((®, @), (@,, D,))

1 — -
- / Px[®,0,B, + $,0,0, - (1 < 2)],  (52)

where the superscript KGO denotes that this is the sym-
plectic form of a massless scalar field. The above sym-
plectic form differs from Eq. (2.19) only in that we are now
considering a complex, rather than real, scalar field. For the
same reasons as indicated below Eq. (4.15), it is convenient
to treat ® and @ as though they were independent quantities
and to take the asymptotic phase space to consist of the
pairs (@, ®). Then Q¥ is a complex-bilinear function of
its variables. It is convenient, as in Eq. (2.21) of Sec. II, to
write IT = 0,® and I1 = 0,®.

In parallel with Eq. (2.21), the local scalar field observ-
ables on ¥~ are

(s) = /] Prll(x)s(x),  Ti(s) = // A5 (x)

(5.3)

where s(x) is a smooth complex function on .#~ with
conformal weight —1. Note that we take I(s) to be linear in
s while TI(s) is antilinear in the test function s(x). The
Hamiltonian vector fields for these observables are given
by the pairs (0,s) and (5,0), respectively. The only
nonvanishing Poisson brackets are

{T(s,). N(s)} = —Q5°((51.0). (0. 52))1

1
= 5/ d3x[§10ﬁs2 - Szavgl]. (54)

The additional factor of 2 in the above formula relative
to Eq. (2.22) arises because we are now working with a
complex scalar field.

The asymptotic quantization algebra, @/K%C, for the
massless charged Klein-Gordon field is defined by starting
with the free, unital x-algebra generated by II(s), its formal
adjoint II(s)*, and the identity 1. We then factor this algebra
by the linearity condition® (A.I) and the commutation
relation

#Since II(s) is a complex scalar field, the scalar multiplication
in the linearity condition (A.I) must be extended to C.
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[M(sy)*. M(s;)] = —iQE((5,.0). (0.52))1 (5.5

together with vanishing commutators for II(s,) and II(s,).
The Hadamard condition on states X on .&7X% is that

the 2-point function @®°(TI(x, )I(x,)) is smooth, whereas

1 Se(xf,x3)

KGO I “II — S 142 P

@0 (T (xp ) TH(x2)) 7 (0 — vy — 072 —02—i0+)2+ (x1,x2)

(5.6)

where P is a (state dependent) smooth function on ¥~ x
&~ with P(x;, x,) = P(x,,x;). In addition, the connected
n-point functions for n # 2 of wX%° are required to be
smooth. The 2-point function of the Poincaré invariant
vacuum state wi is given by Eq. (5.6) with P = 0.
Finally, we require that P and all connected n-point
functions of @S for n # 2 decay for any set of |v;| = oo

as O((>_; v2)71/27¢) for some € > 0.

B. Extension to include charges
and Poincaré generators

We have already given the extension of .&7/[} to .o/,

and &/};(,p in Sec. IV B, so we need only obtain the charge
and Poincaré observables for the massless Klein-Gordon
field to obtain the desired extensions of the algebra of
observables for massless QED.

Classically, the action of the large gauge transforma-
tions parametrized by the smooth function A(x*) on S? is
given by

®(x) — ' D(x) (5.7)

where ¢ is the charge of the Klein-Gordon field. The
observables IT and IT transform as

I(s) > T(e's), I(s) > I(es).  (5.8)
The vector field on the asymptotic Klein-Gordon phase
space associated with infinitesimal gauge transformation
is thus igAd(—®, ®). This is the Hamiltonian vector field
of the observable

J) = —%q/y AxA(x) [@(x)(x) — D(x)[(x)]. (5.9)

Thus, J(4) is the infinitesimal generator of the gauge
transformations Eq. (5.7), i.e., it is the contribution of the
KG field to the charge. [However, we use the letter 7 rather
than Q since the right side of Eq. (5.9) corresponds to the
integrated Klein-Gordon charge-current flux J,n* through

#~.] The Poisson brackets [7(4) with TI(s) and T1(s) are

{T(2).00(s)} = qM(ids).  {T(2).11(s)} = qI(ids)

(5.10)

whereas {7 (1), J (1)} = 0. Of course, J(4) has vanish-
ing Poisson brackets with the electromagnetic field
observables.

As previously found in Sec. IV B, the generator
of large gauge transformations on the asymptotic
Maxwell phase space is the memory, Eq. (4.32).
Thus, the observable that generates large gauge trans-
formations on the full Klein-Gordon-Maxwell phase
space is”’

Qu(d) = T() + - A).

i (5.11)

By arguments similar to those given in the massive
case in Sec. IV B, it can be seen that Q,(4) can be
obtained by taking limits of surface integrals of the
electric field as one approaches i® along .#~, so the
subscript i® is appropriate.

In parallel with the massive case, the algebra %?n =
590 @ o/ fM can now be extended to an algebra 7} , by
including the algebra elements J (1) and A(4) [and, hence,
Q.0 (4)] satisfying commutation relations corresponding to
the above Poisson bracket relations.

The Poincaré transformations act naturally on .#~. As
in the massive case, each infinitesimal Poincaré trans-
formation P is generated by an observable Fp on
phase space. Writing P = T + X where T is a translation
and X is a Lorentz transformation, the Poisson brackets
of the Poincaré generators with the Klein-Gordon observ-
ables are

(Fr.II(s)} =T1(£75), {FX,H(S)}:H<£Xs+%s9AXA>,

(5.12a)

{Fr.JN)}=0, {Fx.J)}=T(£x4),  (5.12b)
and the Poisson brackets of the Poincaré generators with
memory, charges at spatial infinity and themselves are
given by Eq. (4.53a)—(4.53b).

As in the massive case, the algebra .o’ &,Q can be further
extended to an algebra JZ%?H’QP by including algebra
elements associated with these observables satisfying
commutation relations corresponding to these Poisson
bracket relations.

C. Fock representations

In analogy with the massive case, we now construct the
Fock representation of /X% based upon the Poincaré

31If a massive charged Klein-Gordon also is present, then the
additional term Q- (1) would also be present on the right side of
Eq. (5.11).
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invariant vacuum state.*’ The Fock representations of .7 EM
of interest were already constructed in Sec. IV C 2.

The Poincaré invariant vacuum state is the Gaussian state
determined by a vanishing 1-point function and 2-point
function given by [see Eq. (5.6)]

wf SO (TL(s;)*(s5))
1 s1(v1, x4) 55 (v, x%)
= —— dvdv,dQ 5.13
”/IRZX§2 Y1412 (7}1 — Uy — i0+)2 ( )

for all test functions s, (x) and s,(x). The 2-point function
gives rise to the inner product

(s1ls2) = a’gGO(H(Sl)*H(Sz))

:2/ooa)da)/ 493, (@, )5y (@, ). (5.14)
0 S?

on complex-valued test functions on .#~, where in the last
equality we have rewritten Eq. (5.13) in terms of the
positive frequency parts of the Fourier transform of the test
functions. The completion of the space of test functions
yields the “one-particle” Hilbert space HX5?. The corre-
sponding Fock space for particles is

‘gga(r;t(i)cles =CO P (P Qs ... @ KW,

n>1

(5.15)

n times

An identical construction with the inner product (s|s,)
yields the “one antiparticle” Hilbert space #X%° and

: KGO
corresponding Fock space .70 icles- One can decompose

II(s) and II(s)* into creation and annihilation operators for
particles and antiparticles as in Eq. (4.72) but we shall not
need to do so here. The full Fock space of particles and
antiparticles is then

7 KGO _ g7KGO0
7 - ”jpmicles

® gKGO

antiparticles *

(5.16)

The algebraic state @K% is the vacuum state of the Fock

space which we denote as |wK9?) € FKO, A dense set of
Hadamard states in this Fock space is generated by the

linear span of the vacuum |wX%°) and symmetric tensor

products of particle and antiparticle wave packet states.
As in the massive case, the large gauge transfor-
mations and Poincaré transformations have a strongly

“*In a similar manner to the electromagnetic case, there exists a
memory effect for the massless Klein-Gordon field as well as a
“scalar charge” at spatial infinity relating the “in” and “out”
memories (see e.g., [85] and Sec. F 2 of [8]). In the absence of a
“source” for the massless scalar field, the scalar memory is
conserved in scattering. Therefore in massless QED, we may
restrict attention to “in” states with zero “scalar memory” for
simplicity.

continuous unitary action on .ZXG0 5o FKGO carries a
representation of /K. The vacuum state |of) is
invariant under these transformations. The large gauge
transformations act on the one-particle/antiparticle spaces
as multiplication by a phase. The Poincaré group acts on the
one-particle/antiparticle spaces by its natural action on .¥~.

As in the massive case, it will be useful to express .7 K0
as a direct integral over improper momentum eigenstates.
It is useful to parametrize the plane wave solution of
4-momentum p by p = (w, x), where w is the frequency
of the wave and xy € S? is the direction of the plane wave.
As in the massive case, we define 7K to be the one-
complex-dimensional Hilbert space for particles spanned
by |p) and we define

KGO
)

@ =KV Q... Qs HKPO,  (5.17)
which is spanned by |py,...,p,). We similarly define
AKD and K, for antiparticles. The Fock space

can then be written as

7= @ /(Cﬂm &Epy.dp,dqy... g, AP,
n,m>

® %KGO

q1---9m

(5.18)

where d’p denotes the Lorentz invariant measure
d*p = wdwdQ on the positive frequency “cone” C7 :=
{(w, x4)|@ > 0}. An arbitrary state |¥) € .FX can be
expressed as

W) = Z/(C+),,+,,, &Ep,..dp,dq,...dq,

X W (P1sooos Pus Qs oo @) [P1-- D)

® [q1---Gm) (5.19)

where y,,,,, is a complex, square-integrable function invari-
ant under permutations of p; and permutations of ¢; and
supported on non-negative frequencies.

Again, the Fock space decomposition Eq. (5.18) corre-
sponds to the spectral decomposition of the charge-current
flux operator J (4). Formally, we have

TD|p1---Pn) @ lq1---qm)
= q<z Axp,) = ZMX‘%)) |P1--Pn) ® 141+ G)-
i=1 i=1
(5.20)

The formal unsmeared action of J(x*) on plane wave
states is the sum of S-functions on S?> whose support is
determined by the momenta of the plane waves
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TN preeep) = q(iagzuéi,xf*)) Propa). (521)

J(xA>|q1...q,,>=—q<ia§z<x/;i,xf*>)|q1...qn>. (5.22)
i=1

The action of J (1) on a proper state |¥) € .#X0 lying in
the subspace of n particles and m antiparticles is given by

TW)|Y) —/d3p1---d3pnd3ql---d3qm

XW(Proe P Qs oo os Q)

<a((3oah) -3 uee)

i1
X|p1ee-pu) @141 (5.23)
All states in this subspace are eigenstates of the total charge
operator J (1)

J(|¥) = g(n—m)|¥). (5.24)

However, for nonconstant 4, there are no proper eigenstates
of J(4) apart from the vacuum state.

D. Faddeev-Kulish representation

We now turn to the construction of the analog for
massless QED of the Faddeev-Kulish Hilbert space for
massive QED given in Sec. IV D. Again, the key idea is to
make use of conservation of large gauge charge at spatial
infinity, Eq. (4.76), and construct “in” and “out” Hilbert
spaces composed of states that are eigenstates of all the
large gauge charges at spatial infinity (including total
electric charge).

The large gauge charges at spatial infinity are now
given by

Qn(2) = T() + - A().

i (5.25)

In parallel with the massive case, to obtain states with
vanishing charge, we start with the one-dimensional Hilbert
space KD @ #K  which has vanishing total
electric charge and charge-current flux given by

T =g () -2x). (520

We wish to pair this state with the memory Fock space of
the electromagnetic field, with memory given by

A pre o ,) = —dnq 3" (Axh) — 2())  (527)
i=1

for all A. If, for all py, ..., g, we can find a classical, smooth
electromagnetic field e, (p;, ..., g,) that has this memory
satisfying Eq. (5.27), then the Faddeev-Kulish Hilbert
space

A= | Epy..dp,dPq,..dq, A5,
n=0

® A4, ® FL, (5.28)
should satisfy the desired conditions (1)—(5) of Sec. I. Thus,
the key issue is whether we can obtain an acceptable
solution to Eq. (5.27).

In parallel with the massive case [see Eq. (4.83)],
we will be able to solve Eq. (5.27) if and only if we can
solve

P40, = DPa = qldnse(x*, x5 ) — 1] (5.29)

In contrast to Eq. (4.83), the right side of Eq. (5.29) is not
smooth. The general solution to Eq. (5.29) is
a = qlog(l —7- p;) + const. (5.30)

where the dot product is defined by viewing x*, x} € S? as
unit vectors 7, p; in R3, respectively, and taking their

Euclidean inner product. Thus,

Aj(x*sp) = qPalog(1 =7 py) (5.31)

is the unique solution to Eq. (5.29), and
AA(XA;pl, "‘7pn7 ql’ cet ql’l)

= Z (A", pi) = Aa(xt,q))  (5:32)

will yield a solution to Eq. (5.27) via

A prs e Pusqis o5 Gn)

—/ dQDAN, (XA 1y e eos Pps Qs - @) (5.33)
§2

Thus, for massless QED we can solve Eq. (5.27)
and perform the Faddeev-Kulish Hilbert space con-
struction Eq. (5.28). However, there is now a very
significant difference from the massive case. As can be
seen from Eq. (5.31), the required memory diverges as
1/|x* — x| at each particle and antiparticle momentum
and, hence, is not square integrable on S”. Conse-
quently, any classical electric field e, (v, x*;py,....q,)
that gives rise to the required memory and satis-
fies our required falloff conditions in » cannot be
smooth and, indeed, cannot be square integrable on

all spheres. It follows that the states in 913(1‘;5] ____ )
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cannot be Hadamard.*! Furthermore, the failure of
ea(v,x*; p1,...,q,) to be square integrable on spheres
implies that its classical energy flux through .#~ diverges

/ d*xT,, = .

It follows that all states in FEM
e(prsesqn)

expected energy flux through .#~.

Thus, although each charged particle and antiparticle can
be “dressed with soft photons” in a manner similar to the
massive case, we find that in massless QED this dressing
has nontrivial angular singularities. These angular singu-
larities correspond to the “collinear divergences” that arise
in perturbative scattering calculations in massless QED
when working with momentum eigenstates. If one chooses
to ignore the physical effects of the soft photons and
calculate only probabilities for inclusive “hard” processes,
the collinear divergences can be dealt with by imposing an
angular cutoff. Indeed the Kinoshita-Lee-Nauenberg theo-
rem states that, in addition to imposing a frequency cutoff,
if one imposes an angular cutoff one can again obtain
(inclusive) cross sections by summing over all low fre-
quency and small angle quanta in the cutoff state and then
removing the cutoffs [49,50]. However, the whole point of
the Faddeev-Kulish construction is to take the states in the
Faddeev-Kulish Hilbert space Eq. (5.28) seriously as exact
“in” and “out” states of the quantum field, so that one gets a
genuine S-matrix relating them. The angular singularities
represent genuine singularities in the physical properties of
these states. Thus, although a Faddeev-Kulish Hilbert space
construction can be carried out in massless QED in close
parallel with massive QED, all of the states in the resulting
Hilbert space in massless QED are singular and are not of
physical relevance.

(5.34)

have infinite

E. Source-free Yang-Mills fields

In this subsection, we consider the scattering of a source-
free Yang-Mills field. As we shall see, this provides a
simple model that has features similar to both massless
QED as well as the gravitational case to be considered
in Sec. VL

A Yang-Mills gauge field A,j; is a one-form field valued in
a Lie-algebra g of a compact, semisimple group G. The
Lagrangian for this theory is

1 .
L= —Z ”D’IF”D’I‘ (535)

“The failure of e, (v,x*; p,. ....q,) to be square integrable
implies that two different choices of dressing e and ¢’ with
memory Eq. (5.32) will, in general, yield unitarily inequivalent
Fock representations [see Footnote 35]. Therefore we must label
these singular representations by the choice of dressing, e, rather
than the memory, A.

where the Yang-Mills field strength tensor is defined by

Fi, = 0,Al — 9,Al + ¢ AL AX (5.36)
where ¢’} is the structure tensor of the Lie algebra g and
Lie algebra indices are raised and lowered with the
(positive-definite) Cartan-Killing metric
kij = _clikckjl' (537)
This theory is invariant under the action of the Yang-Mills
gauge transformations
Al Al 40,47 + ¢ Al (5.38)
We assume that in the asymptotic past and future, the
nonlinear interactions of the Yang-Mills field with itself
become negligible, and the Yang-Mills field behaves as a
free field.*” In that case, the Yang-Mills field behaves
asymptotically at .#~ like a collection of decoupled
electromagnetic fields. The points of the incoming classical
phase space are again given by the specification of the
pullback of A} to .#~. We again choose a gauge where
n*Al| - = 0 and denote the pullback of A} to .#~ in our
chosen gauge as A',.
The local field observables on phase space are again the
smeared electric fields

E(s) = /’_ dxE', (x)s8(x) (5.39)

where s is a Lie-algebra valued test vector field on .#~ and

Ei, = —£,Al, = —9,Al, (5.40)
is the pullback of F},n" to .#~. Note that E(s) generates the
infinitesimal affine transformation A}, — A/, — 27es’, on
phase space.

In exact parallel to the electromagnetic case, the algebra
/YM is defined to be the free algebra generated by the
smeared field E(s) satisfying (B.)-~(B.III) in Sec. IVA
where the symplectic form of the Yang-Mills field on .#~ is

1 i i
Q§M(A17A2) = _E/ ) dUdQ[E?’ Ay — E?’ Ajpil

(5.41)

The corresponding Hadamard regularity condition on the
asymptotic states of the Yang-Mills field is that the 2-point
function has the form

#0f course, this property does not hold for the Yang-Mills
fields occurring in nature on account of their interactions with
other fields, which do not become negligible in the asymptotic
past and future.
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j _ k" qp0s (x‘? xé)

o(E\(x))E)(x,)) = (0= 0s—i0") + 875(x1, x7)

(5.42)

where SZB is a (state-dependent) smooth bitensor on .#~
that is symmetric under the simultaneous interchange of x;,
X, and the indices A, B and i, j. Additionally, the connected
n-point functions for n # 2 are smooth. We also impose the
same decay requirements of SXB and all connected n-point
functions for n # 2 as in the electromagnetic case in
Sec. IVA. The 2-point function of the vacuum state @,
takes the form of Eq. (5.42) with S%, = 0.

Apart from the extra Lie algebra index, there is no
difference between Yang-Mills theory and electromag-
netism in the above construction of the algebra of asymp-
totic local field observables and the regularity conditions
on states. However, a significant difference with electro-
magnetism arises when we consider the extension of the
algebra to include large gauge charges. In the Yang-Mills
case, the infinitesimal action of a large gauge transforma-
tion is given by

Al > AL+ e[ DA+ ¢ AL,

E\ > Ei +ec'  E)IX. (5.43)
In particular, the electric field E, is no longer gauge
invariant. The charge that generates this infinitesimal gauge
transformation is

1 . . )
QIYOM (l) = _E/j_ d3x(20’jk/1,-AA'1Ef‘ +ﬂl@AEAJ') (544)

where the subscript i again has been inserted to indicate
that—assuming that no additional fields with Yang-Mills
charge are present—QYM() can be obtained by taking
limits of surface integrals of the Yang-Mills electric field as
one approaches i’ along .#~, as can be shown by argu-
ments similar to the massive and massless QED cases.

It is useful to separate the contributions to Q¥M(4) into
their linear and nonlinear parts. The linear part is the
memory of the Yang-Mills field associated with large gauge
transformation A:

AYM(]) = — / dvdQE, (v, x8)242,(xB).  (5.45)

Although the memory is no longer the generator of large
gauge transformations, it is still an observable on the
asymptotic phase space, since ﬁAYM(A) generates the
affine transformation

Al > AL+ e DA, E\ > E.

(5.46)

The nonlinear part of QXM(1) is the Yang-Mills charge-
current flux observable

1 . .
TM@) =5 /] dvdQcl AMER. (5.47)

T

By definition, we have

O = MG + A, (548)
This is closely analogous to Eq. (5.11) except that now, the
null memory JYM(1) arises from the Yang-Mills field
itself, not some additional massless charged field.

The Poisson brackets of Q¥M(1) and AYM(1) with
themselves and with the local fields E(s) can be computed
using Eq. (2.7) from the above phase space transformations
that they generate. We obtain

{QM(W). E(s)} = E([A.s]).  {aA™(4). E(s)} =0,

(5.49a)
{A™M(21), A™M(2,)} = 0,
{QM(), A™(1)} = AM([2,, 22]),  (5.49)
{Q})M(ll), Q})M(ﬂz)} = Q})M(Ml’ﬁﬂ)’ (5.49¢)

where the bracket denotes the Lie bracket [X,Y] =
¢! 4 X7Y* between any two elements X, Y of the Lie-algebra
g. Finally, the action of the infinitesimal Poincaré trans-
formations Fp with E(s), AY™(1), Q,0(4) and themselves
are again given by Eqgs. (4.52)—(4.54b).

In exact parallel with Secs. IV B and V B, the algebra
/M can be extended to .o/}\p by including QXM(2),
AYM(2) and the Poincaré generators Fp in the algebra, with
commutation relations corresponding to the above Poisson
bracket relations. In addition, as before, we impose the
further condition on states

a)(AYM(/l))——Lddea)(Ei\(U,xB))@Axli(xB), (5.50)

which ensures that the expectation value of the memory
observable corresponds to Eq. (5.45).

The Fock representations .# M of «/YM can be con-
structed in direct analogy to the electromagnetic case. The
GNS construction based upon the vacuum state @, again
yields the standard Fock space .Z 3™, for which every state
is an eigenstate of AYM(1) with vanishing eigenvalue.
Representations of nonvanishing memory can be con-
structed in the same manner as discussed in Sec. IV C 2.
The representation of .7YM on zero-memory Fock space
Fy™M can be extended to a representation of o7’y
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However, this is not possible for the representations of
nonvanishing memory on account of the nontrivial com-
mutation relations of AYM (1) with both Q%™ (2) and with
Lorentz generators.

As in electromagnetism, the zero-memory Fock space
F M can be represented as a direct integral of “improper”
plane wave states. As before, an arbitrary state |¥) € %M
can be expressed as

X €4 4 |P1s s Pa) (5.51)
where y(,,) is a complex L? tensor field and ¢/, denotes Lie-
algebra valued “polarization vectors” which satisfy

| 1
kijefngs = 5%37 q*Peen = Zk'j (5.52)
where 7 is the dimension of the group G. The correspond-
ing Fock space decomposition corresponds to the spectral
decomposition the null memory operator JYM(A).
Formally we have,

JYM(/I)eXI...ei;’Jpl, s D)
(e e

+ cif'jk/lf(xgn)gf;“] €5 |P1s s ) (5.53)
In the unsmeared form, the formal action of JYM(x*) on
plane wave states is given by

J}{M(xA)ei{l...eZ’Jpl,...,pn)
= (6§2(XA’x21)Ciljk8£l.ng'ln + e

+ 82 (¥4, x5 Vel el el N prs ). (5.54)
We turn now to the issue of whether analogs of the
Faddeev-Kulish “in” and “out” Hilbert spaces can be
constructed.”> As the in the case of Maxwell fields, for
solutions to the Yang-Mills equations which are suitably
regular at spatial infinity, the charges obtained from the
limit along past and future null infinity to spatial infinity
match by
S (2) = QMO (20T) (5.55)
where Y is the antipodal map on S?. Therefore, we are
again led to seek “in” and “out” Hilbert spaces composed of
eigenstates of the charge observable

“Dressed states in non-Abelian gauge theories have been
previously considered in, e.g., [86-88].

QIN(1) = FYM(A) + - AYM(y),

i (5.56)

It should be noted first, that, in contrast to the Abelian case,
the charge operator now satisfies the nontrivial commuta-
tion relation [Q¥M(4,), @M ()] = QXM ([41,4,]). For a
semisimple Lie group as considered here, it follows that
there cannot exist any eigenstate of Q%M(ﬂ) for all A’ unless

the eigenvalues vanish for all A’. [In massive and massless
QED, eigenstates of Q?.SM(A) of nonzero eigenvalue exist,
although we restricted to vanishing eigenvalue in order to
have an infinitesimal action of the Lorentz group.] In the
case of massive and massless QED in Secs. IVD and VD,
the analog of JYM(4) was played by the charge or current
flux of an additional scalar field. In those cases, we can
choose an (improper) eigenstate of this scalar field observ-
able and then dress it with electromagnetic field states
belonging to a corresponding memory representation.
However, in the present case, J "M (1) and AYM(1) arise
from the same Yang-Mills field, so we cannot independ-
ently choose the eigenstate of JY™(1) and the memory
representation to which it belongs.

To gain insight into the nature of the difficulty caused by
the fact that 7Y™ (1) and AYM(2) arise from the same field,
let us attempt to construct eigenstates of Q¥M(2) with
vanishing eigenvalue by following a similar procedure to
that used in massless QED. As in massless QED, we can
start with an improper plane wave momentum eigenstate

€4 .4 |p1...p,) in the zero memory incoming Fock

space .Z M. This state is an eigenstate of J M (1) with
eigenvalue given by Eq. (5.54). We now wish to dress this
state with “soft YM particles” belonging to the memory
representation with —AYM()/4x equal to this eigenvalue,
50 as to produce an eigenstate of QXM(1) with vanishing
eigenvalue. As in massless QED, on account of the o-
functions on S? appearing in Eq. (5.54), the required
memory will be singular, and the dressed states will have
infinite expected total energy flux. Thus, as in massless
QED, the states constructed in this manner will be
unphysical. However, a further major difficulty occurs in
the Yang-Mills case because the dressing now also con-
tributes to the Yang-Mills charge-current flux. Since the
dressing is singular the Yang-Mills charge-current flux of
the dressing is infinite and so the resulting dressed state
cannot be defined. Furthermore, even if the dressing could
be defined, the resulting state would no longer be an
eigenstate of JY™(2) and, hence, is not an eigenstate of
Ql.YOM(l). Thus, the states produced by the Faddeev-Kulish

dressing procedure are not only unphysical but they do
even yield the desired eigenstate property that motivated
their construction.

Thus, in order to implement the strategy for constructing

in” and “out” Hilbert spaces based upon the conservation
law Eq. (5.55), we must seek eigenstates of Q%M(4) of
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vanishing eigenvalue by some procedure other than dress-
ing. To see the nature of the restrictions on states imposed
by the eigenstate condition, we note that, by definition,
for any eigenstate w of QX (1) with vanishing eigenvalue,
we have

o(QIM(AE(s)) = o (E(s) QEM(4)) = 0.

1

(5.57)
However, the commutation relation Eq. (5.49) then implies

¢ (BN (x) 2 =0 for all 25(x4),  (5.58)

which, for a semisimple Lie algebra, implies, in turn, that

w(E)(x)) = 0. (5.59)

Thus, the 1-point function of any eigenstate must vanish.
Note that it then follows from Eq. (5.50) that—in contrast
with massless QED—the expected memory must vanish.
It also then follows that the expected Yang-Mills charge-
current flux must vanish. By similar arguments, the 2-point
function must satisfy

el (B (x1)E; (x2)) + ¢ (Ej (x))ES (x2)) = 0.
(5.60)

iy

This implies that (E}; (x,)E} (x,)) must be proportional
to k%2, This condition is satisfied by choices of S, (x|, x»)
in Eq. (5.42) of the form S7,(x;,x,) = 8,5 (x;, x)k¥.
Nevertheless, this is an extremely restrictive condition on
the 2-point function. More generally, the n-point correla-
tion functions of @ must be proportional to Casimirs* of
the Lie algebra g. Thus, although there exist nontrivial
algebraic eigenstates of Ql.YOM (1), it is clear that there are
insufficiently many states to obtain a Hilbert large enough
to carry representatives of all “hard” scattering processes.

In summary, in Yang-Mills theory, the Faddeev-Kulish
dressing procedure fails to produce eigenstates of QiYOM (4).
Although eigenstates of QYM(1) do exist, there are
insufficiently many of them for scattering theory. Thus,
the attempt to construct “in” and ‘“out” Hilbert spaces
composed of eigenstates of charges fails. In the next
section, we will see that in the gravitational case, this
failure is even more dramatic, since there are no eigenstates
of the large gauge (i.e., supertranslation) charges at all
except for the vacuum state.

“For a semisimple Lie algebra g, the number of independent
Casimirs is finite and is equal to the rank of g. For g = 81(n), the
number of independent Casimirs is n — 1.

VI. VACUUM GENERAL RELATIVITY

In this section we turn our attention to the asymptotic
quantum theory of full nonlinear general relativity at null
infinity. There are many nontrivial, unresolved issues
concerning the formulation of quantum gravity in the bulk.
However, as has been emphasized by Ashtekar [54,55], in
asymptotically flat spacetimes the asymptotic phase space
of general relativity at null infinity is an affine manifold
similar to that of electromagnetism. Consequently, one can
quantize the asymptotic degrees of freedom in exact
parallel with the electromagnetic case. The asymptotic
symmetries of general relativity are the BMS transforma-
tions, which enlarge the Poincaré group by the inclusion of
supertranslations. The supertranslations play a role in the
asymptotic quantization of general relativity that is closely
analogous to the role played by large gauge transformations
in electromagnetism.

We present the asymptotic quantization algebra of local
field observables for general relativity in Sec. VI A. The
extension of this algebra to include the charges that
generate BMS transformations is given in Sec. VIB. We
then show in Sec. VIC that an analog of Faddeev-Kulish
“in” and “out” Hilbert spaces does not exist in quantum
gravity.

A. Asymptotic quantization of general relativity

As discussed in [60], the points in the asymptotic
phase space of general relativity at past null infinity
can be specified by an equivalence class of derivative
operators intrinsic to #~. For our purposes, it is
convenient to instead adopt the following equivalent
formulation. Choose a Bondi advanced time coordinate
v and consider the foliation of .#~ by the cross sections
with » = constant. This foliation determines a unique
null vector /# at .#~ which is normal to the cross sections
and at .#~ satisfies

Fn, = -1, I, = 0. (6.1)
Then, the points of the asymptotic phase space are
specified by the shear of I* which is defined by*

1
Oy = <Qﬂa%/ﬂ - E Q;wqaﬂ> valﬂ (62)

where g, is the metric on the cross sections. Since 6, is
orthogonal to /# and n*, we can write it as o,p. In
general relativity, 0,5 is the analog of the vector poten-
tial A4 in the electromagnetic case. The analog of

45Alternatively, one can define a symmetric trace-free
tensor, C,p, as the angular components of the physical metric
at order 1/r in Bondi coordinates in the bulk spacetime. This is
related to the shear that we have defined by C,p = —20,p;
see [89].
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the electric field E, is given by the news tensor N,p
defined as

Nyp = 2£,04p = 20,04p. (6.3)

The asymptotic symplectic form is then given by

QR (01.05) = E/f dx[N{Porpp — NYPorsp].  (6.4)

The local field observables are the smeared news

N(s) = / PN ()5 (), (6.5)

where s is a real test tensor field. The smeared news

generates the affine transformation 6,5 > 045 + €87syp
on phase space. The Poisson brackets of the smeared news
are computed to be

{N(s1).N(52)} = —647° QG (5. 55)1

_ 3 AB AB
—8”/ dx[51480,55" — $24p0,577 |

(6.6)

In exact parallel with electromagnetism, the asymptotic
quantization algebra of local field observables, 7SR, is
defined to be the unital x-algebra generated by the
elements N(s), N(s)* and 1, factored by the following

relations:

(CI)  N(cys;+cp80) = ¢N(sy) + c2N(s,) for any
58, 538 and any ¢, c; € R.

(CII) N(s)* = N(s) for all s4B.

(CHI)  [N(s1),N(sy)] = —647%iQCR (s, 55)1.

The Hadamard regularity condition on asymptotic states
 on the news algebra &' ﬁR analogous to Eq. (3.5) is that
the 2-point function has the form

@(Nag(x1)Nep(x2))

(QA(CQD)B — 1/2q4849cp)0s2 (x1. x5)
(1)1 — Uy — l.0+)2

+ Sapcp (X1, X2)

= -8
(6.7)

where Sypcp is a (state-dependent) bitensor on .#~ that is
symmetric in A, B and in C, D satisfies ¢g*8S gcp =
qgPSspcp = 0 and is symmetric under the simultaneous
interchange of x; with x, and the pair of indices A, B with
the pair C, D. As before, we also require that S,z-p and
the connected n-point functions for n # 2 of a Hadamard
state on .#~ are smooth and decay as O((>_; v?)~1/2¢) for
some € > 0.

B. Extension of the asymptotic quantization algebra
to include BMS charges

The gauge symmetries of general relativity are the
diffeomorphisms on spacetime. However, the transforma-
tions induced by diffeomorphisms that preserve the asymp-
totic structure of spacetime but do not vanish at null infinity
are not degeneracies of the symplectic form and must be
treated as symmetries. The group of such diffeomorphisms
is known as the BMS group. For a given choice of Bondi
advanced time coordinate v on .#~, the vector field & that
generates an arbitrary infinitesimal BMS transformation
takes the form

&= <f+%v@AXA>n” + X~. (6.8)

Here f(x*) is an arbitrary smooth function on $? with
conformal weight +1, and X* is a vector field tangent to
the cross sections of .# that is a conformal Killing vector
field on the 2-sphere. By a slight abuse of the notational
conventions*® stated at the end of Sec. I, we will denote this
vector field as X4. The transformations with X4 = 0 are
referred to as supertranslations and the supertranslations
with f given by a linear combination of # = 0, 1 spherical
harmonics are the ordinary translations. The transforma-
tions generated by X4 are Lorentz transformations.
However, it should be noted that the decomposition of
&' into a supertranslation and a Lorentz transformation
depends on the choice of Bondi advanced time coordinate
v, i.e., if & is a “pure Lorentz transformation” (f = 0) for
one choice of v, it would correspond to a Lorentz trans-
formation (with the same X“) plus a supertranslation for
other choices of ».

The action of an infinitesimal BMS transformation of the
form Eq. (6.8) on phase space is given by the following
affine transformation:

1 1
OAp > Oxp +€|:§ (f_I_EU@CXC)NAB
1 1
+ (@A@B —ECIAB-@2>f+£XUAB _E(QCXC)GAB:|

1
NAB |_>NAB +€[<f+§U@CXC>vaAB +£XNAB:| .
(6.9)

Note that N 45 is not invariant under BMS symmetries. The
charge observable that generates this infinitesimal BMS
transformation is given by (see [89])

“By the conventions of Sec. I, X* would denote an equiv-
alence class of vector fields X# modulo multiples of n*. Here,
since we have made a choice of Bondi advanced time coordinate
v, we use X* to denote the particular representative that is tangent
to the cross sections of constant v.
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1 1 1 1
Q,'GOR(ﬁX) ——/ dvdQN*? [5 (f+§U@cXC)NAB + DsDpf +£x048 _z(@CXC)GAB .

167 7

(6.10)

As we shall now explain, we have inserted the subscript i® on QSR (f, X) for reasons analogous to our use of this notation in

massive and massless QED. As shown in [89,90], the right-hand side of Eq. (6.10) can be written as

167/ -

with

47

1 1 1
dvdQN*? [E <f + Ev@CXC> Nap+ Do Dpf +£x04p — E(@CXC)UAB:| = }i_gloQgR(f’ X) - vl_i)f_angR(ﬂ X)

(6.11)

1 1 1 1
Q?R(f’ X) = 8_/9( ) dQ |:§ <f + Ev@AXA) GABNAB + XAGABQCGBC - ZGABGAB@CXC + Q‘lcﬂyipfﬂl”nﬂl/’ (612)

T

where the integral on the right side is taken over the cross
section, S(v) & S?, of advanced time » on .#~, and Couip 18
the Weyl tensor of the conformally completed spacetime. If
massive fields (or black/white holes) are present, they
would, in general, contribute to lim,_,_, QSR(f, X) in a
manner similar to massive QED. We will assume, for
simplicity, that this is not the case and thus that™
lim,_,_ QSR(f,X) = 0. In that case, Eq. (6.11) shows
that QGR(f,X) can be obtained as a limit of a surface
integral of local quantities as one approaches spatial
infinity, i°, along .#~. Thus, the subscript i is appropriate
in Eq. (6.10).

As in the Yang-Mills case, it is useful to separate the
contributions to QF¥(f, X) into their linear and nonlinear
parts. The linear term arises only for supertranslations and
defines the gravitational memory observable

AGR(f) ==% / dvdQN 4 (v, xC) PADE F(xC)  (6.13)
I~

which, we note, vanishes if f is a linear combination of
¢ =0, 1 spherical harmonics. On the asymptotic phase

space, éAGR (f) generates the affine transformation

Oap > Oap +€(Da D — 1/2q,37%)f,

NAB '_)NAB- (614)

For X4 = 0, the supertranslation charge QI%R( f), which

generates supertranslations by Eq. (6.9) with X4 = 0, is
given by

“Note that Eq. (6.11) has a relative overall sign compared to
Eq. (1.18) in Sec. I due to the fact that we are now working at .#~
rather than ./,

Bwe emphasize that the conclusions of Sec. VIC and, in
particular, Theorem 1 do not depend upon this assumption.

QG (f) = TR() + 5 AR()  (615)

where

JTOR(f) :=ﬁ/¢_ dvdQfNABN 4 (6.16)

is called the null memory. If massless fields with stress-
energy T, are present they will, in general, contribute to
the null memory by the simple substitution NAEN 5 —
NABN 4 + 3272Q72T,,n*n* in Eq. (6.16). However, for
simplicity, we shall consider only the case of vacuum
gravitational fields in this section.

The Poisson bracket of QGR(f, X) with the local news
observable is given by

{QE"(f.X). N(s)} = N(s") (6.17)

where 55 = (f+302cX)0,545 +E£x545 =3 (P X)sap-
We also have
{QSR(f1). QSR (f2)} =0,

{Q% (X)), Q3% (X)) = QRR([X1. Xa)), (6.18a)

{QRR (). Q% ()} = QF* (Exf — 1/2(Z4X "))
(6.18b)
where [X|,X,] is the Lie bracket of X{ and X%. The

memory observable has vanishing Poisson brackets with
the news and with itself

{ASR(f).N(s)} =0, {ASK(f1), ASK(f2)} = 0.

(6.19)

Finally, we have
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{QSR(f1).A%R(f2)} =0,

{QSR(X), AR (£)} = AR (£ f~1/2(Z,X4)f). (6.20)
Thus, the memory observable is supertranslation invariant
but not Lorentz invariant.

In exact parallel with massive and massless QED and
Yang-Mills theory, we now can extend the algebra, .7’ ﬁR, of

asymptotic local field observables to an algebra .o/, by
including QSR(f,X) and ASR(f) in the algebra, with
commutation relations corresponding to the above Poisson
bracket relations. [The Poincaré generators are, of course,
already included in the BMS charges QSR (f, X), so there
is no need for a further extension of the algebra.] In parallel
with Egs. (4.45) and (5.50) we impose on states the
condition

o(AGR(f)) :% / dvdQuo(N g0, ) P TEF. (621)
j

The Fock representations of /SR can be constructed in
direct analogy to electromagnetic case. The GNS con-
struction based upon the vacuum state m, again yields the
standard Fock space, .ZGR, for which every state is an
eigenstate of ASR(f) with vanishing eigenvalue. Again,
representations of nonvanishing memory, .ZSR, can be
constructed in the same manner as discussed in Sec. [V C 2.
The representation of /SR on the zero-memory Fock space
can be extended to a representation of .o/ 5’1% The repre-
sentations of 7SR on the Fock spaces of nonzero memory
can be extended to include representatives of the generators
of supertranslations, QiGOR (f). However, the representations
of nonzero memory cannot be extended to include repre-
sentatives of the generators of infinitesimal Lorentz trans-
formations, QSR(X), on account of the nontrivial
commutation relation of AR (f) with QER(X). In particu-

lar, angular momentum is not well defined on the Fock
spaces of nonzero memory.

C. Faddeev-Kulish representations do not exist
in quantum gravity

For solutions of the vacuum Einstein equation that
satisfy the Ashtekar-Hansen [80] asymptotic flatness con-
ditions together with an additional null regularity condition
at spatial infinity, it was shown in [91,92] that the charges
QGR(f,X) obtained from the limit along past null infinity
are matched antipodally to the similarly defined charges
obtained from the limit along future null inﬁnity.49 In
particular the supertranslation charges satisty

“For linearized gravity around a Minkowski background, the
matching of the supertranslation charges is also shown in [34,93]
(see also [94]).

Q" (f) = QM (foT) (6.22)
where, as before, Y is the antipodal map on S?. This is
an exact analog of Eq. (4.76) in electromagnetism. As
previously explained in Sec. IV D, this conservation law
provides a potential means of constructing “in” and “out”
Hilbert spaces satisfying the desired properties (1)—(5)
given in Sec. I. Namely, if we can construct an “in”
Hilbert space composed entirely of eigenstates of the
supertranslation charges, it will evolve to an “out
Hilbert space composed of eigenvectors of corresponding
eigenvalue. In order to have a continuous action of the
Lorentz group, we must choose the eigenvalues of all of the
charges to vanish. If such “in” and “out” Hilbert spaces of
vanishing charges are separable and contain sufficiently
many states to account for all hard scattering processes,
then properties (1)—(5) should hold.

In massive QED, this strategy was successfully imple-
mented by the Faddeev-Kulish construction described in
Sec. IV D. In this construction, one dresses each momentum
eigenstate of the incoming massive charged particles with an
electromagnetic state belonging to the memory representa-
tion whose memory cancels the large gauge charges of the
incoming charged particle state, so as to produce an
eigenstate of vanishing eigenvalue of all of the total large
gauge charges. As shown in Sec. V D, in massless QED,
the same dressing construction can be given. However, the
required memory in this case is singular—so singular that
the soft photon dressing has infinite energy flux. As shown
in Sec. IV E, the situation is worse in Yang-Mills theory. Not
only is a singular dressing required, but the dressing does
not provide eigenstates of charge. Although eigenstates of
charge can be constructed by other means, there are
insufficiently many of them for scattering theory. We turn
now to the analysis of the situation in quantum gravity.

First, as already mentioned above, in order to have a
continuous action of the Lorentz group on the Hilbert
space, it is necessary to restrict our discussion to eigenstates
of the charges of vanishing eigenvalue. In massive QED,
this required the vanishing of all large gauge charges,
including the total ordinary electric charge. The vanishing
of large gauge charges for ¢ >1 is achieved by the
dressing, but the vanishing of the total ordinary electric
charge is an unwanted restriction on the scattering states.
Nevertheless, arguably, this is not a genuine restriction
since one could always put additional particles behind the
moon to make the total charge vanish. However, in the
gravitational case, the corresponding requirement for a
continuous action of the Lorentz group is for all of the
supertranslation charges QSR (f) to vanish, include the
charges associated with ordinary translations. In other
words, the states must be eigenstates of 4-momentum of
eigenvalue zero. But the vacuum state is the only such state;
one cannot cancel the 4-momentum of a state of interest by
putting additional particles behind the moon. Thus, the

1)
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Faddeev-Kulish construction fails for this elementary
reason at this initial stage.

Nevertheless, one could give up on having a continuous
action of the Lorentz group and seek eigenstates of Ql%R (f)
of nonzero eigenvalue. It is instructive to see what happens
if one attempts to construct such eigenstates by a dressing
procedure.

First, consider linearized gravity with an additional
massless quantum field source, where the null memory
is due to the massless source rather than to gravitational
radiation. As previously noted below Eq. (6.16), the
massless field will contribute a null memory of the form

dvdQf (Q7*T,,n*n*).

L7GR,source(]¢‘) — / (623)

In a manner similar to massless QED and Yang-Mills
theory, the (improper) plane wave states of the massless
source field are formal eigenstates of null memory. In order
to produce an eigenstate of QSR( f) with eigenvalue
QGR(f) for all f in linearized gravity, we must dress a

source particle momentum eigenstate |p) by choosing a
memory representation of the gravitational field such that

PADPAGE (x4 p) = 8rwdg: (x*,x5) =87 QSR (x4)  (6.24)

where o is the frequency associated with the null momen-
tum p = (w,x,). This equation differs from the corre-
sponding Eq. (5.29) in massless QED in that now there are
two angular derivatives of memory rather than one. This
difference results in milder angular singularities in the
solution, namely, |AGR|~ |log(|x* —x4|)| rather than
|Aq|~1/]x* = x| as in massless QED. In other words,
the collinear divergences in quantum gravity are less severe
than in massless QED and Yang-Mills theory. Although
the required memories are still singular, they are square
integrable, and the corresponding dressed states—which
were previously constructed in [S7]—do not have an
infinite energy flux. In this respect, the situation in
linearized gravity is better than in massless QED and
Yang-Mills theory, although since we cannot construct
eigenstates of vanishing charges, the action of the Lorentz
group is undefined and therefore the angular momentum is
undefined for all such dressed states in linearized gravity.

However, in nonlinear gravity, as in Yang-Mills theory,
the dressing will now contribute to the null memory, so the
resulting dressed state is no longer an eigenstate of JR(f)
and hence is not an eigenstate’’ of QIR(f). Thus, the

dressing construction does not yield the desired eigenstate

*In contrast to the Yang-Mills case, the dressing contribution
to the null memory is finite and so the “dressed state” can have a
well-defined exgected charge. Nevertheless, it cannot be an
ei f Q4R
genstate of QI%(f).

property that motivated the procedure. In order to imple-
ment the strategy for constructing “in” and “out” Hilbert
spaces based upon the conservation law Eq. (6.22), we
must seek eigenstates of the supertranslation charges
QiGOR( f) by some other means. In Yang-Mills theory, we
were able to find some eigenstates of large gauge charges,
but insufficiently many to do scattering theory. However,
one of the key results of this paper is that in gravity, there
are no nontrivial eigenstates at all.’' This is shown by the
following theorem:

Theorem 1.—Let f be any smooth function on S* whose
support is all of S?, i.e., f does not vanish identically on
any open subset of S?. Suppose that the state @ is
Hadamard, satisfies our decay conditions, and is an
eigenstate of the supertranslation charge QSR( f). Then
w = wy, where o, is the BMS-invariant vacuum state.

Proof—Since  is an eigenstate of QGR(f), we have

o(QGR(fIN(s)) = o(N(s) Q3R (f)) = ko(N(s)). (6.25)

where k denotes the eigenvalue, which is real since QSR (f)
is self-adjoint. Thus, we have

0= o([QF%(f).N(s)]) = io(N(fd,s)) (6.26)
where the commutation relation corresponding to

Eq. (6.17) was used. Since this holds for all s4Z, we have
for all x = (v,x4)

0

FO) - [0(Nap(x))] = 0.

- (6.27)

Since f does not vanish on open sets, it follows that
(N 4p(x)) is constant in ». The decay conditions then
imply that the I-point function w(N,g(x)) vanishes
identically.

By similar arguments starting with

0(QI(HIN(51)...N(5,)) = @(N(s)...N(s,) QG ()

1

= ko(N(sy)...N(s,))

we find that the n-point functions satisfy

Z 0y, @(Na,g, (x1)...Ny p,(x,)) = 0. (6.29)
i—1

It then follows that S,pcp in Eq. (6.7) and the truncated
n-point functions also satisfy this equation. But S4zp and

!Note that there is no state in any nonzero memory repre-
sentation that has vanishing null memory Eq. (6.16); zero is
merely the lower bound of the continuous spectrum of the null
memory operator, as emphasized by Ashtekar [55]. Conse-
quently, in contrast to claims in [95], memory vacua are not
eigenstates of the charges QGR(f) at spatial infinity.
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the truncated n-point functions are required to decay as
O((>; v})71/27¢). It follows that S,gcp and all truncated
n-point functions of @ vanish, i.e., ® = wy. ]
We emphasize that the implications of Theorem 1 are
quite strong in that constructions based upon the use of
Eq. (6.22) require eigenstates of QSR (f) for all f. Note that
Eq. (6.29) is in close parallel to Eq. (5.60) in the Yang-Mills
case. However, nontrivial solutions to Eq. (5.60) do exist,
whereas the vacuum state is the only state that satisfies
Eq. (6.29). Thus, in the gravitational case, the attempt to
construct “in” and “out” Hilbert spaces by using charge
eigenstates fails in a much more catastrophic manner.

VII. NON-FADDEEV-KULISH
REPRESENTATIONS

As we have just seen, the Faddeev-Kulish dressing
procedure cannot be used to construct a Hilbert space of
in” and “out” states in quantum gravity, nor is there any
other procedure that can produce eigenstates of the super-
translation charges QSR. Nevertheless, as described at the
end of Sec. VI B, there is an ample supply of “in” and “out”
states given by the memory Fock spaces .# SR, with ASR an
arbitrary smooth, symmetric trace-free tensor on S?. Is
there some other way of assembling these states into
Hilbert spaces in such a way that the desired conditions
(1)—(5) given in Sec. I can be satisfied? In this section, we
explore this possibility.
An obvious candidate for the “in” Hilbert space would be
the direct sum over all of the “in” memory Fock spaces

Rin -
f/’g e,

Fin O“GR in
Fps = @

(7.1)
where ASE ranges over all (say, smooth) symmetric trace-
free tensors on S?, where the “DS” subscript stands for
“direct sum.” .Z2¢{ would then be defined similarly. Clearly,
Fing and Z2% would then allow all possible memories.
However, thls choice has many serious deficiencies.’ First,
since there are uncountably many choices of ASR, this
Hilbert space is clearly nonseparable. Second, although the
BMS group acts naturally on .% 12 Ds» Lorentz transformations
act nontrivially on memory and a “small” Lorentz trans-
formation will map a vector in the sector .ZSR into an
entirely different sector . GR. Since all states in different
memory sectors are orthogonal to each other, Lorentz

The first two of these deficiencies are analogous to what
would occur if one attempted to take the Hilbert space of one-
dimensional Schrédinger quantum mechanics to be @,cr H
where H, is a one-dimensional Hilbert space representing an
eigenstate of the position operator with eigenvalue x. This Hilbert
space is nonseparable and does not admit a strongly continuous
action of translations—so the momentum operator cannot be
defined.

transformations do not act in a strongly continuous manner
on Z.. Thus, infinitesimal generators of Lorentz trans-
formations—in particular, angular momentum—cannot be
defined. However, by far the most serious deficiency is that
it is clear that states in .7 will not evolve to states in the
similarly defined “out” Hllbel’t space .# ¢, so condition (2)
of Sec. I will not be satisfied. To see this, we note that—
since the norm of the direct sum is the sum over the norms
in each ., ORI and any uncountable sum of strictly positive
numbers is infinite—for any vector in .Z1 the probability
of having a given value of memory can be nonvanishing for
only a countable number of memories. Thus, the possible
memories of any state in .Z0¢ are discrete. However, it
seems clear that most states in .Z 1 will evolve to “out”
states where the memory is continuously distributed. Such
states cannot lie in .#}¢.

A more promising candidate would be to take a direct
integral of the Fock spaces .% ; GRIn \ith respect to a measure
that is continuously distnbuted in ASR. To do so, we first
need to make a precise choice of the space, .#, of memories.
Then we need to specify a o-algebra of measurable subsets
of . . Then, we need to define a measure on ./Z, i.e., a map,
u, from measurable subsets to non-negative real numbers
such that (@) = 0 and u is “countably additive,” that is, for
any countable collection of disjoint measurable sets { &; } we
have that u(U; €;) = >, u(0;). Given such a measure, y,
we can construct a direct integral Hilbert space .Z 1, (u) from
the memory Fock spaces .7 55" as follows: A vector |¥) €
Z10 () consists of the specn‘ication of a measurable family

of vectors [y(A)) € .FZR" for all ASR, where |¥) and |¥)
are considered equ1valent if [w(A)) and |/ (A)) differ only
on a set of measure zero. The states in .75 (u) are required to
have finite norm

M= [ @) <o 02)
and the inner product of two states is then defined by
W) = [ duti@(a). (13

The direct sum Hilbert space .# }515 is a special case of the
direct integral Hilbert space wherein the s-algebra is taken
to be all subsets of .# and u is taken to be the “discrete
measure” that assigns unit measure to any subset consisting
of a single point. As already stated above, this yields a
Hilbert space that is nonseparable and has other unaccept-
able properties. However, choices of “continuous mea-
sures” can yield a separable Hilbert space and have the
possibility of satisfying the other properties desired for
scattering theory. If .# were a finite dimensional vector
space, there is an essentially unique notion of Lebesgue
measure and this would provide a natural choice of
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measure. However, .# is infinite dimensional, so there is
no notion of Lebesgue measure (see Sec. A.4 of [96]).
Since there is a direct correspondence between memories
and supertranslations [8,97] and the supertranslations
comprise a group, one might try to use an “invariant
Haar measure” on memories. However, the supertranslation
group is not locally compact and therefore the Haar
measure does not exist. Nevertheless, there are well-defined
notions of Gaussian measures.” We can obtain a natural
class of Gaussian measures in the following manner (see,
e.g., [98-100] for further details).

We start with the topological vector space of smooth
functions f with conformal weight 1 on S? with the nuclear
topology. The trace-free part of ¥4 % for such f provides
a space of test tensor fields for memory [see Eq. (6.13)].
We take .# to be the topological dual space. We choose the
o-algebra of subsets to be generated by the “cylindrical
sets” (see [98,100]). By the Bochner-Minlos theorem (see
Sec. A. 6 of [96]), a Gaussian measure on .Z (centered at
zero) is then determined by specifying any positive,
symmetric, bilinear map K(fy,f,) (the “covariance
matrix”) on the space of test functions. A necessary
condition for two Gaussian measures with covariance K
and K', respectively, to be equivalent (i.e., such that they
agree on which subsets of .# have measure zero) is that
they define equivalent norms on the space of test functions.
In other words, K and K’ are equivalent if there is a positive
constant ¢ such that

cIK(f. f) SK'(f.f) < cK(f.f) (7.4)

for all test functions f. Thus, there exists a very large class
of inequivalent Gaussian measures that can be constructed
by this procedure.

Thus, the key issue for the construction of a Gaussian
measure on the space, .#, of memories—and, thereby,
direct integral Hilbert spaces of “in” and “out” states—is
the choice of covariance matrix K. A key criterion is that K
be Lorentz invariant, since the resulting Gaussian measure
u will then be Lorentz invariant, and the Lorentz group will
then act naturally on .Z1 (u). However, there is a unique
choice of Lorentz invariant covariance matrix K (see
Chap. III. 4 of [101]). This covariance matrix is simply
the L? inner product on the space of smooth test tensors

-@Ang on §2

> In path integral formulations of Euclidean QFT of some field
¢, it is common to write the measure in the path integral as
Dgpe=5) where Sy(¢p) is the Euclidean action of a free field and
D¢ is a “Lebesgue measure” on the space of fields. However, D¢
does not really exist and it is the full quantity D¢pe=5(#) which is
a genuine Gaussian measure; the covariance of this measure is the
Euclidean Green’s function determined by the action S,. This is
also true in path integral formulations of quantum mechanics
where the measure over the space of paths is the (Gaussian)
Wiener measure [96].

K(fhfz) :/ d91d92KABCD(X?’X§)

S?xS?
X PADPf1(x}) D DP f1(x5) (7.5)

with integral kernel

1
Kagep(x,x5) = s (x], x5) (‘IA(CCID)B - EQAB‘]CD)-

(7.6)

The direct integral Hilbert space .Zi(u) obtained from
the Gaussian measure determined by K is a separable
Hilbert space.

However, there is a very serious problem with attempting
to use this Hilbert space for scattering theory. For any
Gaussian measure constructed in the manner described
above using a covariance matrix K there is a subset of .Z,
determined by K, known as the “Cameron-Martin space”
on which y has zero measure (see theorem 2.4.7 in [98]).
For the case of a Gaussian measure with covariance given
by Eq. (7.6), the Cameron-Martin space is the space of
square-integrable memories. This means that “almost all”
of the memories, ASY, that contribute to .1 (u) fail to be
square integrable.54 However, as argued in Sec. V D, states
with a nonsquare-integrable memory that satisfy our falloff
conditions cannot be Hadamard and have divergent expec-
ted total energy flux. Thus, all of the states in .Zi(u) are
unphysical.

Thus, the direct integral Hilbert space obtained from the
Gaussian measure constructed from the Lorentz invariant
covariance matrix Eq. (7.6) does not yield an acceptable
candidate for “in” and “out” Hilbert spaces. One could try
instead using a covariance matrix K’ corresponding, e.g., to
a Sobolev norm, so that the states in .1 (4') would have
physically acceptable memories.”™ However, one would
then have to give up on having a natural Lorentz group
action. More significantly, there would be no reason to
expect that states in .15 (4') would evolve to states in the
similarly constructed .79 (¢'). Of course, we also could
make different choices of the precise specification of .Z,
different choices of the s-algebra, and one could also try to
use non-Gaussian measures. We certainly have not proven
that no such choice could work. But we see no reason to
believe that there is any such choice that would work to

This is analogous to the statement that in the case of Wiener
measure, the differentiable paths are of measure zero, while in the
Euclidean path integral the field configurations with finite action
are_of measure zero.

See [102] for a construction of a direct integral Hilbert space
in the electromagnetic case with respect to Gaussian measures
defined on square integrable memories. Such representations
have a well-defined action of translations, but the action of
Lorentz is not well defined.

066005-41



PRABHU, SATISHCHANDRAN, and WALD

PHYS. REV. D 106, 066005 (2022)

construct “in” and “out” Hilbert spaces with the desired
properties for scattering theory.

VIII. ALGEBRAIC SCATTERING THEORY

As we have seen in Sec. IV D, the Faddeev-Kulish
construction in massive QED gives a basically satisfactory
way of defining “in” and “out” Hilbert spaces in such a way
that a genuine S-matrix should exist. However, as we found
in Sec. V D, the analogous construction in massless QED
does not work, as the required “soft photon dressing” gives
all states an infinite expected total energy flux due to
collinear divergences. As discussed in Sec. V E, these
problems persist in Yang-Mills theory, but an additional
serious difficulty arises in that case due to the fact that the
“soft dressing” itself will carry a large gauge charge-current
flux, which will spoil the property that the dressing is
designed to achieve. As we found in Sec. VI, in the
gravitational case the problems caused by collinear diver-
gences are not as severe, but the problem arising from the
fact that any soft graviton dressing will contribute to
supertranslation fluxes is much more severe, and we proved
in Sec. VI C that no analog of the Faddeev-Kulish “in” and
“out” Hilbert spaces can exist in quantum gravity. Finally,
we explored alternatives to the Faddeev-Kulish construc-
tion in Sec. VII and found that several natural attempts do
not work. It is our strong belief that in the gravitational
case, no definition of “in” and “out” Hilbert spaces will
satisfy conditions (1)—(5) of Sec. L.

It should be emphasized that there is no difficulty in the
construction of “in” and “out” states. As we found, we can
construct Fock space representations of .o/’ SIR for the “in”
and “out” states with arbitrary choices of memory AG. As
we have noted in Sec. VIC, the representations with
nonvanishing memory cannot be extended as representa-
tions of the full algebra .o/’ I?IRQ However, one can obtain
“In” states by starting with any choice of smooth memory
ASR(f) and considering its “Lorentz orbit” i.e., the space of
all memories obtained by acting by Lorentz transformations
on chosen memory ASR(f). This “orbit space” is finite
dimensional and can be equipped with a Lorentz invariant
measure (see, e.g., a similar analysis for supertranslation
charges by McCarthy [103]). A direct integral of the
memory Fock spaces over this orbit space yields a
representation of .o/’ ﬁ% Applying this procedure to all
smooth memories yields an enormous supply of physically
acceptable states. This supply of states is certainly ample
enough to encompass all of the “in” states that one might
wish to consider, and we expect that it also would be ample
enough to encompass all of the “out” states that arise from
the dynamical evolution of these “in” states. Thus, the
difficulties that we have elucidated in this paper do not arise
from any problems with constructing “in” and “out” states
nor do they arise from any problems with dynamical
evolution through the bulk. They arise solely from the

attempt to assemble all of the “in” and “out” states of
interest into a single (separable) Hilbert space.

However, there is no reason to try to force the “in” and
“out” states to live in a single Hilbert space. The algebra
of asymptotic observables is entirely well defined. As
reviewed in Sec. III, in the algebraic viewpoint, a state
is simply a positive, linear map on the algebra of observ-
ables. There is no need to specify a Hilbert space in order
to define a state. The regularity conditions that we have
imposed upon asymptotic states—namely the Hadamard
condition and decay conditions—also do not require the
specification of a Hilbert space. However, given a state, the
GNS construction allows us to represent that state as a
vector in a Hilbert space representation of the algebra.
Thus, Hilbert spaces of asymptotic states may be viewed as
somewhat analogous to coordinate patches on a manifold.”®
Given any point of a manifold, one can choose a coordinate
patch in which it lies, and it is often very convenient to do
so. Similarly, given any state on an algebra, one can choose
a Hilbert space in which it lies, and it is often very
convenient to do so. However, in the case of a manifold
of nontrivial topology, it would not be reasonable to
demand that a single coordinate patch represent all points
of interest in the manifold. Similarly, in the case of
scattering theory, it does not appear reasonable to demand
that a single Hilbert space represent all scattering states of
interest.

What would scattering theory look like in a frame-
work where no “in” and “out” Hilbert spaces are speci-
fied at the outset? In the algebraic viewpoint, one would
specify an “in” state w;, as a positive linear map on the “in”
algebra of asymptotic observables. This would consist of
specifying the correlation functions of all of these observ-
ables. Of course, there is nothing stopping one from
considering an “in” state that corresponds to a vector in
the standard zero memory Fock representation .%M'—but
one would not be forced to do so in this framework.
Similarly, in massive QED, one would be allowed to
dress the incoming charged particles with incoming electro-
magnetic states in the corresponding memory representa-
tion as in the Faddeev-Kulish construction, but it also
would be allowed to consider “bare” incoming charged
particles. Given w;,, one then computes the corresponding
outgoing state @,, by obtaining all of its correlation
functions of the “out” observables. Of course, this is much
easier said than done, since one would not have the
simplicity of the LSZ reduction, which relies, in particular,
on the ability to express any “in” or “out” state in terms of
local field operators acting on the Poincaré invariant

SHowever, it should be kept in mind that this analogy is not
perfect in that Hilbert space representations are much more
rigid than coordinate patches. In particular, it is important that
coordinate patches have nontrivial overlap regions, whereas
irreducible Hilbert space representations will not overlap unless
they coincide.
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vacuum state—which would not be the case for states of
nonzero memory. Nevertheless, if one wishes to know any
particular “out” correlation function, it seems clear that to
any finite order in perturbation theory, it must be possible to
evolve this correlation function backwards into the past and
express it in terms of “in” correlation functions, all of which
would have been given in the specification of w;,. In this
manner, we should, in principle, be able to determine a
convex-linear’’ superscattering matrix $ such that

Wou = Sy (81)
Here, we have adopted the terminology ‘“‘superscattering
matrix” and the notation $ from Hawking [104] even
though there are substantial differences in our motivation
and framework from his. Hawking was concerned with
generalizing the usual framework of scattering theory to
allow pure states to evolve to mixed states (“information
loss”), but he was not concerned with infrared issues and he
assumed that all states lie in the folium of a single Hilbert
space representation containing the Poincaré invariant
vacuum. We are not concerned here with information loss
but are similarly generalizing the framework so as to allow
$ to map between all regular algebraic states, not neces-
sarily belonging to the folium of a single Hilbert space
representation. In this framework, conservation of proba-
bility would be expressed by the requirement that if w;, is
any normalized “in” state [i.e., w;,(1) = 1], then wy, =
$w;, also is normalized. If there is no information loss,
then $ would take any pure algebraic “in” state to a pure
algebraic “out” state.

. : / i
Given two algebraic states @ and @' any convex linear
combination Aw + (1 — 1)@’ where 0 < 1 < 1, gives a new state.

We note that the notion of an algebraic state is, in
principal, sufficient to answer all physical questions
regarding the field observables. In particular, the specifi-
cation of a state w yields the expected value of all powers of
N(s). Since the conditions of the Hamburger moment
problem (see e.g., [105,106]) hold for a free field,”® these
moments determine the probability distribution for observ-
ing the values of this field observable. Therefore, despite
the absence of a prechosen Hilbert space, one can deter-
mine the probability distribution of field observables.

Of course, if one is interested only in calculating the
types of quantities that might be measured in collider
experiments, there is no need to develop a new framework
for scattering theory that properly treats infrared effects,
since quantities like inclusive cross sections surely can be
calculated much more efficiently by present means than in a
framework in which one takes proper account of the far
infrared degrees of freedom. Nevertheless, we believe it
would be of interest to further develop the ‘“algebraic
scattering” framework that we have sketched above.
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5 8How-’;:ver, nonlinear observables such as the stress tensor in
the bulk do not satisfy the required conditions on moments.
Determining the probability distribution for general, nonlinear
observables remains an open problem.
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