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1 Introduction

In general relativity in four dimensions, the asymptotic symmetry groups at past and
future null infinity in asymptotically-flat spacetimes are the (a priori independent) infinite-
dimensional Bondi-Metzner-Sachs (BMS) groups (often denoted by BMS− and BMS+

respectively) [1, 2] (see also [3, 4] for recent reviews). It is natural to ask how these groups
are related in the limit to spatial infinity along past and future null infinity. It has in
fact been conjectured by Strominger [5] that the generators of these groups match (up
to antipodal reflection) in the limit to spatial infinity and, moreover, that the associated
charges on cross-sections of past and future null infinity are equal in this limit. If this
matching of symmetries and charges can be proven, it would imply the existence of a global
“diagonal” asymptotic symmetry group for classical general relativity and the existence of
an infinite number of conservation laws in classical gravitational scattering. The content of
these conservation laws would be that for each generator of BMS− and its corresponding
generator1 in BMS+, the difference of the associated charges evaluated on cross-sections

1Here, by “corresponding” we mean the generator of BMS+ which this generator of BMS− matches up to
antipodal reflection in the limit to spatial infinity where this limit is dictated by the equations that govern
BMS symmetries on I (eq. (3.1)).
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of past and future null infinity would equal the difference of the incoming flux at past
null infinity and the outgoing flux at future null infinity in the region between the two
cross-sections (see eq. (5.40)). Moreover, if appropriate conditions are obeyed at timelike
infinities such that the BMS charges all go to zero in the limit to timelike infinities (see
Remark 4.6 of [6]), for each such pair of identified generators of BMS− and BMS+, the total
incoming flux through past null infinity would equal the total outgoing flux through future
null infinity. Strominger has further conjectured that the diagonal asymptotic symmetry
group obtained from the aforementioned matching of symmetries is the symmetry group of
the scattering matrix in quantum gravity. In a series of related developments, the existence
of these conservation laws has also been shown to be related to soft graviton theorems and
gravitational memory effects, and has been conjectured to have implications for the black
hole information paradox (see [7] and references therein; see also [8, 9] where the relevance
of these conservation laws for the black hole information paradox was disputed).

The analogous matching of asymptotic symmetries and charges in Maxwell theory
on asymptotically-flat spacetimes was shown in [10, 11]. In the gravitational case, the
BMS group is the semi-direct product of an infinite dimensional group of supertranslations
with the Lorentz group. For asymptotic translations (which are an invariant subgroup of
supertranslations) it was shown in [12] that the Bondi 4-momentum on past and future
null infinity is equal to the ADM 4-momentum in the limit to spatial infinity. Moreover,
the matching of the all the asymptotic supertranslations and their charges was proven in
linearized gravity around a Minkowski background spacetime in [13, 14]. The extension of
these results to the matching of supertranslation charges in full nonlinear general relativity
was shown in [6], assuming certain “null regularity” conditions on the behaviour of the
relevant Weyl tensor components near spatial infinity. These “null regularity” conditions
are satisfied in linearized gravity (as follows from [13, 14]) and the issue of their validity in
general was discussed in [6].

The goal of this paper is to supplement the result of [6] by proving the matching of
Lorentz symmetries and their associated charges in asymptotically-flat spacetimes that
satisfy certain assumptions which we specify in section 2. For stationary spacetimes the
matching of the Bondi and ADM angular momenta was shown in [15]. It was also argued
in [15] that a similar analysis may hold in non-stationary spacetimes where the gravitational
radiation falls-off towards spatial infinity. We will show that this is indeed true and specify
the sufficient conditions that are needed. The main tool we will use in our analysis is the
covariant formulation of asymptotic-flatness due to Ashtekar and Hansen [16] which treats
both null and spatial infinities in a unified spacetime-covariant manner. In the Ashtekar-
Hansen formalism, instead of working directly at spatial infinity, which is represented by
a point, denoted by i0, in the conformal-completion of any asymptotically-flat spacetime
and where sufficiently smooth structure is unavailable (except in the case of Minkowski
spacetime), one works with a “blowup” — the space of spatial directions at i0 — given by
a timelike-unit-hyperboloid H in the tangent space of i0. Suitably conformally rescaled
fields whose limits to i0 depend on the direction of approach induce smooth fields on H

which can then be studied using standard differential calculus on H . Since we will be
interested in considering limits of quantities defined on null infinity to spatial infinity, we
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will then conformally-complete this hyperboloid into a cylinder, C , (as discussed in [6, 11])
whose boundaries N ± are diffeomorphic to the space of (rescaled) null directions at spatial
infinity. We then fix the supertranslation freedom in a neighborhood of i0 to isolate a
Lorentz subgroup of the BMS group. The generators of this Lorentz subgroup are Killing
vector fields on H and conformal Killing vector fields on the space of null directions N ±

at i0. The Killing equation on H leads to the antipodal matching of Lorentz symmetries at
past and future null infinity in the limit to spatial infinity. We will then show that, assuming
a certain continuity condition on the Weyl tensor (eq. (5.9)) on the boundaries N ± of
C , the Lorentz charges on limiting cross-sections of future (past) null infinity match the
Lorentz charges at spatial infinity.2 As a consequence of the asymptotic Einstein’s equations
on H , the Lorentz charges are conserved on H which implies that their values on the
past and future boundaries N ± of C are equal. It then follows that the Lorentz charges at
future null infinity match those at past null infinity in the limit to spatial infinity. This
result along with the proof of matching of supertranslation symmetries and the associated
supermomentum charges in [6] completes the proof of matching of all BMS symmetries
and charges.3

The rest of this paper is organized as follows. In section 2, we review the basic setup
needed to study the matching of asymptotic symmetries and charges, borrowing heavily
from the description given in [6]. In section 3, we give a brief review of the asymptotic
symmetry groups at null and spatial infinity and study various properties of the associated
generators that we will need later in our analysis. We then discuss how fixing the conformal
freedom near spatial infinity allows us to isolate Lorentz subgroups of the asymptotic
symmetry groups at null and spatial infinity and how the antipodal matching of Lorentz
symmetries on past and future null infinity (in the limit to spatial infinity) comes about
in section 4. In section 5, we show that the Lorentz charges on null infinity match those
at spatial infinity and that this leads to the matching of the Lorentz charges on past and
future null infinity. We conclude in section 6 with a discussion of the assumptions used
in our analysis and some open questions. We collect some results that are needed for the
calculations in the body of the paper in the appendices.

We use abstract index notation with indices a, b, c, . . . for tensor fields. Quantities in
the physical spacetime are denoted with a “hat” on top, while the ones in the conformally-
completed unphysical spacetime are denoted without a “hat” e.g. ĝab denotes the physical
metric while gab denotes the unphysical metric. Direction-dependent tensor fields are
denoted to be C>−1 and their limits to i0 are represented by a boldface symbol e.g. Ω1/2Cabcd
is C>−1 at i0 and Cabcd(~η) := lim

→i0
Ω1/2Cabcd where ~η denotes the spatial directions at i0.

2The formulation of charges at spatial infinity has been investigated in [17–20]. In [17–19], the relation
of asymptotic symmetries at null infinity with those at spatial infinity has also been studied.

3It has been claimed in [21] that the matching can be proven by converting from Bondi-Sachs coordinates
(adapted to null infinity) to Beig-Schmidt coordinates (adapted to spatial infinity). These coordinate
transformations are valid only if the conformally-completed spacetime is C>1 at i0 in both null and spatial
directions. Additionally, their analysis implicitly assumes that the unphysical metric is C>0 in both null
and spatial directions. While these assumptions are valid in Kerr-Newman spacetimes, neither of these
assumptions have been justified for generic solutions in nonlinear general relativity (see section 6).
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Complex conjugates are denoted using “bars,” e.g., z denotes the complex conjugate of z.
Moreover, we use I ± to denote future/past null infinity and I without any superscripts
in contexts that apply both to past and future null infinity. We use “$” to denote the
spin-weights of quantities. Finally, we use “≡” to go from tensors with abstract indices to
their expressions in some coordinate system and “=̂” to denote equality on I . The rest of
our conventions follow those of Wald [22].

2 Relating past and future null infinity: the construction

In this section, we review various elements of the construction that we will use to relate
past and future null infinity in asymptotically-flat spacetimes and address “the matching
problem”, that is, the question of how asymptotic symmetries and charges defined on
cross-sections of past and future null infinity are related in the limit to spatial infinity.
This construction was developed in [6] (see also [11]) and some accompanying results were
derived in [20]. Here, we will simply borrow results from these papers without attempting
to derive or prove them. The interested reader is referred to the aforementioned papers to
fill in the details.

Asymptotic flatness at null and spatial infinity: we will work in a class of spacetimes
which are asymptotically-flat at null and spatial infinity. This notion of asymptotic flatness
is defined using an Ashtekar-Hansen structure [16, 23].

Definition 2.1 (Ashtekar-Hansen structure [23]). A physical spacetime (M̂, ĝab) has an
Ashtekar-Hansen structure if there exists another unphysical spacetime (M, gab), such that
(1) M is C∞ everywhere except at a point i0 where it is C>1,
(2) the metric gab is C∞ on M − i0, C0 along null directions at i0 and C>0 along spatial

directions at i0,
(3) there is an embedding of M̂ into M such that J(i0) = M − M̂ ,
(4) there exists a function Ω onM , which is C∞ onM−i0 and C2 at i0 so that gab = Ω2ĝab

on M̂ and

(a) Ω = 0 on J̇(i0),
(b) ∇aΩ 6= 0 on I ,
(c) at i0, ∇aΩ = 0, ∇a∇bΩ = 2gab.

(5) There exists a neighbourhood N of J̇(i0) such that (N, gab) is strongly causal and
time orientable, and in N ∩ M̂ the physical metric ĝab satisfies the vacuum Einstein
equation R̂ab = 0,

(6) The space of integral curves of na = gab∇bΩ on J̇(i0) is diffeomorphic to the space of
null directions at i0,

(7) The vector field $−1na is complete on I for any smooth function $ on M − i0 such
that $ > 0 on M̂ ∪I and ∇a($4na) = 0 on I .

Here, following [24], we have denoted the causal future of a point i0 in M by J(i0), its
closure by J(i0) and its boundary by J̇(i0). Note that null infinity is such that I = J̇(i0)−i0.
The physical role of the conditions in Def. 2.1 is detailed in [23]. In particular, these
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conditions imply that the point i0 is spacelike related to all points in the physical spacetime
M̂ , and represents spatial infinity. It is worth emphasizing that the metric gab is only
C>0 along spatial directions approaching i0, that is, the metric is continuous but the
metric connection is allowed to have limits which depend on the direction of approach to
i0. This low differentiability structure is essential to allow spacetimes with non-vanishing
ADM mass [16, 23]. Given a particular physical spacetime, the choice of Ashtekar-Hansen
structure is ambiguous up to logarithmic translations.4 We will comment below on how
this ambiguity is fixed in our analysis.

A review of the geometry of spatial infinity: for spacetimes satisfying Def. 2.1, we
have the following structures in the limit to i0 along spatial directions. Along spatial
directions

ηa := lim
→i0
∇aΩ1/2 , (2.1)

determines a C>−1 spatial unit vector field at i0 representing the spatial directions ~η at i0.
The space of directions ~η in Ti0 is a unit-hyperboloid denoted by H .

Given T a...b..., a C>−1 tensor field at i0 in spatial directions, lim
→i0

T a...b... = T a...b...(~η) is
a smooth tensor field on H . Moreover, the derivatives of T a...b...(~η) with respect to the
directions ~η satisfy

∂c · · ·∂dT a...b...(~η) = lim
→i0

Ω1/2∇c · · ·Ω
1/2∇dT a...b... , (2.2)

where ∂a is the derivative with respect to the directions ~η defined by

vc∂cT
a...

b...(~η) := lim
ε→0

1
ε

[
T a...b...(~η + ε~v)− T a...b...(~η)

]
for all va ∈ TH ,

ηc∂cT
a...

b...(~η) := 0 .
(2.3)

The metric hab induced on H by the universal metric gab at i0 satisfies

hab := gab − ηaηb = ∂aηb . (2.4)

Further, if T a...b...(~η) is orthogonal to ηa in all its indices then it defines a tensor field
T a...b... intrinsic to H . In this case, it follows from eq. (2.4) and ∂cgab = 0 (since gab is
direction-independent at i0) that projecting all the indices in eq. (2.2) using hab defines
a derivative operator Da intrinsic to H which is also the covariant derivative operator
associated with hab. We also define

εabc := −ηdεdabc , εab := ucεcab , (2.5)

where εabcd is volume element at i0 corresponding to the metric gab, εabc is the induced
volume element on H , and εab is the induced area element on some cross-section of H

with a future-pointing timelike normal ua such that habuaub = −1.
4We will omit describing any details of logarithmic translations in this paper since we will not need them

in any calculations. The interested reader is referred to Remark 4.2 of [20].
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Note that H admits a reflection isometry which can be seen as follows. We introduce
coordinates (τ, θA) on H — where τ ∈ (−∞,∞), and θA = (θ, φ) are the usual spherical
coordinates on S2— such that in these coordinates, the metric on H is

hab ≡ −dτ2 + cosh2 τ(dθ2 + sin2 θdφ2) . (2.6)

Using Υ◦ to denote the action of the reflection map Υ on tensor fields on H , we see that

Υ : H →H : (τ, θA) 7→ (−τ,−θA)
with Υ ◦ hab = hab ,

(2.7)

where θA = (θ, φ) 7→ −θA = (π − θ, φ ± π) is the antipodal reflection on S2; the sign is
chosen so that φ± π ∈ [0, 2π).

We turn now to studying some properties of the Weyl tensor in the limit to i0. Note
that the vacuum Einstein equation R̂ab = 0 can be written as

Sab = −2Ω−1∇a∇bΩ + Ω−2∇cΩ∇cΩgab ,

Ω1/2Sab = −4∇aηb + 4Ω−1/2

(
gab −

1
η2 ηaηb

)
ηcη

c ,
(2.8)

where, as before, ηa = ∇aΩ
1/2 , and Sab is given by

Sab := Rab −
1
6Rgab .

(2.9)

The Bianchi identity ∇[aRbc]de = 0 on the unphysical Riemann tensor along with eq. (2.8)
gives the following equations for the unphysical Weyl tensor Cabcd (see [25] for details).

∇[e(Ω−1Cab]cd) = 0 , (2.10a)
∇dCabcd = −∇[aSb]c . (2.10b)

Since the unphysical metric gab is C>0 at i0, Ω1/2Cabcd is C>−1 at i0 [16]. We denote

Cabcd(~η) := lim
→i0

Ω1/2Cabcd . (2.11)

The “electric” and “magnetic” parts of Cabcd(~η) are, respectively, defined by

Eab(~η) := Cacbd(~η)ηcηd , Bab(~η) := ∗Cacbd(~η)ηcηd . (2.12)

where ∗Cabcd(~η) := 1
2εab

efCefcd(~η). It follows from the symmetries of the Weyl tensor that
both Eab(~η) and Bab(~η) are orthogonal to ηa, symmetric and traceless with the respect to
the metric hab on H . They therefore define smooth tensor fields on H . eq. (2.10a) implies
that these satisfy

D[aEb]c = 0 , D[aBb]c = 0 , (2.13)

as well as
DbEab = DbBab = 0 . (2.14)
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Note that since gab is C>0 at i0, Ω1/2Sab is also C>−1 at i0. We denote Sab(~η) :=
lim
→i0

Ω1/2Sab and define

E(~η) := Sab(~η)ηaηb , Kab(~η) := ha
chb

dScd(~η)− habE(~η) , (2.15)

which induce the fields E and Kab on H . As shown in [16, 20], multiplying eq. (2.10b) by
Ω, taking the limit to i0, and using eq. (2.13), we get

ha
bηcSbc(~η) = DaE , (2.16)

and
Eab = −1

4(DaDbE + habE) , Bab = −1
4εcdaD

cKd
b . (2.17)

Hence, E is a scalar potential for Eab while Kab is a tensor potential for Bab.5 The
potentials E and Kab are not free fields on H and are governed by equations which will
not concern us here but may be found in [20].

To define the charge for asymptotic Lorentz symmetries at spatial infinity, which will
be part of our analysis in this paper, we will also need access to a “subleading” piece of
the magnetic part of Weyl tensor for which one has to restrict to a class of spacetimes
where Bab = 0. While it is possible to define Lorentz charges in cases where Bab 6= 0
(see [20, 26]), that formula is significantly more complicated and therefore we will not
analyze those cases here. We point out that the condition Bab = 0 is satisfied (at least) in
any asymptotically-flat spacetime which is either stationary or axisymmetric [27]. Having
set Bab = 0, we then require that

βab := lim
→i0
∗Cacbdηcηd , (2.18)

exists as a C>−1 tensor field at i0. This defines for us the aforementioned subleading
magnetic field. It follows from eq. (2.18) that βab is tangent to H , symmetric and traceless
with the respect to hab. In what follows, we will also need the equations of motion for
βab. Our main calculations will be performed in a conformal frame where Kab = 0 (see
section 4) and in this frame, these equations are given by [16, 28]

Dbβab = 0 . (2.19a)
D2βab − 2βab = −εcd(aE

c
b)D

dE . (2.19b)

Remark 2.1 (Conformal transformations of the asymptotic fields). Def. 2.1 implies that
the allowed conformal freedom Ω 7→ ωΩ is such that ω > 0 is a positive function which
is smooth on M − i0, C>0 at i0 and satisfies ω|i0 = 1. This implies that along spatial
directions that limit to i0, we can write

ω = 1 + Ω1/2α , (2.20)

where α is C>−1 at i0. We denote α = lim
→i0

α. It can then be shown that Eab, Bab and E
are conformally invariant while

Kab 7→Kab − 2(DaDbα+ habα) . (2.21)
5Since Bab is curl-free (eq. (2.13)), there also exists a scalar potential for Bab (see, e.g., [16] and

appendix B of [20]). However this scalar potential cannot be obtained as the limit of some tensor field in
spacetime.
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A review of the geometry of null infinity: we now introduce some quantities at null
infinity that we will need in our analysis. We denote

Φ := 1
4∇an

a|I , (2.22a)

Φ|i0 = 2 , (2.22b)

where the second equality follows from condition (4.c). Under conformal transformations
(Remark 2.1),

Φ→ ω−1(Φ + £n lnω) . (2.23)

Since Sab is smooth at I by the conditions in Def. 2.1, eq. (2.8) implies

lim
→I

Ω−1nana = 2Φ , ∇anb =̂ Φgab , (2.24)

that is, the vector field na is a null geodesic generator of I ± ∼= R × S2 which is future
pointing on I + and past pointing on I −. Further, we denote the pullback of gab to I by
qab. This defines a degenerate metric on I with qabnb = 0. It is convenient to introduce a
foliation of I by a family of cross-sections diffeomorphic to S2. The pullback of qab to any
cross-section S defines a Riemannian metric on S. Then, for any choice of foliation, there is
a unique auxiliary normal vector field la at I such that

lala =̂ 0 , lana =̂ −1 , qabl
b = 0 . (2.25)

We further have

qab =̂ gab + 2n(alb) , εabc =̂ ldεdabc , εab =̂ ncεcab (2.26)

where εabc defines a volume element on I and εab is the area element on any cross-section
of the foliation. Evaluating the pullback of £ngab and using eq. (2.24), we have on I

£nqab =̂ 2Φqab , (2.27)

that is, Φ measures the expansion of the chosen cross-sections of I along the null generator
na while their shear and twist vanish identically. We also define

τa := qa
cnb∇blc , (2.28)

which satisfies nb∇bla =̂ τa − Φla. We see that τa represents the change in the direction of
la along the null generators of na. The shear of the auxiliary normal la on the cross-sections
S of the foliation is defined by

σab := STF∇alb , (2.29)

where STF denotes the operation of taking the symmetric trace-free projection of a tensor
onto a cross-section. The twist εab∇alb vanishes since la is normal to the cross-sections
while the expansion of la is given by

ϑ(la) := qab∇alb . (2.30)

– 8 –



J
H
E
P
0
8
(
2
0
2
2
)
0
2
9

For any smooth va satisfying nava =̂ lava =̂ 0, we define the derivative Da on the cross-
sections by

Davb := qa
cqb

d∇cvd . (2.31)

It is easily verified that Daεbc =̂ 0 and Daqbc =̂ 0.
In this paper, we will work in a class of spacetimes where the peeling theorem holds.

It follows then that Cabcd = 0 at I , and thus Ω−1Cabcd admits a limit to I (see, e.g.,
Theorem 11 of [25]). In any choice of foliation of I we define the fields

Rab := (Ω−1Ccdef )qacndqbenf , Sa := (Ω−1Ccdef )lcndqaenf (2.32a)

P := (Ω−1Ccdef )lcndlenf , P∗ := 1
2(Ω−1Ccdef )lcndεef (2.32b)

Ja := (Ω−1Ccdef )ncldqaelf , Iab := (Ω−1Ccdef )qacldqbelf (2.32c)

These tensors are all orthogonal to na and la in all indices and therefore can be taken to be
tensor fields on the cross-sections of the chosen foliation of I . Relations of these tensor
fields to Weyl scalars on null infinity may be found in appendix. A of [4, 6].6 For the fields
defined in eq. (2.32), eq. (2.10a) implies the following evolution equations along I

(£n + 2Φ)Sa = (Db + τ b)Rab , (2.33a)

(£n + 3Φ)P = (Da + 2τa)Sa − σabRab , (2.33b)

(£n + 3Φ)P∗ = −εab(Da + 2τa)Sb + εb
cσabRac , (2.33c)

(£n + 2Φ)Ja = 1
2(Db + 3τb)(qabP − εabP∗)− 2σabSb , (2.33d)

(£n + Φ)Iab = (qacqbd −
1
2qabq

cd)(Dc + 4τc)Jd −
3
2σac(qb

cP − εbcP∗) . (2.33e)

Finally, the News tensor is defined by

Nab := 2(£n − Φ)σab , (2.34)

which satisfies Nabn
b =̂ 0, Nabq

ab =̂ 0 and is conformally-invariant on I . The News tensor
is related to Sab (eq. (2.9)) by

Nab =̂ STF [Sab − 2Φσab + 2(Daτb + τaτb)] , (2.35)

and to the Weyl tensor on I by (from eq. (2.10b))

Rab =̂ 1
2£nNab (2.36a)

Sa =̂ 1
2DbNab . (2.36b)

6Expressed in conformal Bondi-Sachs coordinates, P and Ja are related to the Bondi mass aspect, M ,
and the angular momentum aspect NA; these relations may be found in eq. 6.10 of [4].
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Figure 1. The space C of null and spatial directions ~N at i0. The boundaries N ± ∼= S2,
diffeomorphic to the space of generators of I ± respectively, represent the space of null directions.
C \N ± is the space of rescaled spatial directions conformally diffeomorphic to the unit-hyperboloid
H . C depends on the choice of the rescaling function Σ (defined below) and need not be a cylinder
of unit radius in Ti0 — a “wiggly” cylinder has been drawn here to emphasize this.

The space C of null and spatial directions at i0: as detailed in [6], to study limits
of quantities defined at null infinity to spatial infinity, one needs to rescale na to obtain a
set of “good” (non-vanishing) null directions at i0 and, in addition, conformally complete
H into a cylinder, denoted by C . The boundaries of C , denoted by N ±, correspond
to the space of (rescaled) null directions at i0 (see figure 1 for an illustration) that are
antipodally mapped onto each other by the reflection map (eq. (2.7)). To carry out this
rescaling of directions, in a neighborhood of i0 in M (from hereon in, we use M to denote
such a neighborhood unless otherwise specified), one defines

Na := 1
2Σna = 1

2Σ∇aΩ , (2.37)

where Σ, called the rescaling function, satisfies the properties listed below.

Definition 2.2 (Rescaling function Σ). We take Σ to be a function in M such that
(1) Σ−1 > 0 is smooth on M − i0

(2) Σ−1 is C>0 at i0 in both null and spatial directions,
(3) Σ−1|i0 = 0, lim

→i0
∇aΣ−1 6= 0 and

(4) Σ£nΣ−1 = 2 at i0 and on I

Note that Σ is not uniquely defined and the freedom in picking a Σ is detailed in
Remark 2.3 of [6]. Note also that Na is C>−1 at i0 and Na = lim

→i0
Na 6= 0 along both null

and spatial directions.

Since Σ−1|i0 = 0 and Σ−1 is C>0, there exists a function Σ(~η), which is C>−1 along
spatial directions, such that

Σ−1(~η) = lim
→i0

(Ω1/2Σ)−1 . (2.38)
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We also define a rescaled auxiliary normal La in M by

La := −∇aΣ−1 + 1
2N

a∇bΣ−1∇bΣ−1 − 1
2ΩΣLb∇a∇bΣ−1 , (2.39)

where
L
a := −∇aΣ−1 + 1

2N
a∇bΣ−1∇bΣ−1 . (2.40)

Our La, we note, is different from the expression for La (here denoted as La) in [6] where
the last term was absent.7 Note also that La is C>−1 at i0 and lim

→i0
La 6= 0 in both null and

spatial directions. Further, using eq. (2.37) and condition (4), we have

NaLa =̂ −1 , LaLa =̂ 0 . (2.41)

The pullback of La to I equals the pullback of −∇aΣ−1 and therefore La defines a rescaled
auxiliary normal to a foliation of I by a family of cross-sections SΣ with Σ−1 = constant.
It follows from Def. 2.2 and condition (6) that the limiting cross-section SΣ as Σ−1 → 0, is
diffeomorphic to N ±. The auxiliary normal to this foliation, la, satisfying eq. (2.25), is
obtained by

la := 1
2ΣLa , (2.42)

which we also take to define our choice of extension of la into M . In the foliation of SΣ
cross-sections, we have (using eqs. (2.37) and (2.41))

Na|I ≡ ∂Σ−1 , (2.43a)
na|I ≡ 2Σ−1∂Σ−1 . (2.43b)

We turn now to the conformal completion of H . Let Σ be the function induced on H by
Σ(~η) (defined in eq. (2.38)). Let (H̃ , h̃ab) be a conformal-completion of (H ,hab) with the
metric h̃ab := Σ2hab. Then there exists a diffeomorphism from H̃ onto C (see eq. B.16
of [11]) such that H is mapped onto C \N ± and Σ, as a function on C \N ±, extends
smoothly to the boundaries N ± where

Σ|N ± = 0 . (2.44)

Note that we will implicitly use this diffeomorphism to treat fields defined on H as fields
on C throughout this paper. Note also that the rescaled metric

q̃ab := Σ2qab , (2.45)

on SΣ is such that as Σ−1 → 0, lim
→i0

q̃ab( ~N) exists along null directions ~N and defines a
direction-dependent Riemannian metric q̃ab on the space of null directions N ±. Moreover,
this metric coincides with the metric induced on N ± by h̃ab on C , that is,

q̃ab = lim
→N ±

(h̃ab +DaΣDbΣ) . (2.46)

7Note that the expression for La in eq. 2.33 of [6] was erroneously written. The corrected version of
that expression is La = −habDbΣ−1 + ηa( 1

2 ΣhbcDbΣ−1DcΣ−1 − 1
2 Σ−1). However, since this correction

does not effect habL
b, it does not effect any of the conclusions in [6]. It can also be shown explicitly that

lim
→N ±

Σ−1habL
b = lim

→N ±
Σ−1habL

b and so the proof of matching of supertranslation charges in [6] goes
through unchanged with the choice of La made in this paper.
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Similarly, we have the rescaled area element

ε̃ab := Σ2εab , (2.47)

on the foliation SΣ. This induces an area element ε̃ab on N ± such that
ε̃ab = lim

→N ±
U cε̃cab = lim

→N ±
±Σ2 εab , (2.48)

where Ua := habL
b and ε̃abc := Σ3εabc is the volume element on C defined by the metric

h̃ab = Σ2hab. Note also that
lim
→N ±

Σ−1Ua = ± lim
→N ±

Σ−2ua 6= 0 . (2.49)

Null-regular spacetimes at i0: in [6], it was shown that the spacetimes in which the
supertranslations charges on I − and I + match in the limit to i0 are spacetimes with an
Ashtekar-Hansen structure (Def. 2.1) where

1. the rescaled quantity

Σ−3Ω−1Cabcdl
anblcnd is C>−1 in both null and spatial directions at i0 (2.50)

2. in the limit to i0 along each null generator of I

Nab = O(Σ−(1+ε)) , Rab = O(Σ−(1+ε)) as Σ−1 → 0 along I (2.51)

for the vector field la (defined by eqs. (2.39) and (2.42); see footnote 7 as well). Such
spacetimes are called null-regular at i0. It was also shown that these spacetimes satisfy the
property that Eab is even under the reflection isometry given in eq. (2.7). Further, it was
shown in [20] (in eq. 4.31 and the discussion around it) that in such spacetimes, one can use
logarithmic translations to set E to be reflection-even. This then removes the ambiguity
in the Ashtekar-Hansen structure referred to below Def. 2.1. Throughout this paper, we
will always work in these null-regular spacetimes. We will later supplement this with the
condition given in eq. (4.5) and additionally assume that eq. (5.9) is continuous at N ±.
Note that in our analysis, we do not require that the News tensor vanish in any open region
of I and therefore do not impose that our spacetimes be stationary (see pp. 53-54 of [25]
for a proof of the statement that if a spacetime is stationary in a neighborhood of some
portion of I , labeled ∆I , then Nab =̂ 0 on ∆I ).

Choice of conformal frame: one can use the conformal freedom Ω→ ωΩ discussed in
Remark 2.1 and the corresponding change in Φ, given in eq. (2.23), to go to a conformal
frame where Φ = 2 not just at i0 but in a neighborhood of i0. The appropriate ω can be
picked by solving the following ordinary differential equation £n lnω = 2ω − Φ (for some
initial Φ) in a neighborhood of i0. This was done, e.g. in [12, 29]. In what follows, we will
also work in a conformal frame where this is true and so all our subsequent calculations
will be performed assuming that we work on a portion of I that is in a neighborhood of i0

where Φ = 2. Since the asymptotic charges at both null and spatial infinity are conformally
invariant (see, e.g., [4, 20]), making this choice to prove matching of asymptotic charges
entails no loss of generality. Note also that after having picked this conformal frame, one
still has the residual conformal freedom given by Ω→ ωΩ where £nω =̂ 0. We will restrict
this freedom further in section 4.
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Choice of rescaling function: note that since asymptotic charges at both null and
spatial infinity are independent of the choice of rescaling function, we can use any choice of
rescaling function to study the matching of asymptotic charges. A particularly convenient
choice is one where the metric on cross-sections of I (in a neighborhood of i0) is qab =̂ Σ−2sab
where sab is (a constant multiple of) the unit round sphere metric. This choice can always
be made when Φ = 2 (see e.g., appendix. B of [6]) and in the rest of our analysis we will
work with this choice.

Choice of foliation: as in [6], in the rest of this paper, we will work in a context where
I is foliated by Σ−1 = constant cross-sections, SΣ . This implies that

DaΣ−1 =̂ 0 , (2.52)

on any cross-section of the foliation. It was shown in [6] that this choice can be made in
any conformal frame and that using eq. (2.52), this implies that τa =̂ 0 (see eq. 2.31 and
footnote 5 of [6]). Therefore, τa =̂ 0 in the rest of our analysis.

Limits of integrals to I and H : in this paper, we will need to consider limits of
certain integrated quantities to cross-sections of I and H (see section 5). In these cases,
the limits to cross-sections of I will be taken along a sequence of null hypersurfaces, that
exists in a neighborhood of i0 in the unphysical spacetime. Each of these null surfaces
is foliated by constant Ω spheres S ′, that limit to cross-sections SΣ of I . These null
surfaces are taken to be generated by an affine, null vector field, denoted by Ka (defined in
eq. (5.14)). This vector field is such that lim

→i0
Ω1/2Ka is direction-dependent. Moreover, we

require that the null normal Ka be such that lim
→i0

Ka is direction-dependent. Note that this
difference in scaling between the null generator and null normal uses the fact that on a null
surface they can be scaled arbitrarily with respect to each other. The limit to cross-sections
of H is taken along spacelike hypersurfaces that go to spatial infinity. These surfaces are
foliated by spheres, S ′, that limit to cross-sections of H .

This completes our review of the construction needed for the calculations in this paper.

3 Asymptotic symmetries at spatial infinity

3.1 Behaviour of the BMS symmetries at i0

In this section, we derive the behavior of BMS symmetries in the limit to N ± along I ±.
We start by giving a brief review of BMS symmetries (see, e.g., [4] for a more detailed
discussion).

BMS symmetries at null infinity are defined by diffeomorphisms that preserve the
universal structure at I (that is, the structure common to all physical spacetimes that
satisfy Def. 2.1). This universal structure is given by the equivalence class [na, qab] with
(na, qab) ∼ (ω−1na, ω2qab), where ω is a positive function which is smooth on M − i0, C>0 at
i0 and satisfies ω|i0 = 1. The diffeomorphisms on I which preserve this universal structure
are generated by vector fields ξa, in the physical spacetime, which extend smoothly to I ,
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are tangent to I and satisfy

£ξn
a =̂ −α(ξ)n

a , £ξqab =̂ 2α(ξ)qab , (3.1)

for some function α(ξ) which depends on ξa, is smooth on I , C>0 in spatial directions at
i0 and satisfies α(ξ)|i0 = 0 (which follows from the fact that ω|i0 = 1 ).

Since ξa is tangent to I , we can write

ξa =̂ βna + qabX
b , (3.2)

where β := f − laXa. eq. (3.1) then gives8

(£n − 4) qbaXb =̂ 0 , (3.3a)(
qa
cqb

d − 1
2qabq

cd
)

D(c q
e
d)Xe =̂ 0 , (3.3b)

α(ξ) =̂ £nβ =̂ 2β + 1
2Da(qabXa) , (3.3c)

=⇒ (£n − 2)β =̂ 1
2Da(qabXa) .

BMS symmetries on I are parametrized by (f,Xa) that satisfy these conditions. It can
be shown (see, e.g. [4, 25, 30]) that symmetries of the form (f,Xa = 0) form an infinite
dimensional subalgebra, s, which is a Lie ideal of the BMS algebra, b. These symmetries are
called BMS supertranslations and they satisfy (£n − 2)f =̂ 0 (which follows from eq. (3.3c)
with Xa = 0). Further, one can see from eq. (3.3b) that qabXb satisfies the conformal Killing
equation on cross-sections of I and since these cross-sections are diffeomorphic to S2, it
follows that qabXb are elements of the Lorentz algebra, so(1, 3). One can show that the
Lie bracket of a BMS supertranslation and a Lorentz symmetry is a BMS supertranslation
and therefore, the Lorentz algebra forms a quotient subalgebra of b. The structure of b is
therefore that of a semidirect sum,

b ∼= so(1, 3) n s . (3.4)

Finally, there is 4-dimensional Lie ideal, t, of s which corresponds to BMS translations.
These are BMS supertranslations which satisfy

STF DaDbf =̂ 0 . (3.5)

Next, we study the behavior of ξa in the limit to N ± along I by solving eqs. (3.3a)
to (3.3c) in a coordinate system adapted to I that is well defined in a neighborhood of i0

(constructed in appendix. B of [11]). In these coordinates, qab =̂ Σ−2sab where sab is the
unit round sphere metric, given in stereographic coordinates by (eq. (A.2a))

sAB ≡ 2P−2dzdz , (3.6)
8Recall that we have specialized here to Φ = 2 and τa =̂ 0. The corresponding expressions in arbitrary

conformal frames and arbitrary foliations of I may be found in appendix. A of [4].
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where P := 1+zz√
2 . Written in these coordinates,

qabX
b =̂ PX∂z + PX∂z . (3.7)

Here X $ s = −1 which is determined by the fact that qabXb is invariant under spin
transformations (see eq. (A.5) for the definition of spin transformations). Using the
definition of ð in eq. (A.6), eq. (3.3b), written in stereographic coordinates, is the same as

ðX =̂ 0 , (3.8)

which, in terms of spherical harmonics on the unit-sphere, implies that X is ` = 1. Note
also that,

Da(qabXb) =̂ (ðX + ðX) . (3.9)

With na =̂ 2Σ−1∂Σ−1 (eq. (2.43b)), eqs. (3.3a) and (3.3c) lead to

2Σ−1∂Σ−1(Σ−2X)− 4(Σ−2X) =̂ 0 , 2Σ−1∂Σ−1β − 2β =̂ 1
2Da(qabXb) . (3.10)

The first equation above implies that X is constant in Σ−1 and therefore has a well defined
limit as Σ−1 → 0. It then follows from eq. (3.9) that Da(qabXb) is also constant in Σ−1.
Further, the solution to the second equation above gives

β =̂ Σ−1β0 −
1
4Da(qabXb) , (3.11)

where β0 is a constant in Σ−1. Using α(ξ) =̂ £nβ, we then obtain

α(ξ) =̂ 2Σ−1β0 . (3.12)

Recall that a BMS supertranslation is given by ξa|Xa=0 evaluated on I and we see that
in this case, Σβ(Xa = 0) = Σf = β0 has a non-vanishing limit to N ±. As already shown
above, qabXb has a limit as Σ−1 → 0 and we see therefore that a BMS symmetry on N ± is
given by (Σf, qabXb) where qabXb is a conformal Killing vector field tangent to N ±.

3.2 Spi symmetries on the space of null directions N ±

In this section, we will study some properties of the asymptotic symmetries at spatial
infinity, called spi symmetries, that we will need in our analysis.

Spi symmetries correspond to diffeomorphisms that preserve the universal structure
at spatial infinity. The consequences of this were discussed in section 6 of [20] where it
was shown that this implies that the generators of these diffeomorphisms, ξa, are such
that lim

→i0
Ω−1/2ξa is direction-dependent and ξa satisfies £ξgab = 4Ω−1/2ξcηcgab on H . Spi

symmetries are parametrized on H by (f ,Xa) where

Xa := lim
→i0

Ω−1/2ξa , f := lim
→i0

Ω−1ξaηa , (3.13)

where f is a smooth function on H which parameterizes spi supertranslations. The action
of a spi supertranslation on the asymptotic fields on H is that of a linearized conformal
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transformation with α = −2f (where α was defined in Remark 2.1). Further, Xa satisfies
ηaX

a = D(aXb) = 0 on H which implies that Xa is an element of the Lorentz algebra,
so(1, 3). These symmetries comprise the spi algebra which is very similar in its structure
to the BMS algebra in that, spi ∼= so(1, 3) n s; that is, it is given by the semi-direct sum
of spi-supertranslations, s, (which form an infinite dimensional Lie ideal of spi) with the
Lorentz algebra which like in BMS algebra forms a quotient subalgebra of spi. Finally, the
spi algebra also has a 4-dimensional subalgebra t of spi translations which forms a Lie ideal
of t. These are given by the spi-supertranslations f which satisfy the additional condition

DaDbf + habf = 0 . (3.14)

The limiting behavior of spi supertranslations to N ± was studied in [6] where it was shown
that for spi-supertranslations that match onto BMS-supertranslations at null infinity in the
limit to spatial infinity, F := Σf has a limit to N ±. Since only these spi supertranslations
are relevant for the matching problem we are studying here, we restrict our attention only
to them. In this paper, we will also need some properties of Xa, including its limiting
behavior to N ±. We turn to deriving that next.

Lorentz symmetries on H : to study the limiting behaviour of Xa, we explicitly solve
D(aXb) = 0 and analyze the behavior of the solutions to this equation in the limit to N ±.
We use coordinates (α, z, z) on H (see appendix. B of [6] for details), in which the metric
on H , hab, has the following form

hab ≡ −
1

(1− α2)2dα
2 + 1

1− α2 sABdθ
AdθB . (3.15)

Here θA = (z, z) and sAB = 2P−2dzdz. Note also that here α is related to τ used in eq. (2.6)
by α := tanh τ , −1 ≤ α ≤ 1 and α→ ±1 corresponds to the limits to N ±.

The vector field Xa can be written as

Xa = Z∂α + (PX)∂z + (PX)∂z , (3.16)

where
Z $ s = 0 , X $ s = −1 . (3.17)

As before, the spin weights are determined by the fact that Xa is invariant under spin
transformations. Note also that Z is a real function while X is complex on H . In these
coordinates, the components of the equation D(aXb) = 0 are given by

0 = (1− α2)∂αZ + 2αZ , (3.18a)
0 = (1− α2)∂αX − ðZ , (3.18b)
0 = ðX , (3.18c)
0 = (1− α2)(ðX + ðX) + 2αZ , (3.18d)

where the operators ð and ð are defined in eq. (A.6). Note that eq. (3.18c) is the same
equation that we encountered for X in section 3.1 which, in terms of spherical harmonics
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on the unit-sphere means that X is ` = 1 (or, stated in a conformally invariant way, that
XA is a conformal Killing vector field). Using this, eq. (3.18b) implies that Z is also ` = 1.
As a result, the solution to eq. (3.18a) is given by

Z = (1− α2)
m=1∑
m=−1

KmY
s=0
`=1,m , (3.19)

where Km labels three complex constants. Using eq. (A.10a), the fact that Z is real relates
these constants through

K0 ∈ R , K−1 = −K1 , (3.20)

leaving us with three independent real constants. Similarly, using

X =
m=1∑
m=−1

Xm(α)Y s=−1
`=1,m , (3.21)

we see that eq. (3.18b) becomes

0 = ∂αXm(α)−Km , (3.22)

and so we have
Xm(α) = Rm + αKm . (3.23)

Moreover, eq. (3.18d) implies that

Rm = (−)m+1R−m . (3.24)

As a result, Rm also labels three real constants (with m = −1, 0, 1). We then see that
Km and Rm each represent three real numbers. They parametrize boosts and rotations
respectively which can be seen by noting the fact that the divergence of XA on a cross-
section of H , which is given by ðX + ðX, is zero when Km = 0 ∀m and only non-zero
when ∃m : Km 6= 0.

The expression for the Lorentz charge on H depends on ?Xa (see eq. (5.5)), which is
defined by ?Xa := 1

2ε
abcDbXc. The properties of ?Xa were discussed in appendix. B of [20].

In particular, it was shown that it satisfies

D(a
?Xb) = 0 , (3.25)

and therefore, ?Xa also represents a Lorentz symmetry on H .
To study the behavior of ?Xa in the limit to N ±, we start with

?Xa = (?Z)∂α + P (?X)∂z + P (?X)∂z . (3.26)

Evaluating this explicitly and rewriting the resulting expression using ð and ð, we obtain9

?Z = − i2(1− α2)(ðX − ðX) ,

?X = i

2
[
ðZ + (1− α2)∂αX + 2αX

]
= i

(
ðZ + αX

)
,

(3.27)

9In our conventions, the volume form on H in (α, z, z) coordinates is given by εabc ≡ 2i
(1+zz)2(1−α2)2 dα∧

dz ∧ dz.
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where the last equality uses eq. (3.18b). Then, using the expressions for Z and X obtained
above as well as eqs. (3.20) and (3.24), we obtain

?Z = (1− α2)
m=1∑
m=−1

iRmY
s=0
`=1,m ,

?X =
m=1∑
m=−1

i(Km + αRm)Y s=−1
`=1,m . (3.28)

We therefore see that this “dual” transformation, Xa → ?Xa, effectively interchanges Km

and Rm i.e. boosts and rotations. Note also that in the limit α→ ±1, ?Z → 0 and one can
check by explicitly evaluating the Hodge dual in (z, z) coordinates that

?Xa|N ± = −?Xa|N ± , (3.29)

where ?Xa := ε̃b
aXb.

We now study the transformation of Xa under the reflection map (α, θA)→ (−α,−θA).
Note that Km and Rm are reflection-even since they are constants. From the transformation
under the parity operation of the spin weighted spherical harmonics (eq. (A.10b)), we can
conclude that

Z(−α,−θA) = −Z(α, θA) , (3.30)

as well as

X(−α,−θA) =
m=1∑
m=−1

[
Rm − αKm

]
Y s=−1
`=1,m(−θA)

=
m=1∑
m=−1

[
(−)m+1R−m − α(−)mK−m

]
(−)m−1Y s=1

`=1,−m(−θA)

= e2iφ
m=1∑
m=−1

[Rm + αKm]Y s=−1
`=1,m(θA) = e2iφX(α, θA) ,

(3.31)

where e2iφ = z/z. Similarly, X(−α,−θA) = e−2iφX(α, θA). Using the fact that under
antipodal map (θa → −θa : z → −1/z)

P∂z → e−2iφP∂z ,

P∂z → e2iφP∂z , (3.32)

we find that Xa →Xa under the reflection map and Xa is hence even under this map. It
is straightforward to show that in the same way, ?Xa is also even under the reflection map.

Recall from eq. (3.19) that Z|N ± = 0 and therefore Xa becomes tangent to N ± in
the limit. Thus, on N ± a spi symmetry is given by (F±,Xa) where F = Σf and Xa is a
conformal Killing vector field tangent to N ±.

4 Fixing the supertranslation freedom at i0

Our goal now is to show the matching of Lorentz charges at past and future null infinity in
the limit to spatial infinity. We will show that this matching follows from requiring the
continuity, at N ±, of a quantity constructed from the Weyl tensor and a vector field in
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spacetime that limits to a BMS symmetry on I with its BMS supertranslation part being
zero and a spi symmetry on H with its spi supertranslation part being zero. This will
define for us our notion of a “pure” Lorentz symmetry. Recall from the discussion of the
asymptotic symmetry algebras in section 3.1 and section 3.2 that the Lorentz algebra forms
quotient subalgebras of bms and spi and therefore Lorentz symmetries are only defined
as equivalence classes of symmetries that are related by supertranslations. Therefore, the
notion of a “pure” Lorentz symmetry only makes sense when the supertranslation freedom is
fixed. We will show below that restricting the conformal freedom in spatial directions near
spatial infinity restricts the allowed spi supertranslations. This will then be used to restrict
the allowed BMS supertranslations by requiring the continuity of a quantity constructed
from Sab (defined in eq. (2.9)) in the limit to spatial infinity along both null and spatial
directions.

The Ashtekar-Hansen gauge: recall from section 2 that we picked a conformal frame
in a neighborhood of i0 where Φ = 2. This choice fixes the dependence of ω on the
null generators of I near i0. However, it does not restrict lim

→i0
α = α (defined below

eq. (2.20)). One can use this freedom to do a conformal transformation such that Kab →
Kab − 2(DaDbα+ habα) = 0, as discussed in detail in Remark 6.3 of [20]. This is what
we refer to as the “Ashtekar-Hansen gauge” since this choice was first made in [16]. Note
that this does not exhaust the freedom in the choice of α. In particular, it leaves “un-fixed”
the spi supertranslations that satisfy DaDbf + habf = 0 which precisely correspond to spi
translations (see eq. (3.14)). We will return to these at the end of this section.

We now show that the condition Kab = 0 can be used to restrict the supertranslation
freedom at null infinity. Consider the quantity Σ−1Sabm

amb in a neighborhood of i0 in the
(unphysical) spacetime. We take its limits to N ± along both null and spatial directions and
require that this quantity be continuous on N ±. We take these limits along the null and
spacelike hypersurfaces described in section 2. Here, ma along with its complex conjugate
ma, forms an orthonormal basis on cross-sections of the surfaces described in section 2
such that mam

a = mam
a = 0, mam

a = 1 and q′ab, the metric on cross-sections, S′, of the
surfaces described in section 2, is such that q′ab = 2m(amb). Note also that this metric limits
to the intrinsic metric on cross-sections of I and H . On I , we have

Σ−1Sabm
amb = ΣSabm̃am̃b , (4.1)

where m̃a satisfies m̃a = Σ−1ma and is such that q̃ab = 2m̃(am̃b). Recall that q̃ab is the
rescaled metric that limits, along I (eq. (2.45)), to a direction-dependent metric q̃ab on
N ±. Next, note that in the limit to i0 along spatial directions, we have

lim
→i0

Σ−1Sabm
amb = Σ−1Sabm

amb = ΣKabm̃
am̃b = Σ STFKab . (4.2)

Here, the direction-dependent limit of ma to i0 has been denoted by ma. Further, m̃a is
such that m̃a = Σ−1ma and q̃ab = 2m̃(am̃b). Note also that the third equality in eq. (4.2)
follows from STFKab = STFSab (which follows from eq. (2.15)). We then see that when
Kab = 0, assuming continuity of Σ−1Sabm

amb at N ± implies that in the limit to N ±

– 19 –



J
H
E
P
0
8
(
2
0
2
2
)
0
2
9

along I , we have

lim
→N ±

ΣSabm̃am̃b = 0 =⇒ lim
→N ±

STF(ΣSab) = 0 , (4.3)

which, using

Nab =̂ STFSab − 2Φσab , (4.4)

(which follows from eq. (2.35) with τa =̂ 0) and the fact that Nab = O(Σ−(1+ε)) as Σ−1 → 0
along I (see section 2), implies

lim
→N ±

Σσab = 0 . (4.5)

Requiring this fall-off on σab reduces the supertranslation freedom at null infinity to
translations since general supertranslations (that are not translations) do not preserve this
fall-off.

Although we have now fixed the supertranslation freedom at both null and spatial
infinity, to unambiguously define a notion of “pure” Lorentz symmetry, we still have to
contend with the translation freedom. To fix that, we proceed as follows. We consider
a vector field, ξa, that limits to a BMS symmetry at I and a spi symmetry on H . We
require that lim

→i0
Σα(ξ) = lim

→i0
Ω−1Σ ξa∇aΩ vanishes along both null and spatial directions.

In the latter limit, this implies lim
→i0

Ω−1Σ ξaηa = 0 which means Σf = 0 ⇒ f = 0 on
H . Therefore, this condition sets the translations that were left unfixed in going to the
Ashtekar-Hansen gauge to zero and lim

→i0
Ω−1/2ξa, subject to these conditions, gives us our

notion of a “pure” Lorentz symmetry on H . To see what lim
→i0

Σα(ξ) = 0 taken along I

implies, recall from eq. (3.12) that Σα(ξ) = Σ£nβ = 2β0. Since β0 is independent of Σ−1,
requiring lim

→i0
Σα(ξ) = 0 along I implies that it vanishes everywhere (in the neighborhood

of i0 on I where we have set Φ = 2). This gives us our notion of a “pure” Lorentz
symmetry on I . Note that since we have only specified the asymptotic behavior of “pure”
Lorentz symmetries, we are free to extend them into the spacetime in any way. Denoting
“pure” Lorentz symmetries on I by Xa, we pick this extension to be one which satisfies
Σ−2Ka∇aXb =̂ 0 where Ka is defined by eq. (5.14) and is the (affine) generator of null
surfaces along which we will consider limits to I (discussed in section 2). This will turn
out to simplify some of our later calculations.

Having clarified what we mean by “pure” Lorentz, we will refer to these simply as
Lorentz symmetries henceforth and to the associated charges as Lorentz charges.

Remark 4.1 (Matching of Lorentz symmetries). It follows from the analysis in section 3.1
and 3.2 that the Lorentz symmetries as defined above correspond to conformal killing vector
fields on N ± in the limits along I ± as well as C . There is therefore an isomorphism
between Lorentz symmetries at null and spatial infinity in this limit. Moreover, since, as
shown in section 3.2, Xa is even under the reflection map on H which maps N − to N +,
we see that in the limit to spatial infinity, Lorentz symmetries at past and future null
infinity match each other up to antipodal reflection.
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To recap, the fall-offs along I that we will assume to hold are (for some small ε > 0)

Nab = O
(
Σ−(1+ε)

)
, Rab = O

(
Σ−(1+ε)

)
σab = O(Σ−(1+ε)) , as Σ−1 → 0 along I . (4.6)

where the first two were part of the definition of null-regular spacetimes (section 2) and the
fall-off of σab follows from eq. (4.5). These fall-offs imply certain conditions on the behavior
of P∗ in the limit Σ−1 → 0 along I which we turn to deriving next.

Fall-off of P∗: in our foliation of I , P∗ (defined in eq. (2.32)) can be related to the
shear and News tensors through [31]

P∗ =̂ εab
[
DaDcσb

c − 1
2Nacσb

c
]
. (4.7)

Let us consider its behavior as Σ−1 → 0. Using eq. (4.6), we see that

εabDaDcσb
c = O(Σ−(−3+ε)) , (4.8a)

εabNacσb
c = O(Σ−(−2+2ε)) . (4.8b)

Note also that since σab is a symmetric and trace-free tensor, in terms of spherical harmonics
on the unit-sphere, it is supported only on ` ≥ 2 tensor harmonics. Since Xbqab comprises
purely ` = 1 vector spherical harmonics (as shown in section 3.1), as a consequence of
the orthogonality of spherical harmonics, the first term in P∗ drops out when integrated
against Xbqab on a unit-sphere. Using this, we obtain that

∫
SΣ
ε̃2Σ−2Xbqab DaP∗ =

−1
2
∫
SΣ
ε̃2Σ−2Xbqab ε

deDa(Ndcσe
c), where ε̃2 is the unit area element and where we have

implicitly used the fact that SΣ are Σ = constant cross-sections and therefore factors of
Σ−1 can be pulled outside the integral over SΣ. This goes to 0 as Σ−1 → 0 because of
eq. (4.8b) and the fact that Xbqab has a finite limit as Σ−1 → 0, as shown in section 3.1.
Hence, we have

lim
Σ−1→0

∫
SΣ
ε̃2Σ−2Xbqab DaP∗ = 0 . (4.9)

The same argument also shows that

lim
Σ−1→0

∫
SΣ
ε̃2Σ−2Xbεab DaP∗ = 0 . (4.10)

One can contrast this with our assumed fall-off for P which can be deduced from eq. (2.50)
using eq. (2.32b) and is that the limit lim

Σ−1→0
Σ−3P exists.

5 Matching the Lorentz charges

In this section, we consider limits of the Lorentz charges along I ± and C to N ±. A priori,
the limits to N ± along I ± and C are completely independent. However, we will show that
there is a tensorial quantity in spacetime that reduces to the limiting expressions for these
charges in each of these limits. Therefore, if we assume that the aforementioned quantity
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is continuous at N ±, the Lorentz charges at null and spatial infinity match in the limit
to N ±. We will then discuss how this leads to the matching of Lorentz charges between
past and future null infinity. Comments on the validity of our continuity assumption are
deferred to the next section.

Consider first the charges at null infinity. In our chosen foliation, the expression for the
charge associated with a BMS symmetry, ξa, on a finite cross-section, SΣ, of I + is given
by [4]

Q[ξa;SΣ] =̂ − 1
8π

∫
SΣ
ε2

[
β

(
P + 1

2σ
abNab

)
+ qabX

bJa + qabX
bσabDcσ

bc (5.1)

− 1
4σabσ

abDc(qcdXd)
]
,

where the Weyl tensor components appearing in the expression above were defined in
eq. (2.32), σab was defined in eq. (2.29), Nab was defined in eq. (2.34) while β and Xa

parametrize ξa as in eq. (3.2). We now consider its behavior in the limit Σ−1 → 0. First,
solving the evolution equations for P and Ja given in eq. (2.33) using τa =̂ 0, na =̂ 2Σ−1∂Σ−1 ,
Φ = 2, the fall-offs given in eq. (4.6) as well as eqs. (2.36b), (2.47), (4.7) and (4.10), we
find that

lim
Σ−1→0

∫
SΣ
ε̃2Σ−2Xbqab

(
Ja + 1

4DaP
)
is finite , (5.2)

where ε̃2 denotes the unit area element and we have dropped terms that integrate to zero
because of the orthogonality of spherical harmonics. We then take the limit Σ−1 → 0 of
eq. (5.1) using eq. (4.6). For a Lorentz symmetry (that is, where β0 = 0), we see, using
eqs. (3.11) and (5.2), that in the limit to N +, the charge becomes

Q[Xa; N +] =̂ − 1
8π

∫
N +

ε̃2Σ−2Xbqab

(
Ja + 1

4DaP
)
. (5.3)

It can be shown by similarly taking limits to N − along I − that the charge associated
with a Lorentz symmetry on N − is given by

Q[Xa; N −] =̂ − 1
8π

∫
N −

ε̃2Σ−2Xbqab

(
Ja + 1

4DaP
)
. (5.4)

We now turn to the charges at spatial infinity. The charge associated with a Lorentz
symmetry, Xa, in Ashtekar-Hansen gauge on a cross-section S of H , is given by [16, 20]

Q[Xa,S] = − 1
8π

∫
S
ε2u

aβab
?Xb , (5.5)

where recall that ua is the future-directed timelike normal on S and ?Xb was defined in
eq. (3.26). It follows from eq. (2.19a) and eq. (3.25) that this charge is conserved on H .
This implies that βab has a definite behavior under the reflection map defined in eq. (2.7),
which can be deduced as follows. Consider two cross-sections S1 and S2 of H such that
Υ ◦ S1 = S2 where Υ◦ denotes the action of the reflection map. Then, charge conservation

– 22 –



J
H
E
P
0
8
(
2
0
2
2
)
0
2
9

implies that

0 =
∫
S2
ε2u

aβab
?Xb −

∫
S1
ε2u

aβab
?Xb =

∫
S2

[
ε2u

aβab
?Xb −Υ ◦ (ε2u

aβab
?Xb)

]
,

=
∫
S2

[
ε2u

aβab
?Xb + ε2u

aΥ ◦ (βab?Xb)
]
, (5.6)

where in the last equality, we have used the fact that Υ ◦ (ε2u
a) = −ε2u

a. This follows
because Υ ◦ ε2 = −ε2 and because ua is future-directed on both S1 and S2 and therefore
does not get acted on by the reflection map. Moreover, since ?Xa is even under the reflection
map on H (as shown in section 3.2), it follows that the charge only receives contribution
from reflection-odd solutions of βab. Using this as motivation, in the rest of this paper we
will restrict our attention to only reflection-odd solutions for βab (derived in appendix B).10

Since we have specialized to spacetimes where Eab is reflection-even as remarked in section 2,
it follows from eq. (2.19b) and the fact that the reflection map preserves the volume form
on H that the reflection-odd solutions for βab satisfy the equation

(D2 − 2)βab = 0 . (5.7)

In fact, one can show by solving for the reflection-even solutions to this equation in the same
way as for the reflection-odd solutions in appendix B that the ` = 1 reflection-even solution
diverges in the limits to N ± and therefore for these solutions the Lorentz charge diverges
in these limits as well. While we have not shown it explicitly, we expect this property
to remain true even for the reflection-even solutions to eq. (2.19b). Since these solutions
are clearly pathological, this serves as further motivation for discarding the reflection-even
solutions for βab.

As shown in appendix B and section 3.2, reflection-odd solutions for βab and ?Xa have
a finite limit to N ±. Using this and eqs. (2.48) and (2.49), we see that the limit of the
charge in eq. (5.5) to N ± is non-vanishing and is given by

Q[Xa,N ±] = − 1
8π

∫
N ±

ε̃2Σ−1Uaβab
?Xb = 1

8π

∫
N ±

ε̃2Σ−1Uaβabε̃c
bXc (5.8)

where the last equality uses eq. (3.29).
Let us now consider the following quantity in a neighborhood of i0 in the unphysical

spacetime,
− 1

8π

∫
S′
ε̃2 Ω−1/2Σ−1 ∗ Cacbd Ua(∇cΩ

1/2)(∇dΩ1/2)(Ω−1/2Xb) , (5.9)

where, as before, ε̃2 is the unit area element, La was defined in eq. (2.39) and Ua is a C>−1

vector field at i0, is defined as

Ua = La −Na
(
− Ω−1Σ−2 + 1

2∇bΣ
−1∇bΣ−1

)
, (5.10)

whose limit to H satisfies Ua = habL
b . Further, Xa is such that Ω−1/2Xa limits to a

Lorentz symmetry on H and Xa limits to a Lorentz symmetry on I . We now explore how
this quantity behaves in the limit to N ± along C and along I ±.

10This condition on βab is satisfied in the Kerr-Newman family of spacetimes; see, e.g., appendix. C
of [16].
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5.1 Limit to N ± along C

Consider first the limit of eq. (5.9) to cross-sections of H along the sequence of spacelike
hypersurfaces described in section 2. Using lim

→i0
Ω−1/2Xa = Xa in addition to eq. (2.1) and

eq. (2.38), we see that in the limit to H , eq. (5.9) becomes

− 1
8π

∫
S
ε̃2Σ−1 ∗Cacbdη

cηdUaXb , (5.11)

where S is a cross-section of H . Using eq. (2.18), we obtain

lim
→N ±

−1
8π

∫
S
ε̃2 Σ−1 ∗Cacbdη

cηdUaXb = − 1
8π

∫
N ±

ε̃2Σ−1UaβabX
b , (5.12)

This, from eq. (5.8), corresponds to the Lorentz charge, on N ±, for any Lorentz symmetry
given by ε̃baXb.

5.2 Limit to N ± along I±

Consider now the limit of eq. (5.9) to N + along I +.11 Throughout this calculation, we
will often implicitly use eq. (2.32), the symmetries of the Weyl tensor and the fact that
under the replacement Cabcd → ∗Cabcd, the expressions for the Weyl tensor components in
eq. (2.32) change as follows

P → P∗ , Sa → Sb εba , Ja → Jb εab , Rab → Rac εcb . (5.13)

As described in section 2, we will take the limit to cross-sections SΣ of I + along a sequence
of null hypersurfaces, that exist in a neighborhood of i0, that intersect these cross-sections.
We will then take the limit Σ−1 → 0 along I + which will define for us the limit of our
expression to N +. We define

Ka := la − Ωαa , (5.14)

whereKa is the affine null generator of the aforementioned null surfaces. Here, αa =̂ −lb∇bla.
As indicated, this expression only fixes αa at I + and its expression away from I + is
chosen to ensure that Ka∇aKb = KaKa = 0 all along the null surfaces. Converting the
integrand in eq. (5.9) into quantities defined on I + using eqs. (2.37), (2.42) and (5.10)
(and relabeling the indices for later convenience), we get

Ω−1/2Σ−1 ∗ Cacbd Ua(∇cΩ
1/2)(∇dΩ1/2)(Ω−1/2Xb) = Ω−2Σ−2

2 ∗ Cbcde nd nb lcXe . (5.15)

Using αa =̂ −lb∇bla, it follows that

Ka na = −1 +O(Ω2) . (5.16)

11The reader who wishes to skip the details of this somewhat involved calculation may jump directly to
eq. (5.38) where the final expression is given.
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We can then write

lim
S′→SΣ

1
2

∫
S′
ε̃2 Ω−2 Σ−2 ∗ Cbcde nd nblcXe

= lim
S′→SΣ

1
2

∫
S′
ε̃2 ΩKa∇a(Σ−2 Ω−2 ∗ Cbcde nd nb lcXe)

− lim
S′→SΣ

1
2

∫
S′
ε̃2K

a∇a(Ω−1 Σ−2 ∗ Cbcde nd nb lcXe) . (5.17)

Consider the first term on the right hand side of eq. (5.17). This can be written as

lim
S′→SΣ

1
2

∫
S′
ε̃2 ΩKa∇a(Σ−2 Ω−2 ∗ Cbcde nd nb lcXe)

= lim
S′→SΣ

Ω
2

∫
S′
ε̃2K

a∇a(Σ−2 Ω−2 ∗ Cbcde nd nb lcXe)

= lim
Ω→0

Ω d

dΩ

(∫
S′

ε̃2
2 Σ−2Ω−1Sa εabXb

)
− lim
S′→SΣ

1
2

∫
S′
ε̃2 Σ−2 ϑ(Ka)Sc εcbXb , (5.18)

where in the first equality, we used the fact that S′ denote Ω = constant cross-sections to
move Ω outside the integral and in the second and third equalities, we used eq. (5.13) and
eq. 2.23 of [32], which, translated into our notation, states that12

d

dΩ

∫
S′
ε̃2B =

∫
S′
ε̃2
[
(Ka∇aB + ϑ(Ka)B)(−nbKb)−1] , (5.19)

for some scalar B that has a finite integral over cross-sections S′ as S′ → SΣ. Additionally,
we have used eq. (5.16), along with the fact that the limit S′ → SΣ coincides with Ω→ 0.
Note that the expression in the round brackets in the first term in eq. (5.18) is finite on
I + for the following reason. Since Sa =̂ 1

2DbNab (eq. (2.36b)), using eq. (2.52), up to a
total derivative term that would drop out upon integrating over SΣ, ε̃2Σ−2Sa εabXb =
− ε̃2 Σ−2

2 Nab DaεbcX
c. Since εabXb is a conformal killing vector on SΣ (as shown section 3.1),

this vanishes upon contraction with Nab since Nab is a symmetric traceless tensor. As a
result,

∫
S′ ε̃2Σ−2Sa εabXb is O(Ω) and hence

lim
Ω→0

Ω d

dΩ

(∫
S′

ε̃2
2 Σ−2Ω−1Sa εabXb

)
= 0 . (5.20)

As a result, we have

lim
S′→SΣ

1
2

∫
S′
ε̃2 Ω−2 Σ−2 ∗ Cbcde nd nblcXe

= lim
S′→SΣ

−1
2

∫
S′
ε̃2 Σ−2 ϑ(Ka)Sc εcbXb

− lim
S′→SΣ

1
2

∫
S′
ε̃2K

a∇a(Ω−1 Σ−2 ∗ Cbcde nd nb lcXe) . (5.21)

12Note that the definition of expansion used in this paper (eq. (2.30)) is twice the definition in eq. 2.25
of [32].
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Using Σ−2Ka∇aXb =̂ 0 (recall the discussion at the end of section 4), the second term on
the right hand side above becomes

lim
S′→SΣ

−1
2

∫
S′
ε̃2X

eKa∇a(Ω−1 Σ−2 ∗ Cbcde nd nb lc) . (5.22)

Since Xe is tangent to I +, we write it as Xe = −nelbXb + qebX
b +O(Ω), where

qeb = δeb + nelb + nbl
e . (5.23)

Then eq. (5.22) becomes

lim
S′→SΣ

−1
2

∫
S′
ε̃2 (−nelfXf + qefX

f )Ka∇a(Ω−1 Σ−2 ∗ Cbcde nd nb lc)

= lim
S′→SΣ

−1
2

∫
S′
ε̃2 Ω−1 Σ−2 ∗ Cbcde nd nb lc

[
lfX

fKa∇ane −Xf Ka∇aqef
]

− lim
S′→SΣ

1
2

∫
S′
ε̃2X

f Ka∇a(Ω−1 Σ−2 ∗ Cbcde nd nb lc qef ) . (5.24)

Using ∇anb =̂ 2gab (from eq. (2.24), adapted to Φ = 2) and eq. (5.23), the right hand side
can be expanded out and written as

lim
S′→SΣ

∫
S′
ε̃2 Ω−1 Σ−2 ∗ Cbcde nd nb lc leKfX

f

− lim
S′→SΣ

1
2

∫
S′
ε̃2X

f Ka∇a(Ω−1 Σ−2 ∗ Cbcde nd nb lc qef ) , (5.25)

where in simplifying this expression, we used Xana =̂ 0. Note that since Ka =̂ la and
laX

a =̂ 1
4Da(qabXb) (from eqs. (3.2) and (3.11)), the first term above becomes

1
4

∫
SΣ
ε̃2 Σ−2 P∗Da(qabXb) = −1

4

∫
SΣ
ε̃2 Σ−2 qabX

b DaP∗ , (5.26)

where, because the integrand of this term is finite on I +, we took the limit and evaluated
it directly on SΣ and in the last step we did an integration by parts. Note that as we take
Σ−1 → 0 on I +, this term will go to zero from eq. (4.9). As a result, we can discard this
term. Turn now to the second term in eq. (5.25)

lim
S′→SΣ

−1
2

∫
S′
ε̃2X

f Ka∇a(Ω−1 Σ−2 ∗ Cbcde nd nb lc qef )

= lim
S′→SΣ

−1
2

∫
S′
ε̃2X

f Ka∇a(Ω−1 Σ−2 ∗ Cbcde ldncneqbf ) , (5.27)

where we have simply relabeled the indices for later convenience. To evaluate this term,
consider the Bianchi identity for the Hodge dual of the Weyl tensor.

∇[a(Ω−1 ∗ Cbc]de) = 0 , (5.28)

which can be rewritten as

∇a(Ω−1 Σ−2 ∗ Cbcde) +∇c(Ω−1 Σ−2 ∗ Cabde)
+∇b(Ω−1 Σ−2 ∗ Ccade)− Ω−1 ∗ Cbcde∇aΣ−2

− Ω−1 ∗ Ccade∇bΣ−2 − Ω−1 ∗ Cabde∇cΣ−2 = 0 . (5.29)
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Contracting this equation with Ka ld nc ne qbf , we obtain

1
2K

a∇a(Ω−1Σ−2 ∗ Cbcde ldncneqbf )

= 1
2
[
KaΩ−1 Σ−2 ∗ Cbcde∇a(ldncneqbf )

− nc∇c(Ω−1Σ−2 ∗ CabdeKaldneqbf )− qbf∇b(Ω−1Σ−2 ∗ CcadeKaldncne)
+ Ω−1Σ−2 ∗ Cabdenc∇c(Kaldneqbf ) + qbf Ω−1 Σ−2 ∗ Ccade∇b(Kaldncne)
+ Ω−1 ∗ CbcdeKaldncneqbf∇a Σ−2 + Ω−1 ∗ CcadeKaldncneqbf∇bΣ−2

+ Ω−1 ∗ CabdeKaldneqbfn
c∇cΣ−2

]
. (5.30)

Each of the terms on the right hand side of this expression is individually finite on I +

and therefore we can evaluate this expression directly on I +. Using nc∇c εab =̂ 0 (which
holds since τa =̂ 0), eq. (2.32), eq. (5.13), Ka =̂ la (from eq. (5.14)) and Σ£nΣ−1 =̂ 2
(condition (4)), the two terms on the second line in this expression combine with the second
term on the fourth line to give

−εb
a

2 nc∇c(Σ−2 Ja) + Σ−2

2 DbP∗ = εb
a

2 (2Σ−2Ja − Σ−2£nJa − 4Σ−2Ja) + Σ−2

2 DbP∗ .
(5.31)

This can be simplified using the evolution equation for Ja (eq. (2.33d) with τa =̂ 0) and we
obtain

− εb
a

2 nc∇c(Σ−2 Ja) + Σ−2

2 DbP∗

= Σ−2 εb
aJa + Σ−2

4 DbP∗ −
Σ−2εb

a

4 DaP + Σ−2 εb
cσc

aSa . (5.32)

We now evaluate the remaining terms in eq. (5.30). In what follows, we drop terms
proportional to Σ−2DaP∗ everywhere. This is because they contribute terms proportional
to
∫
SΣ
ε̃2 Σ−2Xaqa

bDbP∗ to eq. (5.27) and therefore, from eq. (4.9), drop out in the limit
Σ−1 → 0 which we take in the end. We use · · · to indicate that these terms have been
suppressed in our expressions. We obtain, altogether, that

1
2K

a∇a(Ω−1Σ−2 ∗ Cbcdeldncneqbf )

=̂ −Σ−2εf
aJa −

Σ−2

4 εf
aDaP + Σ−2 εf

aσa
bSb

− Ω−1

2 Σ−2 ∗ Cbcde qbf nc ne αd + Σ−2Sa εba σbf −
Σ−2

2 ϑ(la)εbf Sb

+ Ω−1

2 ∗ CbcdeldncneqbfKa∇aΣ−2 + · · · . (5.33)

Note that since εab is antisymmetric and σab is symmetric and trace-free, εbaσac is a
symmetric tensor (see, e.g., appendix. D of [4] for a proof). Using this, the third term in the
first line above cancels with the second term in the second line. Next, using Ka∇aΣ−2 =̂
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la∇aΣ−2 =̂ −1
2∇aΣ

−1∇aΣ−1 (where the last equality follows from eqs. (2.37), (2.39)
and (2.42) and condition (4)), along with eqs. (2.32) and (5.13) in the last term, we get

1
2K

a∇a(Ω−1Σ−2 ∗ Cbcdeldncneqbf )

=̂ −Σ−2 εf
aJa −

Σ−2

4 εf
a DaP −

Ω−1

2 Σ−2 ∗ Cbcde qbf nc ne αd

− Σ−2

2 ϑ(la) εbf Sb −
εbf
4 Sb∇aΣ−1∇aΣ−1 + · · · . (5.34)

Let us now consider the term −Ω−1

2 Σ−2∗Cbcde qbf nc ne αd in eq. (5.34). Using αa =̂ −lb∇bla

as well as eqs. (2.32) and (5.13), this term can be written as

−Σ−2 εcf
2 (nb Scla∇alb −Rbc la∇alb) . (5.35)

Then using eqs. (C.5) and (C.14) to simplify this, we obtain

1
2K

a∇a(Ω−1Σ−2 ∗ Cbcdeldncneqbf )=̂−Σ−2εf
aJa −

Σ−2

4 εf
a DaP −

Σ−2

2 ϑ(la) εbf Sb + · · · .
(5.36)

Putting all of this together, we have

lim
S′→SΣ

1
2

∫
S′
ε̃2 Ω−2 Σ−2 ∗ Cbcde nd nblcXe

= lim
S′→SΣ

∫
S′

−ε̃2
2 Σ−2 ϑ(Ka)Sc εcbXb

− lim
S′→SΣ

1
2

∫
S′
ε̃2K

a∇a(Ω−1 Σ−2 ∗ Cbcde nd nb lcXe)

=
∫
SΣ
ε̃2

[
Σ−2Xbεb

a
(
Ja + 1

4DaP
)

+ · · ·
]
, (5.37)

where we used ϑ(Ka) =̂ ϑ(la) to simplify the final expression. As shown in eq. (5.2), the
right hand side of eq. (5.37) is finite in the limit Σ−1 → 0. As a result, the limit of eq. (5.9)
to N + along I + gives

− 1
8π

∫
N +

ε̃2

[
Σ−2Xb εb

a
(
Ja + 1

4DaP
)]

, (5.38)

which, from eq. (5.3), corresponds to the limit of the charge associated with any Lorentz
symmetry given by ε̃baXb (using the fact that ε̃ba = εb

a). In the same way, the limit of
eq. (5.9) to N − along I − also yields

− 1
8π

∫
N −

ε̃2

[
Σ−2Xb εb

a
(
Ja + 1

4DaP
)]

. (5.39)

Therefore, assuming continuity of eq. (5.9) at N ±, Lorentz charges, in the limit to N ±

along I ±, match the Lorentz charges in the limit to N ± along C . Since, as discussed
earlier, the Lorentz charges (in Ashtekar-Hansen gauge) on H are conserved and therefore
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their values on the N ± are the same, it follows that the Lorentz charges on I + and I −

match in the limit to spatial infinity.
Using the proof of matching of supertranslation symmetries and the associated super-

momentum charges in [6], we then conclude that all BMS symmetries on past and future
null infinity match antipodally in the limit to spatial infinity and their charges become
equal in this limit. This immediately implies the following infinitely many conservation
laws (one for each pair of “matched” generators ξa+ and ξa−)

Q
[
ξa+;S+

Σ

]
−Q

[
ξa−;S−Σ

]
= F+

[
ξa+; ∆I +

]
+ F−

[
ξa−; ∆I −

]
, (5.40)

where ξa+ denotes a BMS symmetry on I +, ξa− denotes the BMS symmetry on I − that
this matches onto in the limit to spatial infinity, F+ (F−) denotes the incoming flux13 of
charge associated with a BMS symmetry on I + (I −), ∆I + (∆I −) denotes a portion
of I + (I −) between spatial infinity and a cross-section, S+

Σ (S−Σ ), of future (past) null
infinity. As discussed in [6], if suitable fall-off conditions are satisfied on the future and past
boundaries of future and past null infinity (i.e in the limit to timelike infinities) such that
the BMS charges go to zero in those limits then we obtain the global conservation law

F+
[
ξa+; ∆I +

]
+ F−

[
ξa−; ∆I −

]
= 0 , (5.41)

that is, the total incoming flux equals the total outgoing flux for all BMS symmetries and
therefore that the flux is conserved in any classical gravitational scattering process from
I − to I +.

6 Discussion

We showed the antipodal matching of Lorentz symmetries and the equality of the associated
charges on past and future null infinity in the limit to spatial infinity in a class of spacetimes
that are asymptotically-flat at null and spatial infinity in the sense of Asthekar and
Hansen. Combined with the result of [6] where the matching of supertranslation symmetries
and supermomentum charges was similarly shown, this proves the matching of all BMS
symmetries and charges in these spacetimes. While we did not require that our spacetimes
be stationary, we did make the following assumptions about our class of spacetimes:

1. we assumed that at null infinity the peeling theorem holds;14

2. that Bab = 0, which, as discussed earlier, is known to be true (at least) in
asymptotically-flat spacetimes that are either stationary or axisymmetric;

3. that βab is odd under the reflection map on H ;

4. that the spacetimes are null-regular at i0 in the sense of eqs. (2.50) and (2.51) as
assumed in [6];

13In the orientation conventions picked in this paper, as in [6, 11], the fluxes at both I± are incoming.
14We only need enough regularity at null infinity so that the Weyl tensor components Rab,Sa,P,P∗,Ja

are defined.
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5. that the trace-free projection of (rescaled) Sab is continuous at N ± (in the precise
sense discussed in section 4); and

6. that the (rescaled) Weyl tensor component (appearing in eq. (5.9)) is continuous
at N ±.

These conditions are sufficient (but possibly not necessary) to prove the matching of the
BMS charges at spatial infinity.

To confirm the viability of these conditions, one can check them for explicit solutions
like the Kerr-Newman family of spacetimes. In this case, following [33], one can construct
a conformal-completion where the unphysical metric is C>0 at spatial infinity along both
null and spatial directions. The smoothness conditions at null infinity are automatically
satisfied, and one can explicitly check that all our regularity conditions at spatial infinity
are also satisfied. Further, these conditions also hold if one assumes that the unphysical
spacetime is C>1 and the unphysical metric is C>0 at spatial infinity in both null and
spatial directions (as has implicitly been assumed in [21]).

The validity of these conditions for general solutions of the Einstein equations remains
an open problem. To definitively settle the validity of these conditions, one would have to
show that there exists a “large enough” class of initial data — with some suitable topology
— on a Cauchy surface or on I − which evolve under the Einstein equations to spacetimes
which satisfy the conditions we have imposed. The Ashtekar-Hansen structure (Def. 2.1)
is motivated by the construction of asymptotically-flat initial data at spatial infinity on
a Cauchy surface by Geroch [25]. However, this formulation does not easily allow us to
evolve the data all the way to null infinity. The evolution of initial data to null infinity
would be most naturally addressed in the formalism of Friedrich [34] (see [13, 14] for the
analysis in linearized gravity around Minkowski spacetime). Of particular interest would be
polyhomogenous spacetimes at null infinity [35], where the peeling theorem is not satisfied
and Ja does not exist at null infinity. Similarly, the definition of the Lorentz charges at
spatial infinity must be modified if Bab 6= 0 (see [20, 26, 36]) or if the Ashtekar-Hansen
falloff conditions at spatial infinity along spatial directions do not hold [37]. It would be of
interest to investigate the matching of Lorentz charges in these cases.

It would also be interesting to investigate matching conditions between symmetries and
charges defined on black hole horizons [38] and those associated with null infinity. This
would require analyzing symmetries and charges in the limit to timelike infinities using the
framework developed in [39]. We leave a detailed study of this to future work.
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A Spin-weighted spherical harmonics

In this appendix, we include some results on stereographic coordinates, spin transformations
and spin-weighted spherical harmonics that are used in the body of the paper.

Stereographic coordinates: stereographic coordinates θA = (z, z) are related to the
usual spherical polar coordinates (θ, φ) by

z = eiφ cot θ/2 , z = e−iφ cot θ/2 . (A.1)

The unit round sphere metric and the area-element in these coordinates are given by

sAB ≡ 2P−2dzdz , (A.2a)
εAB ≡ iP−2dz ∧ dz = − sin θdθ ∧ dφ , (A.2b)

where
P := 1 + zz√

2
. (A.3)

The antipodal map is implemented by the transformation

θA 7→ −θA : z 7→ −1/z =⇒ P−1dz 7→ e2iφP−1dz , (A.4)

where e2iφ = z/z.

Spin transformations: a function η is said to have spin-weight s if

P−1dz 7→ eiλP−1dz =⇒ η 7→ eisλη , (A.5)

where λ is any smooth function on S2. We denote this as η $ s. On spin-weighted functions,
we defined the operators ð and ð by

ð η := P 1−s ∂

∂z
(P sη) , ðη := P 1+s ∂

∂z
(P−sη) . (A.6)

Note that if η has spin-weight s then ð η has spin-weight s+ 1 and ðη has spin weight s− 1.
Further, we have the relations

(ð ð− ð ð)η = −sη , D2η = (ð ð + ð ð)η , (A.7)

where D2 is the Laplacian corresponding to the unit round metric on S2.

Spin-weighted spherical harmonics: the spin-weighted spherical harmonics Y s
`,m(θA)

are eigenfunctions of the Laplacian with spin-weight s. They satisfy [44, 45]

D2Y s
`,m = −

[
`(`+ 1)− s2

]
Y s
`,m . (A.8)

ðY s
`,m = −

√
(`− s)(`+ s+ 1)

2 Y s+1
`,m , ðY s

`,m =

√
(`+ s)(`− s+ 1)

2 Y s−1
`,m . (A.9)

Note that the harmonic Y s
`,m is non-vanishing only for ` ≥ |s| and ` ≥ |m|. An explicit

expression for Y s
`,m as functions of the coordinates (z, z) is given in eq. 3.9.20 of [45].

Further, under complex conjugation and antipodal reflection we have

Y s
`,m(θA) = (−)m+sY −s`,−m(θA) , (A.10a)

Y s
`,m(−θA) = (−)`+se2isφY −s`,m(θA) . (A.10b)
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B Solutions for reflection-odd βab

As discussed in the body of the paper, we restrict ourselves to solutions for βab that are
odd under the reflection map defined in eq. (2.7). In this appendix, we solve the equations
of motion that govern these solutions, that is, eqs. (2.19a) and (5.7), and study the limits
of the solutions to N ±. As in section 3.2, we make use of (α, z, z) coordinates in which the
metric is given by eq. (3.15) and the limits to N ± correspond to α→ ±1. Using the fact
that βab is traceless, its components can be written as

βαα = H , βαz = P−1J , βzz = P−2G , βzz = 1
2P
−2(1− α2)H , (B.1)

where
H $ s = 0 , J $ s = −1 , G $ s = −2 , (B.2)

Note that the condition that βab be reflection-odd gives us the following conditions

H(−α,−θA) = −H(α, θA) ,
J(−α,−θA) = e−2iφJ(α, θA) ,
G(−α,−θA) = −e−4iφG(α, θA) . (B.3)

In terms of these components, Dbβab = 0 corresponds to the following equations

0 = (1− α2)∂αH − αH − ð J − ð J , (B.4a)

0 = (1− α2)∂αJ −
1
2(1− α2)ðH − ðG , (B.4b)

while (D2 − 2)βab = 0 corresponds to

0 = (1− α2)∂2
αH − 4α∂αH − (D2 + 2)H , (B.5a)

0 = (1− α2)∂2
αJ − 4α∂αJ − (D2 + 1)J + 2αðH , (B.5b)

0 = (1− α2)∂2
αG− 4α∂αG−D2G+ 4αðJ , (B.5c)

Note also that to simplify the first and second equations above, we used eq. (B.4a) and
eq. (B.4b) respectively. Expanded in terms of spin-weighted spherical harmonics, we have

H =
∑
`,m

H`,m(α)Y s=0
`,m (θA) ,

J =
∑
`≥1,m

J`,m(α)Y s=−1
`,m (θA) ,

G =
∑
`≥2,m

G`,m(α)Y s=−2
`,m (θA) . (B.6)

The conditions for the solutions to be reflection-odd in eq. (B.3) then imply the following
relations

H`,m(−α) = (−1)`+1H`,m(α) ,
J`,m(−α) = (−1)`+mJ`,−m(α) ,
G`,m(−α) = (−1)1+`+mG`,−m(α) . (B.7)
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Note also that since H is real, it follows from eq. (A.10a) that

H`,m = (−1)mH`,−m . (B.8)

Then, eq. (B.4) becomes

0 = (1− α2) d
dα
H`,m − αH`,m +

√
`(`+ 1)

2 (J`,m + (−1)mJ`,−m) . (B.9a)

0 = (1− α2) d
dα
J`,m −

1
2(1− α2)

√
`(`+ 1)

2 H`,m +

√
(`− 1)(`+ 2)

2 G`,m . (B.9b)

Moreover, using eq. (A.8) and eq. (B.8), eq. (B.5) becomes

0 = (1− α2) d
2

dα2H`,m − 4α d

dα
H`,m + [`(`+ 1)− 2]H`,m , (B.10a)

0 = (1− α2) d
2

dα2J`,m − 4α d

dα
J`,m + [`(`+ 1)− 2] J`,m + 2α

√
`(`+ 1)

2 H`,m , (B.10b)

0 = (1− α2) d
2

dα2J`,m − 4α d

dα
J`,m + [`(`+ 1)− 2] J`,m + 2(−1)mα

√
`(`+ 1)

2 H`,−m ,

(B.10c)

0 = (1− α2) d
2

dα2G`,m − 4α d

dα
G`,m + [`(`+ 1)− 4]G`,m + 4α

√
(`− 1)(`+ 2)

2 J`,m ,

(B.10d)

where in each of these equations, we have suppressed the dependence of H`,m, J`,m and
G`,m on α. Note also that eq. (B.10c) was obtained by taking the complex conjugate of
eq. (B.10b) and using eq. (B.8).

We now proceed to solving these equations, starting first by deriving explicit solutions
for the ` = 0 and ` = 1 cases. Note that G = 0 in both these cases. For ` = 0, J = 0 and
we have the solution

H`=0,m=0(α) = (1− α2)−1(H0 +H1α) , (B.11)

which satisfies eq. (B.9a) only for H0 = H1 = 0. Therefore all ` = 0 solutions are zero.
For ` = 1, we have the solutions

H`=1,m(α) = H(0)
m +H(1)

m (α(1− α2)−1 + tanh−1 α) ,

J`=1,m(α) = J (0)
m + J (1)

m α .
(B.12)

Putting these in eq. (B.9) gives us the conditions

H(1)
m = 0 , J (0)

m + (−)mJ (0)
−m = 0 , H(0)

m = J (1)
m + (−)mJ (1)

−m , H(0)
m = 2J (1)

m , (B.13)

and the last two equations together imply

J (1)
m − (−)mJ (1)

−m = 0 . (B.14)
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With these constraints, the free functions correspond to 6 degrees of freedom

J
(0)
m=1 ∈ C , iJ

(0)
m=0 ∈ R , J

(1)
m=1 ∈ C , J

(1)
m=0 ∈ R . (B.15)

We will see below that these encode the 6 charges associated with Lorentz boosts and
rotations. Note that we have shown that the ` = 0, 1 solutions are finite in the limits
α→ ±1. We now proceed to showing that this finiteness property holds for all `. Note that
the solutions of eq. (B.10a) for ` ≥ 1 are spanned by

(1− α2)−1/2P−1
` (α) , (1− α2)−1/2Q−1

` (α) (B.16)

where P−1
` (α) and Q−1

` (α) are the Legendre functions, which satisfy

P−1
` (−α) = (−1)`−1P−1

` (α) , Q−1
` (−α) = (−1)`Q−1

` (α) . (B.17)

We see that reflection-odd condition on H`,m in eq. (B.7) picks out the solutions spanned
by (1− α2)−1/2P−1

` (α) for H`,m. Hence, we have that

H`>1,m(α) = cm(1− α2)−1/2P−1
` (α) , (B.18)

for some constants cm. It follows from the following recursion relation

(1− α2)−1/2P−1
` (α) = −1

2``!(1− α2)
( d
dα

)`−1(α2 − 1)` for ` > 1 , (B.19)

that these solutions are finite as α → ±1 for all ` > 1. Note also that eqs. (B.10b)
and (B.10c) can be combined to give

0 = (1− α2) d
2

dα2 (J`,m − (−1)mJ`,−m)− 4α d

dα
(J`,m − (−1)mJ`,−m)

+ [`(`+ 1)− 2] (J`,m − (−1)m J`,−m) (B.20)

This shows that J`,m(α)− (−1)mJ`,−m(α) satisfies the same equation as H`,m and therefore
the solutions to this equation are also spanned by linear combinations of

(1− α2)−1/2P−1
` (α) , (1− α2)−1/2Q−1

` (α) . (B.21)

Using the reflection-odd condition on J`,m given in eq. (B.7), we see that J`,m(α) −
(−1)mJ`,−m(α) = J`,m(α) − (−1)`J`,m(−α) which is odd (even) under α → −α for even
(odd) `. From eq. (B.17), we see that this property only holds for the solutions spanned by
(1− α2)−1/2P−1

` (α) which leads us to discard the solutions spanned by (1− α2)−1/2Q−1
` (α).

Hence, we have

J`>1,m(α)− (−1)mJ`>1,−m(α) = dm(1− α2)−1/2P−1
` (α) , (B.22)

for some constants dm. Using eq. (B.19) again, we conclude that the solutions for J`,m −
(−1)mJ`,−m are finite as α→ ±1 for all `. Next, note that we can rewrite eq. (B.9a) as

J`,m + (−1)mJ`,−m =
√

2
`(`+ 1)

[
(α2 − 1) d

dα
H`,m + αH`,m

]
(for ` ≥ 1) . (B.23)

– 34 –



J
H
E
P
0
8
(
2
0
2
2
)
0
2
9

Using eq. (B.19), we see that (α2 − 1) d
dαH`,m is finite as α→ ±1 which, using eq. (B.23)

and the finiteness of H`,m in these limits, implies that J`,m + (−1)mJ`,−m is also finite
as α → ±1 for all ` ≥ 1. Using the finiteness of J`,m − (−1)mJ`,−m for all ` in the limit
α→ ±1, we then conclude that J`,m(α) is finite as α→ ±1 for all ` ≥ 1.

Finally, we note from eq. (B.9b) that

G`,m =
√

2
(`− 1)(`+ 2)

[
(α2 − 1) d

dα
J`,m −

1
2(α2 − 1)

√
`(`+ 1)

2 H`,m

]
(for ` ≥ 2) .

(B.24)
Using eqs. (B.22) and (B.23) to obtain the functional behavior of J`,m(α) and using
eq. (B.19), one can also show that (α2 − 1) d

dαJ`,m is finite as α → ±1. This, using the
finiteness of H`,m in these limits, shows that G`,m is finite as α→ ±1 for all ` ≥ 2. This
completes our proof of the fact that the reflection-odd solutions for βab are finite in the
α→ ±1 limits for all `.

One can show that in the coordinates used in this section, lim
→N ±

Σ−1Ua|N ± ≡ ±∂α.
We therefore see from eq. (5.8) that the (integrand of) Lorentz charge at N ± is proportional
to βαAXA where A = (z, z). Since XA (as shown in section 3.2) is an ` = 1 vector field, it
follows that the charge receives contribution only from J`=1,m. The six degrees of freedom
of J`=1,m (eq. (B.15)) therefore encode the six Lorentz charges associated with boosts and
rotations.

C Affinity of la

For the calculation in section 5, we need the expression for the affinity of la. Recall that we
are working in a conformal frame where Φ = 2 and so from eq. (2.24) we have

∇anb =̂ 2gab . (C.1)

Using eq. (2.42), we have

la∇alb = 1
4ΣLa(Σ∇aLb + Lb∇aΣ) . (C.2)

Then, using eqs. (2.37) and (2.39) and eq. (C.1), we get

∇aLb =̂ −∇a∇bΣ−1 + 1
2Σnb∇a∇cΣ−1∇cΣ−1 + 1

4∇cΣ
−1∇cΣ−1(nb∇aΣ + 2Σgab)

− 1
2∇a(ΩΣLc∇b∇cΣ−1) , (C.3)

which gives

la∇alb =̂ 1
4ΣLbLa∇aΣ + 1

4Σ2La
[
−∇a∇bΣ−1 + 1

2Σnb∇a∇cΣ−1∇cΣ−1

+ 1
4∇cΣ

−1∇cΣ−1(nb∇aΣ + 2Σgab)
]
− 1

8Σ2La∇a(ΩΣLc∇b∇cΣ−1) . (C.4)
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Let us use this to compute, qbc la∇alb on I . Using qab na =̂ qab La =̂ 0 and La∇aΩ =̂ −2Σ−1

(where the last equation follows from eqs. (2.37) and (2.41)), we have

qbc l
a∇alb =̂ −1

4Σ2qbcL
a∇a∇bΣ−1 + 1

4Σ2qbcL
a∇a∇bΣ−1 =̂ 0 , (C.5)

where the last equality follows because La =̂ L
a (see eq. (2.40)). Next, we evaluate nbla∇alb

on I . Using eqs. (2.37), (2.41) and (C.2), we have

nbla∇alb = 1
4Σ2Lanb∇aLb + 1

4ΣLanbLb∇aΣ

=̂ 1
2ΣLaN b∇aLb −

1
2L

a∇aΣ . (C.6)

Note that using eq. (2.39)

La∇aΣ = −∇aΣ−1∇aΣ + 1
2N

a∇aΣ∇cΣ−1∇cΣ−1 − 1
2ΩΣLb∇a∇bΣ−1∇aΣ

=̂ 1
2Σ2∇aΣ−1∇aΣ−1 , (C.7)

where the second equality uses Na∇aΣ−1 =̂ 1 (which follows from condition (4)
and eq. (2.37)) and the fact that Ω =̂ 0. Moreover,

LaN b∇aLb = − LaLb∇aN b + La∇a(N bLb)
=̂ − LaLb(−ΣN b∇aΣ−1 + Σ δba) + La∇a(N bLb)
=̂ − LaΣ∇aΣ−1 (C.8)

+ La∇a
(
−N b∇bΣ−1 + 1

2N
bNb∇cΣ−1∇cΣ−1 − 1

2ΩΣLbN c∇c∇bΣ−1
)
,

where the first line uses eq. (2.37) and eq. (C.1) while the second line uses eqs. (2.39)
and (2.41). Further, using NaNa = Σ2Ω + O(Ω2) (which follows from eq. (2.37) and the
fact that lim

→I
Ω−1nana = 2Φ = 4), and La∇aΩ =̂ −2Σ−1, this becomes

LaN b∇aLb =̂ −LaΣ∇aΣ−1 + La∇a
(
−N b∇bΣ−1 + 1

2Σ2Ω∇bΣ−1∇bΣ−1
)

+ L
a
N b∇b∇aΣ−1 (C.9)

=̂ −LaΣ∇aΣ−1 − La∇a(N b∇bΣ−1)− Σ∇aΣ−1∇aΣ−1 + L
a
N b∇b∇aΣ−1 ,

Putting all of this together, we have

nbla∇alb =̂ 1
2ΣLaN b∇aLb −

1
2L

a∇aΣ

=̂ −1
4Σ2∇aΣ−1∇aΣ−1

+ 1
2

(
− LaΣ2∇aΣ−1 − ΣLa∇a(N b∇bΣ−1)− Σ2∇aΣ−1∇aΣ−1

)
+ 1

2ΣLaN b∇b∇aΣ−1 . (C.10)
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Note that using eq. (2.39) and Na∇aΣ−1 =̂ 1, we have

La∇aΣ−1 =̂ −∇aΣ−1∇aΣ−1 + 1
2∇

aΣ−1∇aΣ−1 = −1
2∇

aΣ−1∇aΣ−1 , (C.11)

and therefore
−1

4Σ2∇aΣ−1∇aΣ−1 − 1
2Σ2La∇aΣ−1 =̂ 0 , (C.12)

Hence, we get

nbla∇alb =̂ −1
2(ΣLa∇a(N b∇bΣ−1) + Σ2∇aΣ−1∇aΣ−1 − ΣLbNa∇a∇bΣ−1)

=̂ −1
2(ΣLa∇bΣ−1∇aN b + Σ2∇aΣ−1∇aΣ−1)

=̂ −1
2

(
ΣLa∇bΣ−1

(1
2n

b∇aΣ + Σδab
)

+ Σ2∇aΣ−1∇aΣ−1
)

=̂ −1
2L

a∇aΣ−
1
2Σ2La∇aΣ−1 − 1

2Σ2∇aΣ−1∇aΣ−1

=̂ −1
4Σ2∇aΣ−1∇aΣ−1 + 1

4Σ2∇aΣ−1∇aΣ−1 − 1
2Σ2∇aΣ−1∇aΣ−1 , (C.13)

where in going to the second line, we used the fact that La =̂ L
a and in the subsequent

steps we used condition (4) and eqs. (2.37), (C.1) and (C.11). We therefore see that

nbla∇alb =̂ −1
2Σ2∇aΣ−1∇aΣ−1 . (C.14)

Open Access. This article is distributed under the terms of the Creative Commons
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