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Abstract—Millimeter Wave (mmWave) (and beyond) is ex-
pected to play an increasingly important role in our wireless
infrastructure by expanding the available spectrum and enabling
multi-gigabit services. Despite the promising aspects of mmWave
communication, mmWave links are highly sensitive to blockage.
In this paper, we develop proactive transmission mechanisms
that suitably distribute the traffic across multiple paths in
the mmWave network, with the two-fold objective of ensuring
resilience against link blockages and achieve high end-to-end
packet delivery rate. We present examples of resilience-capacity
trade-off curves and show that there exist network topologies
for which the worst-case and average approximate capacities are
achieved by activating overlapping paths. We also show that this
can provide additional benefits, such as decreasing the variance
of the achieved rate.

I. INTRODUCTION

Millimeter Wave (mmWave) (and beyond) is an enabling
technology that is playing an increasingly important role in our
wireless infrastructure by expanding the available spectrum
and enabling multi-gigabit services [1]–[6]. A number of use
cases are currently built around multi-hop mmWave networks,
such as the Facebook’s Terragraph network [7] that uses flex-
ible mmWave backbones to connect clusters of base stations.
Other examples of scenarios include private networks, such as
in shopping centers, airports and enterprises; mmWave mesh
networks that use mmWave links as backhaul in dense urban
scenarios; military applications employing mobile hot spots;
and mmWave based vehicle-to-everything (V2X) services,
such as cooperative perception [3]–[5], [8]–[12].

Despite the promising aspects of mmWave communication,
mmWave links are highly sensitive to blockage, channels may
abruptly change and paths get disrupted [13]–[16]. Moreover,
as in traditional wireless networks, mmWave network nodes
are susceptible to component failures due to natural hazards
and resource depletion. It becomes therefore of fundamental
importance to deploy transmission mechanisms that are re-
silient against such disruptions.

In this paper, we aim to develop resilient transmission
mechanisms to suitably distribute the traffic across multiple
paths in the mmWave network by building on the so-called 1-
2-1 network model that offers a simple yet informative model
for mmWave networks [17]–[19]. In particular, [17] proved
that the capacity of a 1-2-1 network can be approximated to
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within a constant (i.e., which only depends on the number of
network nodes) additive gap and its optimal beam schedule
can be computed in polynomial-time, without considering
resilience to link failures.

We leverage the results in [17] to develop proactive trans-
mission mechanisms that build resilience against link failures
in advance, with the only knowledge of the probability of
link failures, while achieving a high end-to-end packet rate
(fraction of packets delivered1). The probability of link failures
can be highly asymmetric in mmWave networks, yet known in
advance through accurate models [13], which can be leveraged
to achieve a superior performance2. Our goal is to identify
which paths to use and how to suitably schedule them, so
that the packet rate is as large as possible in the presence
of link blockages. A challenging aspect is beam scheduling in
mmWave networks, where nodes communicate with each other
by using beamforming and scheduling. Which nodes should
communicate and for how long, is a non-trivial optimization
problem. Our main contributions are summarized as follows.

• For a mmWave network with arbitrary topology, we
characterize both the worst-case and the average ap-
proximate capacities through Linear Programs (LPs), and
present examples of resilience-capacity trade-off curves.
For the worst-case approximate capacity, our method is
polynomial in the network size, but exponential in the
maximum number of blocked links.

• We analyze the structure of the LPs and show that,
out of an exponential number of paths (in the number
of relay nodes N ) that potentially connect a source
to a destination, in 1-2-1 networks we only need to
utilize at most 2N + 2 paths to characterize the average
approximate capacity.

• We show that, when the link capacities are all equal, the
worst-case and the average approximate capacities can
always be achieved by activating only edge-disjoint paths.
However, when the link capacities are unequal, there exist
network topologies for which the worst-case and average
approximate capacities are achieved by activating over-
lapping paths. We also show that operating overlapping
paths can provide additional benefits, such as decreasing
the variance of the achieved rate.

1We note that coupling our approach with erasure correcting codes allows
to translate packet rates to information throughput.

2The link blockage probability depends on explicitly known factors such
as physical distances, and indoor or outdoor propagation.
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Related Work. A multitude of works in the literature study
multi-path diversity to achieve reliability in wireless net-
works [20]–[24]. However, these works focus on traditional
wireless networks and they do not consider the scheduling
constraints of mmWave communication. Some studies on
mmWave communication have focused on profiling the distri-
bution of the Signal-to-Interference-plus-Noise Ratio (SINR)
in random environments both in cellular and ad-hoc network
settings [25], [26]. However, these works consider communi-
cation over a single-hop either between ad-hoc nodes or in a
cellular system between a base station and a user equipment,
and they do not characterize the worst-case or the average
approximate capacity as we do. There exist studies that aim to
reduce link outages in mmWave networks by taking reactive
approaches [27]–[33]. However, such a reactive mechanism
adds the complexity of identification and adaptation, as well
as feedback latency. In [34], to achieve resilience to link
and node failures, the authors explored a state-of-the-art Soft
Actor-Critic (SAC) deep reinforcement learning algorithm,
which adapts the information flow through the mmWave
network, without using knowledge of the link capacities or
network topology. However, this proposed approach also reac-
tively adapts to network disruptions. Several works proposed
proactive approaches that constantly track users using side-
channel information [35], [36] or external sensors [37]–[39].
These solutions have limited accuracy, and possibly require
sensitive information, such as user location [38], [39]. They are
different from our work, which leverages scheduling properties
of mmWave links, as well as the blockage asymmetry, to
design schemes that achieve the average and the worst-case
approximate capacities and proactively offer high resiliency.
Paper Organization. Section II provides background on
the 1-2-1 network model for mmWave networks. Section III
presents our main results. Section IV concludes the paper.

II. SYSTEM MODEL AND BACKGROUND

We consider the Full-Duplex (FD) Gaussian 1-2-1 network
model that was introduced in [17] to study the information-
theoretic capacity of multi-hop mmWave networks. In an N -
relay Gaussian FD 1-2-1 network model, N relays assist the
communication between the source node (node 0) and the
destination node (node N +1). Each node in the network can
simultaneously transmit and receive by using a single transmit
beam and a single receive beam. At any particular instance, a
node can transmit to at most one node and it can receive from
at most one node. In order for two nodes to communicate, they
need to steer their beams towards each other so as to activate a
link (edge) that connects them. We next discuss some known
capacity results for Gaussian FD 1-2-1 networks.
Capacity of Gaussian FD 1-2-1 networks. In [17], it was
shown that the unicast capacity of an N -relay Gaussian FD
1-2-1 network can be approximated to within an additive gap
that only depends on the number of nodes in the network.
In particular, the following LP was proposed to compute

Fig. 1: MmWave network example with 4 nodes.

the unicast approximate capacity and its optimal schedule in
polynomial-time,

P1 : C = max
xp,p∈P

∑
p∈P

xpCp

(P1a) xp ≥ 0, ∀p∈P,

(P1b)
∑
p∈Pi

xpf
p
p.nx(i),i≤1, ∀i∈ [0 :N ],

(P1c)
∑
p∈Pi

xpf
p
i,p.pr(i)≤1, ∀i∈ [1 :N+1],

(1)

where: (i) C is the approximate capacity; (ii) P is the collection
of all paths connecting the source to the destination; (iii) Cp

is the capacity of path p; (iv) Pi ⊆ P is the set of paths that
pass through node i where i ∈ {0, 1, · · · , N +1} := [0 : N +
1]; (v) p.nx(i) (respectively, p.pr(i)) is the node that follows
(respectively, precedes) node i in path p; (vi) xp is the fraction
of time path p is used; and (vii) fp

j,i is the optimal activation
time for the link of capacity ℓj,i when path p is operated, i.e.,
fp
j,i = Cp/ℓj,i. Here, ℓj,i denotes the capacity of the link going

from node i to node j where (i, j) ∈ [0 : N ]× [1 : N + 1].
Although the number of variables in LP P1 (particularly, the

number of paths) can be exponential in the number of nodes,
this LP can indeed be solved in polynomial-time through an
equivalent LP as proved in [17]. We refer readers to [17] for
a more detailed description.

Remark 1. In LP P1, the beam scheduling allows to share
traffic across multiple paths, both over space and time without
considering resilience to link and node failures. Our goal is to
identify which paths to use and how to schedule them with the
two-fold objective of ensuring resilience against link blockages
and achieve a high end-to-end packet delivery rate.

To characterize the worst-case and average approximate
capacities, we consider a permanent blockage (failure) model,
where each link ℓj,i is blocked with probability pℓj,i (which
can be learned in advance [13]). This model is different from
the erasure channel model where a packet is blocked with
probability pℓj,i at every channel use. As we show through
the following example, the optimal solution of the erasure
channel model does not necessarily give a feasible solution
for the permanent blockage model.
Example 1. Consider the network with 4 nodes in Fig. 1, where
the link capacities are ℓ3,1 = 6, ℓ3,2 = 12, ℓ4,3 = 6 and
the link blockage probabilities are zero except for pℓ3,2 =
1/2. In Fig. 1, for the erasure channel model, we can simply
replace the link capacities ℓj,i with the average link capacities
(1 − pℓj,i)ℓj,i and solve LP P1 in (1) to find the average
approximate capacity. The solution of LP P1 would use equal
time sharing across the links 1 → 3 and 2 → 3 and the average
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flow arriving at node 4 would be equal to 6. However, for the
permanent blockage model, two scenarios can happen, namely:
(1) the link with capacity ℓ3,2 is blocked and hence, with an
equal time sharing schedule, the flow arriving at node 4 is
equal to 3; and (2) none of the links is blocked for which case
an equal time sharing schedule between the links 1 → 3 and
2 → 3 becomes infeasible since the link with capacity ℓ4,3
cannot support a flow equal to 9. □

III. MAIN RESULTS

In this section, we aim to build scheduling mechanisms
that are resilient against link blockages/failures in a mmWave
network with arbitrary topology. In particular, we are inter-
ested in characterizing both the worst-case and the average
approximate capacities.

In the worst case, we assume that kℓ ∈ [0 : |E|] links fail,
where E is the set of network links. We highlight that the
number kℓ and the set of the kℓ blocked links are not known,
i.e., only the link blockage probabilities are known. Under
such assumptions, we can find the worst-case approximate
capacity by solving P1 in (1) with the objective function
modified as follows (the constraints are the same as those in
LP P1):

• Worst-Case Approximate Capacity:

max
xp,p∈P

min
a∈A

∑
p∈P(a)

xpCp, (2)

where: (i) A is the set of all combinations of kℓ links from
the |E| links; and (ii) P(a) is the set of unblocked paths when
the kℓ links a ∈ A are blocked.

In the average case, we remove the assumption of kℓ-size
failure patterns, and find the average approximate capacity
over all failure patterns by solving the LP P1 in (1), where the
objective function is now modified as follows (the constraints
are the same as those in LP P1):

• Average Approximate Capacity:

max
xp,p∈P

∑
p∈P

xpCp

 ∏
(j,i)∈Ep

(
1− pℓj,i

) , (3)

where Ep is the set of links in path p ∈ P .
We highlight that solving P1 in (1) with one of the above

two objective functions leads to a schedule that achieves either
the worst-case or the average approximate capacity.

Remark 2. LP P1 in (1) with the objective function in (2)
can be equivalently formulated with a number of variables
polynomial in N by taking the same steps as in [17]. Thus, if
kℓ does not depend on any network parameters (i.e., kℓ is a
constant and hence |A| in (2) is also constant), the worst-case
approximate capacity and an optimal schedule for it can be
computed in polynomial-time in N . For the average approx-
imate capacity, we have an exponential number of variables
(the number of paths). Finding an alternative formulation with
a polynomial number of variables in the network size is an
interesting open research direction, which is currently under

Fig. 2: MmWave network example with N = 5 relay nodes.

investigation. As pointed out in Example 1, simply replacing
each link capacity with the average link capacity and solving
LP P1 would not find the average approximate capacity.

As we show through the following simple example, LP P1
in (1) without the modifications in (2) and (3) does not ensure
resilience against link failures/blockages.
Example 2. Consider the network with N = 5 relay nodes
in Fig. 2 when kℓ = 1 link is blocked. There exist 5 paths
connecting the source (node 0) to the destination (node 6),
particularly p1 : 0 → 1 → 6, p2 : 0 → 2 → 6, p3 : 0 →
3 → 6, p4 : 0 → 4 → 6, and p5 : 0 → 5 → 6 where the
path capacities are c2, 4c2, 9c2, 16c2 and 25c2, respectively.
Here, c ≥ 1 is a constant and the capacities of the links which
are on the same path are equal. The optimal solution of LP
P1 activates only path p5 to achieve the approximate capacity
25c2. Clearly, this solution does not ensure resilience as the
worst-case rate for kℓ = 1 is 0 (i.e., when any link on p5
is blocked). However, resilience is ensured by the schedule
that maximizes the objective function in (2), which activates
the strongest two paths such that equal rate is sent through
them. In particular, it activates p4 and p5 for 25/41 and 16/41
fractions of time (inversely proportional to the path capacities),
respectively. The worst-case approximate capacity is equal to
9.76c2. As we increase the value of c, the gain we obtain by
solving for the objective function in (2) increases. A similar
result is obtained for the average approximate capacity. We
assume that the path capacities are c, 2c, 3c, 4c and 5c where
c ≥ 1, and the capacities of the links on the same path are
equal. The link blockage probabilities are all equal to 1/10
except for the links in p5 for which the blockage probabilities
are equal to 2/3. The average rate achieved by LP P1 is 0.56c
and the average approximate capacity in (3) is equal to 3.24c.
As we increase the value of c, the gain we obtain by solving
for the objective function in (3) increases. □

As Example 2 illustrates, over a given topology, the
worst-case packet rate can significantly depend on the level of
resilience (captured by the values of kℓ) that we want to offer.
In Fig. 3, we present the resilience-capacity trade-off curve
for the network in Fig. 2 for c = 1. The resilience-capacity
trade-off for a mmWave network is the information theoretic
Pareto-optimal vector of rates that can be achieved despite any
kℓ ∈ [0 : |E|] link failures. In Fig. 3, for each k∗ℓ ∈ [0 : 5],
we find the optimal schedule that achieves the worst-case
approximate capacity in (2) when we assume that any k∗ℓ
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Fig. 3: Resilience-capacity trade-off curve.

network links fail (the worst-case approximate capacity for
k∗ℓ ≥ 6 link failures is equal to 0). Under this optimal schedule,
we then find the achieved worst-case rate as the number of
link failures increases from 0 to 5. For example, the optimal
schedule for k∗ℓ = 2 activates the three strongest paths p3, p4
and p5; hence, for k∗ℓ = 2, as kℓ increases in Fig. 3, the
achieved worst-case rate decreases and becomes 0 for kℓ ≥ 3.
Fig. 3 shows that there is a trade-off between packet-rate and
resilience, i.e., guaranteeing a certain amount of (worst case)
resilience to say k∗ℓ = 1 link blockage, may come at the cost
of a lower rate when no link is blocked (i.e., kℓ = 0).

Remark 3. In Fig. 3, the optimal schedule for k∗ℓ link failures
activates k∗ℓ + 1 paths. However, different strategies might be
required for different values of k∗ℓ depending on the number of
paths and path capacities. For example, if we add 5 more edge-
disjoint paths in the network in Fig. 2 with capacities c2i2 for
i ∈ [6 : 10], the optimal schedule for k∗ℓ = 1 link failure
activates the strongest 3 paths, and the optimal schedule for
k∗ℓ = 2 activates the strongest 5 paths. Moreover, more paths
are activated if the path capacities are closer to each other:
for equal path capacities, the optimal solution always (i.e.,
independently of k⋆ℓ ) activates all the paths. In particular, the
optimal solution finds a schedule that allocates an equal rate
through each path. This leads to a trade-off: if a higher number
of paths are activated, every link failure in the worst case
decreases the achieved rate less. However, activating a higher
number of paths results in operating lower capacity paths for
a longer time, and higher capacity paths for a shorter time.
The optimal strategy is determined based on this trade-off.

We next leverage the following lemma, which shows that
the average approximate capacity can always be achieved by
using only a linear number (in N ) of paths. In particular, the
following lemma is a generalization of [17, Lemma 9].

Lemma 1. For any N -relay Gaussian FD 1-2-1 network,
the average approximate capacity can always be achieved by
activating at most 2N + 2 paths in the network.

Proof. The LP with objective function in (3) and constraints in
LP P1 in (1) is bounded and thus, there always exists an opti-
mal vertex. In particular, each vertex of this LP satisfies at least
|P| inequality constraints with equality among (P1a), (P1b)

Fig. 4: Example network for Lemma 1.

and (P1c). Since (P1b) and (P1c) combined represent 2N+2
constraints, we have at least |P|−2N−2 constraints in (P1a)
that are satisfied with equality. Thus, at least |P|−2N−2 paths
are not operated. This completes the proof of Lemma 1.

Remark 4. A similar result as in Lemma 1 does not hold for
the worst-case approximate capacity. To see this, consider the
case when kℓ = 2N + 2, which might cause 2N + 2 paths to
be blocked, hence leading to a zero rate in the worst case.

Lemma 1 shows that at most 2N+2 paths suffice to achieve
the average approximate capacity. As we show through the
next example, a much smaller number of paths might indeed
be sufficient to characterize the average approximate capacity.
Example 3. Consider the network with N = 12 in Fig. 4. The
link capacities are unitary and the link blockage probabilities
are all equal to 1/5. There exist 2705 paths connecting node
0 to node 13. The dots from node 0 to node 2 (and similarly,
the dots from node 3 to node 13 in Fig. 4 represent 50 links
connecting them. From Lemma 1 we know that operating
2N+2 = 26 paths suffices to achieve the average approximate
capacity. However, there is no need to activate all of these
paths to achieve the average approximate capacity of 64/125.
Instead, it suffices to activate only 1 of these paths, for instance
0 → 2 → 3 → 13 (highlighted with dashed lines in Fig. 4). □

A question that naturally arises in designing a schedule that
is resilient to link failures, and achieves the worst-case or
average approximate capacity is the following: What are the
best paths to use? Or in other words, are there any intrinsic
properties of the paths that should be leveraged? The next
theorem provides an answer to these questions.

Theorem 1. For an N -relay Gaussian FD 1-2-1 network with
arbitrary topology, we have the following properties:
(P1) When the link capacities are all equal, the worst-case and
the average approximate capacities can always be achieved by
activating only edge-disjoint paths.
(P2) When the link capacities are unequal, there exist network
topologies for which the worst-case and the average approxi-
mate capacities are achieved by activating overlapping paths.

Proof. The proof of (P1) will be provided in the journal
version of this paper. We here focus on proving (P2). Towards
this end, we consider the network in Fig. 5. There exist 5 paths
connecting the source (node 0) to the destination (node 13),
particularly: p1 : 0 → 1 → 2 → 3 → 4 → 5 → 13, p2 : 0 →
1 → 2 → 3 → 7 → 8 → 13, p3 : 0 → 6 → 2 → 3 → 4 →
5 → 13, p4 : 0 → 6 → 2 → 3 → 7 → 8 → 13, p5 : 0 →
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Fig. 5: Example network with overlapping paths.

9 → 10 → 11 → 12 → 13. The link capacities are assumed
to be ℓ1,0 = ℓ2,1 = ℓ4,3 = ℓ5,4 = ℓ13,5 = ℓ8,7 = 1, ℓ9,0 =
ℓ10,9 = ℓ11,10 = ℓ12,11 = ℓ13,12 = 4, ℓ6,0 = ℓ2,6 = ℓ3,2 =
ℓ7,3 = ℓ13,8 = 2.

We first consider the worst-case scenario for kℓ = 1 (i.e.,
only one link is blocked). In the optimal solution of the LP
with objective function in (2) and constraints in the LP P1
in (1), three paths p3, p4 and p5 are activated with activation
times 0.2, 1 and 0.3, respectively. The achieved worst-case
approximate capacity is 1.2. As seen in Fig. 5, p3 and p4
share the edges with capacities ℓ6,0, ℓ2,6 and ℓ3,2. We note
that none of the feasible solutions that consist of only edge-
disjoint paths reaches the same or a higher worst-case rate.

We now consider the average approximate capacity over the
same network in Fig. 5 with the same link capacities except
for the link capacities in p5 that are now assumed to be unitary.
The link blockage probabilities are assumed to be equal to 1/5
except for the links in p5 for which the blockage probabilities
are assumed to be equal to 1/3. In this case, we observe a
similar situation as in the worst-case scenario. In particular,
the optimal solution of the LP with objective function in (3)
and constraints in the LP P1 activates three overlapping paths,
namely p2, p3 and p4 with equal activation times of 0.5, and
the average approximate capacity is 0.39. We note that none
of the feasible solutions consisting of only edge-disjoint paths
reaches the same or a higher average rate. This concludes the
proof of Theorem 1.

Intuitively, one would expect that activating edge-disjoint
paths would provide higher resilience against link blockages
because a higher number of paths can get blocked in the worst
case as the number of shared edges increases. However, The-
orem 1 shows that activating overlapping paths may provide
higher resilience against link blockages in the case of unequal
link capacities. One possible explanation for this is as follows.
When we have two overlapping paths with equal capacity and
activate only one of them, this path can stay active for at most
one unit of time due to the scheduling constraints. However,
if the link capacities are unequal and both of these paths are
activated, the total activation time of these paths can be made
larger than 1, which can result in a higher rate both in the
average case and the worst case.

We now conclude this section with a couple of remarks,
which showcase interesting consequences of Theorem 1.

Remark 5. The gain between the worst-case approximate
capacity (obtained by using overlapping paths) and the

worst-case rate obtained by only using edge-disjoint paths can
be arbitrarily large. As an example, consider the network in
Fig. 5 with kℓ = 1 and increase the link capacities in p4
(except for ℓ8,7) and p5. The worst-case approximate capacity
(obtained by using overlapping paths) approaches 2. The
worst-case rate obtained by only using edge-disjoint paths
approaches 1, thus the gain approaches 1, which is the largest
gain that we can have in this network. In a similar manner,
the gain between the average approximate capacity (obtained
by using overlapping paths) and the average rate obtained
by only using edge-disjoint paths can be arbitrarily large. In
Fig. 5, as we increase the link capacities in p4 (except for ℓ8,7)
as well as the blockage probabilities of the links in p5, and
decrease the blockage probabilities of the remaining links, the
average approximate capacity (obtained by using overlapping
paths) approaches 2. The average rate obtained by only using
edge-disjoint paths approaches 1, thus the gain approaches 1,
which is the largest gain that we can have in this network.

Remark 6. Theorem 1 shows that if the solution of the LP
with objective function in (3) and constraints as in the LP
P1 activates overlapping paths for a network with equal link
capacities, then there exists another solution that operates only
edge-disjoint paths. However, activating overlapping paths
can still provide additional benefits, such as decreasing the
variance of the achieved rate as illustrated in the next example.

Example 4. We consider the network in Fig. 5 without p5. The
link capacities are assumed to be equal to 2 and the blockage
probabilities are all equal to 1/5. We consider the average
approximate capacity given by solving the LP with objective
function in (3) and constraints as in LP P1. Optimal solutions
that only operate edge-disjoint paths activate only one of the
paths with an activation time of 1. The average approximate
capacity is E[R] = 0.52 and the variance V(R) = 0.77 where
R is the achieved rate, E[·] is the expected value and V(·) is
the variance. Another optimal solution activates all the four
paths p1, p2, p3, p4 all with activation time equal to 0.25. In
this case, V(R) = 0.38, which is much lower than 0.77. □

IV. CONCLUSIONS

We developed proactive transmission mechanisms that build
resilience against link failures in advance, without an a priori
knowledge of the failures while achieving high end-to-end
packet rate. We characterized both the worst-case and aver-
age approximate capacities, and presented resilience-capacity
trade-off curves. In particular, we showed that operating over-
lapping paths may be necessary to achieve the worst-case
and the average approximate capacities and it may provide
additional benefits, such as decreasing the variance of the
achieved rate. A part of our future work is to develop online
algorithms that will adapt to the network state changes as
an alternative to centralized algorithms. Other future research
directions consist of considering traffic that is not only uni-
cast (e.g., multicast), and of including interference between
concurrent beams, which was analyzed by the authors in [40]
but without considering resilience against link failures.
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