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Abstract 16 
 17 
Trypanosoma brucei, the causative agent of Human and Animal African trypanosomiasis, cycles 18 
between a mammalian host and a tsetse fly vector. The parasite undergoes huge changes in 19 
morphology and metabolism during adaptation to each host environment. These changes are 20 
reflected in the differing transcriptomes of parasites living in each host. However, it remains 21 
unclear whether chromatin interacting proteins help mediate these changes. Bromodomain 22 
proteins localize to transcription start sites in bloodstream parasites, but whether the localization 23 
of bromodomain proteins changes as parasites differentiate from bloodstream to insect stages 24 
remains unknown. To address this question, we performed Cleavage Under Target and Release 25 
Using Nuclease (CUT&RUN) against Bromodomain Protein 3 (Bdf3) in parasites differentiating 26 
from bloodstream to insect forms. We found that Bdf3 occupancy at most loci increased at 3 27 
hours following onset of differentiation and decreased thereafter. A number of sites with 28 
increased bromodomain protein occupancy lie proximal to genes with altered transcript levels 29 
during differentiation, such as procyclins, procyclin associated genes, and invariant surface 30 
glycoproteins. Most Bdf3 occupied sites are observed throughout differentiation. However, one 31 
site appears de novo during differentiation and lies proximal to the procyclin gene locus housing 32 
genes essential for remodeling surface proteins following transition to the insect stage. These 33 
studies indicate that occupancy of chromatin interacting proteins is dynamic during life cycle 34 
stage transitions, and provides groundwork for future studies on the effects of changes in 35 
bromodomain protein occupancy. Additionally, the adaptation of CUT&RUN for Trypanosoma 36 
brucei provides other researchers an alternative to chromatin immunoprecipitation (ChIP). 37 
 38 
Importance 39 
 40 
The parasite Trypanosoma brucei is the causative agent of Human and Animal African 41 
Trypanosomiasis (sleeping sickness). Trypanosomiasis, which affects humans and cattle, is 42 
fatal if untreated. Existing drugs have significant side effects. Thus, these parasites impose a 43 
significant human and economic burden in Sub-Saharan Africa where trypanosomiasis is 44 
endemic. T. brucei cycles between the mammalian host and a tsetse fly vector, and parasites 45 
undergo huge changes in morphology and metabolism to adapt to different hosts. Here, we 46 
show that DNA-interacting Bromodomain Protein 3 (Bdf3) shows changes in occupancy at its 47 
binding sites as parasites transition from the bloodstream to the insect stage.  Additionally, a 48 
new binding site appears near the locus responsible for remodeling of parasite surface proteins 49 
during transition to the insect stage. Understanding the mechanisms behind host adaptation is 50 
important for understanding the life cycle for the parasite. 51 



 52 
Introduction 53 
The ability to adapt to different environments is vital for parasites that live in different hosts. 54 
Trypanosoma brucei, the protozoan parasite that causes Human and Animal African 55 
Trypanosomiasis, is one such organism. T. brucei lives in the bloodstream and tissues of the 56 
mammalian host (1, 2) and multiple organs within the tsetse fly vector as it travels from the gut 57 
to the salivary gland (3). Throughout its life cycle, the parasite adapts to each unique 58 
environment. Parasites living in the bloodstream of the mammal evade the host immune system 59 
through antigenic variation of surface proteins called Variant Surface Glycoproteins (VSGs) (4, 60 
5). Prior to transitioning to the fly, bloodstream parasites differentiate to stumpy forms that are 61 
transcriptionally pre-adapted for making the transition to the fly gut (6). Once the parasites arrive 62 
in the midgut, they differentiate fully to procyclic forms, and VSGs on the surface are replaced 63 
by procyclin proteins (7). Because the mammalian bloodstream and fly midgut differ in 64 
temperature, pH, and nutrient availability, the parasites undergo huge changes in morphology 65 
and metabolism. Underlying these changes are large differences in transcript levels for 66 
thousands of genes (8–11). Researchers have made great strides in understanding how 67 
environmental signals are sensed by the parasites and what signaling pathways may be 68 
important for the transition to stumpy and procyclic forms (12–18). It has also been 69 
demonstrated that RNA binding proteins play a role in differentiation processes (19–25). 70 
However, whether chromatin interacting proteins play a role in initiating or regulating changes in 71 
transcript levels necessary for transition from the bloodstream to the procyclic stage in T. brucei 72 
is less well understood.  73 
 74 
Experimental observations suggest that chromatin interacting proteins might be involved in 75 
transcriptome reprogramming during the transition from bloodstream to procyclic forms. Notably, 76 
inhibition of chromatin interacting bromodomain proteins in bloodstream parasites results in 77 
changes to the transcriptome that mirror those that occur as parasites transition from the 78 
bloodstream form to the procyclic form (26). Bromodomain proteins bind to acetylated histone 79 
tails in T. brucei and other model organisms (27–30) and have well established roles in gene 80 
regulation. Proteins with bromodomains have been shown to play a number of gene regulatory 81 
roles, including histone modification, chromatin remodeling, transcription factor recruitment, and 82 
enhancer or mediator complex assembly (31). They have been shown to be activators of gene 83 
transcription in some contexts, but can also be involved in gene silencing (32). Degradation of 84 
the mammalian Brd4 bromodomain protein in a leukemia cell line model results in a global 85 
disruption of productive transcription elongation driven by collapse of the elongation complex 86 
(33). Inhibition of bromodomain proteins in mammalian stem cells results in spontaneous 87 
differentiation (34, 35). Finally, mammalian Brd4 has been shown to be recruited to lineage 88 
specific enhancers (36) and is necessary for adipogenesis and myogenesis (37). In T. brucei, 89 
seven bromodomain proteins (Bdfs) have been identified. Six of these proteins bind to 90 
transcription start sites at areas where polycistronic transcription units diverge (26, 29, 38). 91 
Members of the bromodomain protein family form distinct complexes in bloodstream forms (38). 92 
The focus of this study is Bdf3, which localizes to transcription start sites and has been shown 93 
to associate with Bdf5 and the Histone acetyltransferase HAT2 (38). Bdf3 was chosen as a 94 
good first candidate because knockdown of this protein by RNAi results in transcriptome 95 
changes similar to those that occur during differentiation from bloodstream to procyclic forms 96 
(26). While the localization of Bdf3 has been well characterized in bloodstream parasites, 97 
nothing is known about whether this localization is maintained during differentiation to procyclic 98 
forms. We hypothesized that Bdf3 might undergo changes in localization or occupancy at 99 
binding sites during differentiation from bloodstream to procyclic forms. Such changes in 100 
occupancy or localization could play a role in transcriptome reprogramming during 101 
differentiation.  102 



 103 
To investigate whether localization of Bdf3 is dynamic during the transition from bloodstream to 104 
procyclic forms, we analyzed differentiating parasites using Cleavage Under Targets and 105 
Release Using Nuclease (CUT&RUN). This technique is an alternative to Chromatin 106 
Immunoprecipitation and sequencing (ChIP-seq) that avoids potential artifacts and can be 107 
performed in less time (39, 40). Our results indicate that the CUT&RUN protocol developed in 108 
mammalian systems can be modified for successful use in T. brucei. We were able to use data 109 
from differentiating parasites processed by CUT&RUN to show that 3 de novo sites of Bdf3 110 
localization appear near the procyclin gene locus in differentiating parasites. More globally, 111 
occupancy at the majority of Bdf3 binding sites is transiently increased during the course of 112 
differentiation from bloodstream to procyclic forms.  113 
 114 
Results and Discussion 115 
 116 
Optimization of CUT&RUN for bloodstream form T. brucei 117 
The CUT&RUN protocol was originally developed for use in mammalian cell systems (39), so 118 
we set out to adapt the protocol to T. brucei bloodstream parasites. In brief, the CUT&RUN 119 
protocol works as follows. Cells are permeabilized and incubated with an antibody against the 120 
protein of interest. A fusion protein of protein A and micrococcal nuclease (pA-MN) is then 121 
added. The fusion protein binds to the antibody, and when calcium is added, the fusion protein 122 
cleaves the DNA immediately surrounding the protein of interest. The small DNA fragments that 123 
are released diffuse out of the nucleus and can be collected in the supernatant following 124 
centrifugation of the permeabilized cells. These small DNA fragments are used to generate a 125 
sequencing library, which can be analyzed with statistical methods already developed for ChIP-126 
seq. When CUT&RUN is performed using an antibody against an abundant histone protein, a 127 
characteristic ladder of bands is produced that represent 150bp increments corresponding to 128 
the size of DNA wrapped around a nucleosome (39, 41). Thus, we optimized the CUT&RUN 129 
protocol in the T. brucei EATRO1125 Antat 1.1 pleomorphic parasite line using an antibody 130 
against the abundant protein histone H3.  131 
 132 
To optimize the permeabilization step of CUT&RUN, we developed a flow cytometry assay to 133 
test permeabilization of parasite membranes. Parasites were permeabilized with various 134 
detergents and then incubated with a primary antibody against histone H3. A fluorescently 135 
labeled secondary antibody was then added and the parasites were assayed by flow cytometry. 136 
We observed anti-H3 staining following permeabilization with saponin, but did not see this 137 
staining in control samples where anti-H3 was not added (Fig.1A). Having optimized the 138 
permeabilization conditions, we next tested a series of incubation times and temperatures for 139 
the protein A micrococcal nuclease cleavage step of the protocol. We found that incubation for 5 140 
minutes at 37ºC most efficiently produced the characteristic ladder of bands expected following 141 
successful cleavage around histone H3 (Fig.  1B). However, because of the danger of non-142 
specific cleavage at 37ºC (39), we processed experimental CUT&RUN samples for 5 minutes at 143 
25ºC. Targeted micrococcal nuclease cleavage was dependent on the addition of calcium and 144 
did not occur when a non-specific control antibody was used (Fig. 1C). These results indicate 145 
that we successfully developed a CUT&RUN protocol for use in T. brucei bloodstream 146 
parasites. 147 
 148 
Bdf3-HA tagged T. brucei parasites express a stumpy induction marker when grown to 149 
high density 150 
 151 
To study the function of Bdf3 in differentiation competent parasites, we generated EATRO1125 152 
Antat 1.1 pleomorphic parasites with an HA-tagged allele of BDF3 and knocked out the 153 



remaining BDF3 allele (Fig. 2A). Correct targeting to the endogenous BDF3 locus was verified 154 
using a PCR assay (Fig. 2A, 2B) and our experiments were conducted with clone 6 of 24 tested 155 
clones (for simplicity, some clones are omitted from the figure). We tested our tagged parasites 156 
for their ability to generate stumpy forms by growing them to high density and measuring 157 
transcript levels of PAD1. We found increased transcript levels of PAD1 when our Bdf3-HA 158 
tagged parasites were grown to high density as compared to parasites grown at low density 159 
(Fig. 2C). This accords with previous work showing increased PAD1 transcript levels in 160 
pleomorphic parasites grown to high density (13), and indicates that our Bdf3-tagged 161 
pleomorphic strain shows the expected increase in the Pad1 stumpy induction marker once 162 
stumpy formation is induced. 163 
 164 
Bdf3 binding sites identified by CUT&RUN are similar to those identified by ChIP-seq in 165 
bloodstream parasites  166 
 167 
Once we optimized the protocol for CUT&RUN in bloodstream parasites, we used the 168 
pleomorphic HA-tagged Bdf3 strain described above to perform CUT&RUN in bloodstream 169 
parasites using an anti-HA antibody. A non-specific IgG antibody was used as a control. We 170 
used MACS software (42) to call peaks of Bdf3 localization using the IgG sample as a control. 171 
We compared peaks found by CUT&RUN to our published Bdf3 peaks found during ChIP-seq 172 
(26) and found that peaks called by MACS for our CUT&RUN dataset were very similar to peaks 173 
identified in our ChIP-seq dataset (Fig. 3A). 92% of peaks identified by ChIP-seq were also 174 
identified by CUT&RUN (Fig.  3B) and 86% of CUT&RUN peaks were identified by ChIP-seq. 175 
Overall this suggests that CUT&RUN is a viable technique for producing localization data in T. 176 
brucei.  177 
 178 
Because CUT&RUN does not use formaldehyde crosslinking, this technique could avoid 179 
artifacts that have been previously documented for ChIP-seq (40). In CUT&RUN, binding of the 180 
primary antibody to the target protein of interest occurs following permeabilization and prior to 181 
any other processing. The data produced for Bdf3 localization by CUT&RUN is quite similar to 182 
what has been seen previously for the localization of Bdf3 in bloodstream forms using ChIP-seq 183 
(Fig. 3B). Bdf3 was found to localize primarily to divergent strand switch regions thought to be 184 
transcription start sites. 76% of all divergent strand switch regions (Table S7) (112 out of 148) 185 
were within 5kb of a Bdf3 peak. This is in accord with previous results that show Bdf3 localizing 186 
to regions where transcription is initiated (26, 29, 38). In addition, peaks of localization called by 187 
MACS showed substantial overlap between the two techniques. This is reassuring, as it 188 
suggests that data acquired by ChIP-seq represents physiological levels of binding for the T. 189 
brucei proteins that have been studied using the ChIP-seq technique. One situation where 190 
CUT&RUN might fail is in detecting transient protein-DNA interactions. For protein interactions 191 
of this type, a crosslinking-based technique might be necessary and/or preferable.  192 
 193 
Although the data produced by ChIP-seq and CUT&RUN are similar, CUT&RUN is faster. ChIP-194 
seq requires at least two overnight steps to immunoprecipitate complexes and reverse the 195 
formaldehyde crosslinking, with a potential third overnight step to bind primary antibodies to 196 
beads. These steps are then followed by sequencing library processing. In contrast, CUT&RUN 197 
can be performed in ~4 hours. We were able to perform CUT&RUN experiments successfully 198 
using 50 million cells, while 100 million cells is generally recommended for ChIP-seq protocols 199 
in T. brucei. It is possible that even fewer cells could be used successfully, but we did not 200 
formally test this. The originators of the protocol in mammalian cells claim that high quality data 201 
can be obtained using 100-1000 cells (43). The development of CUT&TAG (Cleavage Under 202 
Targets and TAGmentation) has streamlined the process even further by eliminating some 203 
downstream steps associated with sequencing library preparation (43), and has further been 204 



refined to be fully automated (44). CUT&TAG has also been adapted for single cell chromatin 205 
studies (45), which represents an exciting future application for the technique in T. brucei. A 206 
recent paper used single cell sequencing to delineate transcriptome changes that occur during 207 
differentiation (8). The use of CUT&TAG on single cells during differentiation might delineate the 208 
accompanying changes in occupancy for chromatin associated proteins throughout the 209 
differentiation process. Excitingly, CUT&RUN has been successfully adapted for use in 210 
Toxoplasma gondii to identify a master regulator of differentiation (46). 211 
 212 
Bdf3 localizes to a region near the procyclin gene locus following differentiation. 213 
In order to ascertain whether the localization of Bdf3 is altered as parasites differentiate from the 214 
bloodstream to the procyclic form, we induced differentiation of our pleomorphic Bdf3-HA 215 
tagged strain by resuspending parasites in differentiation media, adding 6mM cis-aconitate, and 216 
incubating them at 27ºC. We harvested parasites in triplicate at 1h, 3h, 24h, and 76h post 217 
differentiation and performed CUT&RUN using an anti-HA antibody. Bloodstream parasites 218 
were also processed the same way using 5 biological replicates. Sequencing libraries were 219 
generated and the resulting reads were trimmed for quality and aligned to the T. brucei genome.  220 
MACS (42) was then used to call peaks of Bdf3 localization at every time point (Fig. 4, peak 221 
locations given in Table S1, Table S8, Table S9). Visual inspection of the results revealed that 222 
almost all Bdf3 peaks identified in all 5 replicates of bloodstream parasites were also identified 223 
as peaks at every timepoint thereafter (Fig. 4).  224 
 225 
While most MACS identified Bdf3 peaks were retained throughout the course of differentiation, 226 
one notable exception to this trend was found at chromosome 10 in the region of the procyclin 227 
gene locus (47). MACS called three Bdf3 peaks in this region at 76 hours post differentiation 228 
that were not identified as peaks earlier in the time course (Fig. 5). Quantification of Bdf3 229 
occupancy at this site using the DiffBind program (48) revealed that Bdf3 occupancy increases 230 
at 3h and remains high throughout the remainder of the timecourse (Fig. S1A) We tested EP1 231 
transcript levels following differentiation in our pleomorphic line using the same timepoints and 232 
found a ~ 5 fold increase in EP1 transcript levels at 1h and a ~20-50 fold increase at 3 hours 233 
(Fig. S2). While the MACS algorithm identified Bdf3 peaks at 3 specific sites (indicated by the 234 
peaks labeled as 520,521, and 523), the gene track for Bdf3 shows widespread binding over a 235 
large region at this locus (Fig. 5B). This is especially interesting because transcripts from the EP 236 
and PAG genes near this locus are increased during the transition from bloodstream to procyclic 237 
forms so that parasites can remodel their VSG surface coat with procyclin. In contrast to many 238 
genes driven by Pol II, procyclin genes are instead transcribed by Pol I (49–52). Additionally, 239 
while pol II driven genes are thought to be largely regulated post-transcriptionally,  procyclin 240 
genes have been shown to be transcriptionally regulated (53). While RNA binding proteins have 241 
been shown to have a role in stabilizing transcripts of procyclin genes (23–25), the de novo 242 
localization of Bdf3 to this region may indicate that bromodomain proteins play a role in inducing 243 
or maintaining increased levels of procyclin transcripts during differentiation (Fig. 5). This idea is 244 
in accord with findings that chromosomal context is important for procyclin promoter regulation 245 
(54). This would be interesting to test in future studies, perhaps through the use of a tethering 246 
experiment where Bdf3 is artificially localized to the EP locus in bloodstream forms. An increase 247 
in the level of transcript for EP1 following artificial tethering would support a model where the de 248 
novo appearance of Bdf3 at this locus helps to increase transcript levels of procyclin genes 249 
nearby, facilitating surface remodeling of the parasite.  250 
 251 
Custom scripts were used to systematically check for other instances of de novo Bdf3 peak 252 
formation following differentiation. While a number of sites were identified, visual inspection 253 
revealed that most of these sites were likely false positives. Many were in regions with high 254 
background in the IgG control samples. Thus, it’s likely that for some timepoints, these regions 255 



just made it over the threshold to be called by MACS as a peak, while at other timepoints they 256 
did not, leading to a false positive result. Table S2 lists each of the sites with a numerical code 257 
given by visual inspection, with 0 indicating no evidence of de novo peak formation by visual 258 
inspection, 1 indicating some evidence, and 2 indicating good evidence. Sites that received a 259 
score of 1 include the GPEET (Tb927.6.510) procyclin locus on chromosome 6 (Fig. S6) and 260 
the Invariant Surface Glycoprotein (ISG75) locus on chromosome 5 proximal to Tb927.5.360 261 
(Fig. S3). Both of the protein products for these loci are associated with differentiation 262 
processes. A similar analysis was performed to check for MACS-called Bdf3 peaks present in 263 
bloodstream forms that were not present at subsequent time points. Again, many of these loci 264 
likely represent false positives, and only two sites were scored as 1: a VSG locus on 265 
chromosome 5 and an ESAG locus on chromosome 1 (Table S3).  266 
 267 
Occupancy of Bdf3 at genomic binding sites transiently increases as parasites 268 
differentiate from bloodstream to procyclic forms 269 
 270 
Having ascertained that most sites of Bdf3 localization are retained throughout differentiation, 271 
we next wanted to measure whether occupancy at these sites is altered by quantifying tag 272 
counts within each Bdf3 peak over time. To do so, we took advantage of the DiffBind program 273 
(48, 55) which is designed to identify changes in protein occupancy under different conditions. 274 
DiffBind takes BAM files and MACS called peaks as input, and first finds consensus peaks that 275 
are present in all biological replicates using the provided MACS files. These consensus peaks 276 
are considered regions of interest. The program normalizes the data and computes a 277 
normalized tag count for regions of interest using a 400bp region surrounding the peak summit. 278 
A region is considered to have a change in occupancy if there is a statistically significant change 279 
in tag count for the region around the peak summit at a time point after differentiation as 280 
compared to the bloodstream samples.  281 
 282 
The method of normalization has been shown to have an outsized effect on whether a particular 283 
region is identified as having a significant change in occupancy (48). To circumvent this 284 
potential issue, we used four different normalization methods to identify regions with a change in 285 
occupancy over the course of differentiation. The regions identified as having a change in 286 
occupancy by all four normalization methods are considered ‘high confidence’ differentially 287 
occupied regions. The normalization methods used include (1) reads per kilobase of transcript 288 
per million mapped reads (RPKM), (2) spike-in library size normalization, which normalizes 289 
using spiked in yeast DNA for each sample (3) background RLE (Relative Log Expression), 290 
where counts are divided by sample-specific size factors determined by median ratio of gene 291 
counts relative to geometric mean per gene, a method similar to DESeq, and (4) background 292 
RLE of spiked in reads, which uses the former method with spiked-in yeast in reads. In total, we 293 
found 268 ‘high confidence’ regions that were identified as having a significant change in 294 
occupancy at a time point following differentiation when compared to the bloodstream data (Fig. 295 
6).  296 
 297 
We plotted the normalized tag counts for each of the 268 ‘high confidence’ differentially 298 
occupied Bdf3 binding sites arrayed by chromosome (Fig. 7A, Fig. S4, Table S4). There was a 299 
remarkable similarity to the pattern of occupancy for these differentially bound regions over 300 
time, with most regions showing a peak in occupancy at 3 hours post differentiation and a 301 
decrease in occupancy thereafter. In order to ensure that the peak in occupancy observed for 302 
Bdf3 at 3 hours post differentiation was not an artifact, we randomly shuffled Bdf3 binding site 303 
locations using bedtools (56). The regions were shuffled such that each shuffled site was 304 
retained on the same chromosome as the original site and all regions identified as consensus 305 
sites were excluded. These shuffled regions were then run through the DiffBind program and 306 



normalized the same way as the Bdf3 consensus sites (Fig. 7B, Fig. S5, Table S5). When tag 307 
counts for shuffled control regions were plotted over time, we did not observe the same peak in 308 
the number of tag counts at the 3-hour time point, indicating that the peak in Bdf3 occupancy 309 
that occurs 3 hours after differentiation represents a genuine change in the amount of Bdf3 310 
found at that location, either at the single cell or the population level. Interestingly, the 311 
occupancy for peaks at the EP locus does not show this pattern. Instead, occupancy shows a 312 
pronounced increase at 3h and remains high for the duration of the timecourse (Fig. S1). The 313 
fact that there is a pronounced increase in EP1 expression at 3h (Fig. S2) may indicate that the 314 
de novo formation of Bdf3 peaks at this time point could help increase transcript levels of EP1 at 315 
this locus. While the MACS algorithm did not call Bdf3 peaks at this locus until 72 hours, 316 
quantification by Diffbind as well as visual inspection of the sequencing tracks indicate that the 317 
peaks may be forming as early as 1-3 hours (Fig. S1, Fig 5).  318 
 319 
The fact that the peak of Bdf3 occupancy is reached 3h following addition of cis-aconitate is 320 
especially interesting in light of work showing that commitment to differentiation occurs 2-3h 321 
hours after cis-aconitate treatment (57). This group further demonstrated that protein synthesis 322 
is required to generate ‘memory’ of exposure to the differentiation signal. One possible model is 323 
that bromodomain protein occupancy at transcription start sites facilitates commitment at 3h 324 
following differentiation by an unknown mechanism. For instance, if increased occupancy led to 325 
an increase in transcript levels, this could aid in the protein synthesis required for commitment 326 
to differentiation.  327 
 328 
Of the 268 ‘high confidence’ sites with changes in Bdf3 occupancy, 162 are within 5kb of a 329 
divergent strand switch region considered to be sites of transcription initiation in T. brucei. This 330 
might be an underestimate of the true number of dynamically occupied Bdf3 sites at divergent 331 
strand switch regions because we used only unique alignments, and thus we lack data for highly 332 
repetitive regions with divergent strand switch regions near the ends of the chromosomes. Of 333 
148 divergent strand switch regions we examined, 60% were within 5kb of a ‘high confidence’ 334 
dynamically occupied Bdf3 site. The effect of the increased occupancy at sites of Bdf3 335 
localization is not yet known for T. brucei, but in other systems, changes in occupancy for 336 
chromatin binding proteins can reflect an underlying change in  particular histone tail 337 
modifications that are bound by the chromatin binding protein (55). In our particular case, a 338 
change in histone acetylation at transcription start sites could result in the observed increase in 339 
Bdf3 occupancy at these sites as parasites begin differentiation. Future studies could 340 
investigate the acetylation levels at transcription start sites after the induction of differentiation 341 
from the bloodstream to the procyclic form. A transient increase in acetylation at transcription 342 
start sites might result in a corresponding transient increase in bromodomain protein localization 343 
at these sites that is observed for Bdf3 (Fig. 7). This leaves us with the question of how an 344 
increase in acetylation might support the differentiation process. One model is that such an 345 
increase in acetylation might increase genomic transcription overall, and thus help the parasites 346 
exit the relatively quiescent cell cycle arrested stumpy stage and transition to the dividing 347 
procyclic stage. In other systems, quiescence results in a global decrease in acetylation levels 348 
(58–60). Specific chromatin remodeling enzymes are required to generate hypertranscription 349 
necessary for exiting the quiescent state (61). If an increase in acetylation levels and increased 350 
transcription are necessary during the transition from the quiescent stumpy form to the cycling 351 
procyclic form, this could result in the observed increase in Bdf3 occupancy following the 352 
differentiation cue. Bromodomain protein mediated regulation of global Pol II transcript levels 353 
has been demonstrated in Leishmania (62).  RNA-seq analyses are typically normalized in such 354 
a way as to obscure global increases or decreases in transcript levels (63). Thus, it might be 355 
interesting to examine whether the exit from the stumpy to the procyclic stage results in a global 356 
increase in transcript levels for Pol II regulated genes.  357 



 358 
Bromodomain inhibition in bloodstream parasites using the small molecule inhibitor I-BET151 359 
results in changes in the transcriptome that mirror those that occur during differentiation from 360 
the bloodstream to the procyclic stage in many ways, including an increase in EP1 transcript 361 
levels (26). We observed a sharp decrease in bromodomain protein occupancy for at least 268 362 
Bdf3 binding sites in the period between 3h and 24h after the initiation of differentiation (Fig. 7). 363 
One model for why bromodomain inhibition may trigger transcriptome changes akin to 364 
differentiation is that binding of the drug to its bromodomain protein target causes a sharp 365 
decrease in occupancy for bromodomain proteins in bloodstream forms as is seen at 3 hours 366 
post differentiation (Fig. 7). We did observe decreased enrichment of Bdf3 in I-BET151 treated 367 
bloodstream parasites at several sites, consistent with this model (26). If the decrease in Bdf3 368 
occupancy in differentiating parasites is partly responsible for promoting the transition to a 369 
procyclic-specific transcriptome, then an artificial I-BET151 induced decrease in Bdf3 370 
occupancy might also produce the observed changes in transcript levels for procyclic-371 
associated genes.  372 
 373 
An unanswered question is whether the transient increase in Bdf3 occupancy observed at pol II 374 
initiation sites during differentiation induced by cis-aconitate and temperature shift is also 375 
observed during the I-BET151/Bdf3 kd induced differentiation-like phenotype. The earliest 376 
timepoint that was used to check for whether I-BET151 decreased binding to Bdf3 targets was 6 377 
hours, and thus a transient increase in occupancy followed by I-BET151 treatment (by some 378 
unknown mechanism) might have been missed. Additionally, Bdf3 target occupancy was not 379 
tested genome-wide in that previous study (26). It is also possible that the I-BET151 induced 380 
differentiation phenotype occurs via an entirely different mechanism than the one induced by 381 
cis-aconitate and temperature shift, and that this mechanism does not require a transient 382 
increase in Bdf3 occupancy. One model is that the I-BET151 disruption of monoallelic 383 
expression is responsible for driving the transcriptome changes that are observed following drug 384 
treatment, consistent with studies by Batram et al (64). The idea that differing triggers can result 385 
in differentiation phenotypes is also supported by other work (65, 66).  386 
 387 
We previously observed an increase in EP1 transcript levels following bromodomain inhibition 388 
(26). This may indicate that Bdf3 occupancy at the EP1 locus is not required to increase 389 
transcript levels of EP1 or that the increase in EP1 transcript levels occurs via a different 390 
mechanism following bromodomain inhibition, as mentioned above. AIternatively, residual levels 391 
of bromodomain protein following inhibition may have been sufficient to drive the observed 392 
increase in EP1. While ITC experiments confirmed binding of I-BET151 to trypanosome 393 
bromodomains (26), it is also possible that I-BET151 has off-target effects that result in the 394 
observed increase in EP1 transcript levels. 395 
 396 
A number of genes known to be associated with differentiation were within 5kb of a dynamically 397 
occupied Bdf3 site (Table S6 lists all genes within 5kb of ‘high confidence’ Bdf3 sites and 398 
separates out those identified by Queiroz et al. as having altered transcript levels during 399 
differentiation (67); information from additional studies is included in the third tab of Table S6 (8, 400 
65, 68)). These genes include, but are not limited to, invariant surface glycoproteins (ISG75, 401 
Tb927.5.350, Tb927.5.360, Tb927.5.370, Tb927.5.380, Tb927.5.390, Tb927.5.400) , procyclin 402 
genes on chromosome 6: GPEET2 gene (Tb927.6.510), EP3-2 (Tb927.6.520), Procyclin 403 
Associated Gene 3 (Tb927.6.530) (Fig. S6), Expression Site Associated Genes (ESAG1, 404 
Tb927.4.1200, Tb927.10.105, ESAG2, Tb927.1.2040, ESAG3, Tb927.5.4600, Tb927.9.15940, 405 
ESAG4, Tb927.5.285b, ESAG5, Tb927.7.6860, Tb927.9.15890, ESAG9, Tb927.5.4620, 406 
Tb927.5.120, Tb927.7.170, ESAG pseudogenes, Tb927.1.2060, Tb927.1.2070, Tb927.2.660, 407 
Tb927.2.910, Tb927.3.5790, Tb927.9.680, Tb927.9.16010, Tb927.9.16010, Tb927.9.16010, 408 



Tb927.10.100), Variant Surface Glycoproteins (VSGs), COX genes (Tb927.4.4620, 409 
Tb927.9.3170, Tb927.10.8320, Tb927.11.13140), flagellar genes (Tb927.5.4480, Tb927.8.5440, 410 
Tb927.8.5460, Tb927.8.5470, and adenylate cyclases (Tb927.11.1480, Tb927.5.320, 411 
Tb927.5.330, Tb927.6.270, Tb927.7.7470) (Table S6).  412 
 413 
In conclusion, we have adapted the CUT&RUN technique for use in T. brucei parasites, and 414 
used it to track de novo Bdf3 peak formation and changes in occupancy at Bdf3 binding sites 415 
during the transition from the bloodstream to the procyclic form. The mechanistic details for how 416 
changes in bromodomain protein occupancy might promote differentiation is an exciting area for 417 
future study.  418 
 419 
Materials and Methods 420 
 421 
Parasite Culture and Strain Generation 422 
Bloodstream parasites were cultured in HMI-9 at 37ºC with 5% CO2. Differentiation was induced 423 
by resuspending parasites in Differentiation Media (DTM) at 4 million cells/ml (69), adding 6mM 424 
cis-aconitate, and incubating parasites at 27ºC. Post-differentiation parasites were maintained 425 
between 1 and 10 million cells/ml. The BDF3-HA/BDF3KO strain was generated from EATRO 426 
1125 AnTat1.1 90:13 (70). EATRO1125 Antat 1.1 lines were kept at densities below 600,000 427 
cells/ml. The pMOTAG5H BDF3-HA construct (26) was linearized and introduced into parasites 428 
using an AMAXA nucleofector kit. Correct integration was verified using PCR with primers: 1) 429 
HA rev (tatgggtacgcgtaatcaggcaca) and 2) upstream Bdf3 5’UTR for (tgttgcaggatattgtgagtga). 430 
After this the pyrFEKO PAC/GFP BDF3 KO construct was linearized and transfected into Bdf3-431 
HA tagged parasites as above and verified with primers: 1) GFP for (ctacaacagccacaaggtctat) 432 
and 2) downstream Bdf3 3’ UTR rev (aaaccgcaaagtgatgaatgg). Control primers shown in figure 433 
are 1) Bdf3 3’ UTR for (cttgtagacagcggcatggttgg) and 2) downstream Bdf3 3’ UTR rev 434 
(aaaccgcaaagtgatgaatgg).  435 
 436 
 437 
CUT&RUN 438 
All spins prior to permeabilization were performed at 10ºC and 2738g. Spins after the 439 
permeabilization step occurred at 10ºC and 4602g. 50-75 million parasites were harvested via 440 
centrifugation at 10ºC and washed in 1ml NP buffer containing 0.5mM spermidine, 50mM NaCl, 441 
10mM Tris-HCl pH 7.5, and protease inhibitors. Parasites were spun and permeabilized using 442 
100µl NP buffer supplemented with 0.1% saponin (vol/vol) and 2mM EDTA. 5µg of anti-HA 443 
(Sigma H6908) or anti-IgG (Fisher 02-6102) control antibody was added and samples were 444 
rotated for 45m at 25ºC. For histone experiments, 1.5µl rabbit anti-H3 (a kind gift from Christian 445 
Janzen) was added. Samples were washed and pelleted twice with 1ml NP buffer. A volume 446 
corresponding to 1.4% of the sample was removed for flow cytometry analysis. Following the 447 
second wash, samples were resuspended in 100µl NP buffer and 0.5µl proteinA-Micrococcal 448 
nuclease was added (a kind gift from Steven Henikoff). Samples were rotated for 5m at 25ºC. 449 
Samples were washed twice in 1ml NP buffer as above and resuspended in 100µl NP buffer. 450 
CaCl2 was added to a final concentration of 2mM and nuclease digestion occurred for 5m at 451 
25ºC. 100µl of 2X STOP buffer (20mM EDTA, 20mM EGTA) with yeast spike-in DNA was 452 
immediately added. Samples were incubated for 10m at 37ºC to release insoluble nuclear 453 
chromatin. Samples were  pelleted and the supernatant containing the DNA was saved. SDS 454 
was added to a final concentration of 0.1%, proteinase K was added at 165µg/ml, and RNaseA 455 
was added to 6.5µg/ml. Samples were incubated at 70ºC for 10m and purified using phenol 456 
chloroform or Ampure XP beads at 1.8X according to the manufacturer’s instructions.  457 
 458 
Flow Cytometry  459 



All flow cytometry was performed on a Novocyte 2000R from Acea Biosciences (now Agilent). 460 
Parasites were resuspended in 100µl HMI-9 and stained for 10 minutes on ice with mouse anti-461 
rabbit IgG PE (Santa Cruz sc-3753). Cells were washed twice in HMI-9 prior to analysis. 462 
 463 
Quantitative PCR Analysis 464 
 465 
To quantify transcript levels of PAD1, parasites were grown to a density of 190,000 cells/ml for 466 
low density samples or >= 1 million cells/ml for high density samples. RNA was extracted from 467 
low or high density parasite populations using RNA Stat-60 (Tel-Test) following the 468 
manufacturer’s protocol and quantified on a NanoDrop2000c. 2.5μg of RNA was used to 469 
generate cDNA using the SuperScript IV VILO Master Mix (Fisher Scientific 11756050) 470 
according to the manufacturer’s protocol. cDNA was amplified using 2X Sybr green master mix 471 
(Life Technologies 4309155) and primers and quantified on an Eppendorf Realplex2 instrument. 472 
Primers used were PAD1: gaccaaaggaaccttcttcct and cactggctcccctaagct, URA3: 473 
cggcagcagttctcgagt and tggcgtgtaccttgaggc. For differentiation experiments, primers used for 474 
EP1 were tctgctcgctattcttctgttc and cctttgcctcccttagtaagac, and Tb927.10.9400 SF1 were 475 
ggtatggttcatcaggagttgg and cgttagcactggtatccttcag.  476 
 477 
 478 
Generation of Sequencing Libraries 479 
Sequencing libraries were generated using the NEBNext Ultra II DNA Library Prep Kit for 480 
Illumina (E7645) according to the manufacturer’s instructions with the following modification: 481 
Samples were incubated with USER enzyme immediately prior to PCR, rather than at an earlier 482 
step. NEBNext Multiplex Oligos for Illumina were used to prepare multiplex samples (e.g. 483 
E7710).  484 
 485 
 486 
CUT&RUN Sequencing Analysis 487 
Sequencing was performed at the UCLA Technology Center for Genomics and Bioinformatics 488 
using an Illumina HISEQ 3000 with 50bp single end reads. CUT&RUN fastq files were trimmed 489 
using TrimGalore (http://www.bioinformatics.babraham.ac.uk/projects/trim_galore/) and aligned 490 
to the Tb927v5.1 genome using bowtie (71) and requiring unique alignments using the following 491 
command: bowtie ‐‐best ‐‐strata ‐t ‐v 2 ‐a ‐m 1. Spike-in reads were aligned to the yeast 492 
sacCer3/R64 genome. MACS (42) was used in broad peak mode to identify peaks of Bdf3 493 
localization using an IgG control with the following arguments  494 
‐g 23650671, ‐‐keep‐dup all, ‐‐nomodel, and –broad.  495 
The DiffBind (48) package was used to identify regions with a change in Bdf3 occupancy. The 496 
GreyList ChIP package eliminated problematic regions from the analysis (0.66% of the 497 
genome). Four different normalization methods were then used to obtain normalized read 498 
counts for areas of interest determined by MACS: Spike-in library size, Spike-in RLE, 499 
Background RLE (not using spike-in reads), and RPKM. Both RLE methods adjust for regional 500 
‘background’ read frequency by counting reads in non-overlapping 15kb genomic bins. This 501 
approach adjusts for broad patterns in background read enrichment while avoiding spurious 502 
adjustment to locally enriched regions. When MACS regions are used as input for the DiffBind 503 
program, it defines regions of interest as xbp upstream and downstream of the summit for the 504 
peak determined by MACS, where x is a variable determined by the user. We tested a number 505 
of x values and found similar results between 100 and 500 basepairs. The analysis presented 506 
here is performed with 200bp on either side of the summit; thus regions of interest are each 507 
400bp long. DiffBind was used to identify regions with a statistically significant change in read 508 
counts (occupancy) at each time point using bloodstream values as a control with a cutoff of padj 509 
< 0.05 using the Benjamini-Hochberg adjustment to control the FDR per normalization 510 



technique. Once these regions were identified using each normalization method, a Venn 511 
diagram was used to identify ‘high confidence’ regions with changes in occupancy that were 512 
identified using all four normalization methods. To generate control regions, we randomly 513 
shuffled ‘high confidence’ regions for each chromosome using bedtools (56). Shuffled regions 514 
were maintained on the same chromosome and peaks of Bdf3 localization identified by MACS 515 
were excluded. Control regions were run through the same DiffBind pipeline to obtain 516 
normalized read counts, which were plotted for each control region.  517 
 518 
Overlap between ChIP and CUT&RUN-identified peaks was performed by first merging peaks 519 
that were within 5kb in each dataset and then identifying unique vs overlapping peaks using 520 
bedtools (56).  521 
 522 
De novo peak formation was ascertained using a custom script. The program took as input the 523 
set of MACS called Bdf3 consensus peaks at each time point and identified sites that were not 524 
called as Bdf3 peaks in bloodstream forms but subsequently were called as peaks at 2 525 
consecutive timepoints following differentiation. The script for ‘disappearing’ peaks took the 526 
same input and identified sites that were called as peaks in bloodstream parasites and not 527 
called as peaks at two consecutive time points following differentiation.  528 
 529 
Data Availability 530 
Fastq files are deposited at the SRA under project number PRJNA795567. 531 
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 538 
Figure 1. Optimization of CUT&RUN for T. brucei. A) Flow cytometry analysis for parasites 539 
permeabilized with 0.1% Saponin and incubated with rabbit anti-H3 primary antibody and then 540 
stained with anti-Rabbit PE. Left, forward and side scatter with live gate shown. Right, live gated 541 
parasites stained with anti-H3 (blue) or processed in parallel but with no anti-H3 added and 542 
stained with secondary antibody alone (red). B) Gel electrophoresis of DNA isolated from 543 
CUT&RUN processed parasites using an anti-H3 antibody. CaCl2 was added for the indicated 544 
times and temperatures to activate micrococcal nuclease cutting. C) Gel electrophoresis of DNA 545 
isolated from CUT&RUN processed parasites using an anti-H3 antibody (left panels and first 546 
lane on right panel) or an IgG antibody (right panel, second lane). Left panel shows samples 547 
processed with or without CaCl2 to activate micrococcal nuclease cutting. Black line indicates a 548 
gel cropped to show the indicated samples.  549 
 550 
Figure 2. Generation of pleomorphic BDF3-HA/BDF3KO parasites. A) Schematic of both 551 
endogenous Bdf3 alleles following modification with a knockout construct (top) and an HA-552 
tagging construct (bottom). Primers used to assay for correct integration are indicated. B) 553 
Electrophoresis of genomic DNA amplified with primers to verify correct integration of the BDF3 554 
knockout construct (Primers 1 and 2, top panel), primers to verify correct integration of the 555 
BDF3-HA tagging construct (Primers 3 and 4, middle panel), and control primers that should 556 
amplify all genomic DNA samples (Primers 5 and 2, bottom panel). Transformant clones are 557 
indicated as numbers. HA strain no KO indicates strain modified with the HA construct but not 558 
the KO construct. Control strains are two non-pleomorphic strains used as negative controls for 559 
the modifications. White line indicates cropping of gel photo. C) Quantitative PCR experiment to 560 
assay the transcript levels of PAD1 and a control gene (URA3) in Bdf3-HA tagged pleomorphic 561 



parasites at low density (less than 400,000 cells/ml) or high density (800-1000000 cells/ml). 562 
Values for the rRNA transcript were used for normalization. Each dot represents the average of 563 
3 technical replicates. 3 biological replicates were used for the data shown here. The long 564 
horizontal bar represents the average value for the 3 biological replicates. Error bars represent 565 
the standard error. The data was scaled such that the average for the low density samples was 566 
set to 1 to make it easier to compare different gene targets. * indicates p-value < 0.05 for a 567 
Student’s unpaired T test with equal variance comparing Pad1 expression at low density vs high 568 
density.  569 
 570 
Figure 3. CUT&RUN identified Bdf3 binding sites are similar to those previously found by 571 
ChIP-seq. A) IGV display for a region of chromosome 7 showing sequencing tracks for five 572 
biological replicates processed for CUT&RUN using an anti-HA antibody in a pleomorphic Bdf3-573 
HA tagged parasite line. A control sample processed with anti-IgG is also shown. Blue boxes 574 
below sequencing tracks indicate peaks of Bdf3 localization called by MACS in CUT&RUN 575 
samples and in published Bdf3-HA ChIP experiments in monomorphic strains (26). The last row 576 
displays a gene track. B) Plot showing the number of Bdf3 ChIP-identified peaks that do or do 577 
not overlap with Bdf3 CUT&RUN-identified peaks and vice versa. Materials and methods 578 
describe details of peak merging for this analysis. 579 
 580 
Figure 4. Most Bdf3 binding sites are retained throughout differentiation. IGV display for a 581 
region of chromosome 9 showing sequencing tracks for overlaid biological replicates processed 582 
for CUT&RUN using an anti-HA antibody in a pleomorphic Bdf3-HA tagged parasite line. A 583 
control sample processed with anti-IgG is also shown. Blue boxes below each sequencing track 584 
indicate peaks of Bdf3 localization identified by MACS.  585 
 586 
Figure 5. De novo Bdf3 peaks appear at the EP1 locus after differentiation to the 587 
procyclic form is induced. Top panel. IGV display for a region of chromosome 10 showing 588 
sequencing tracks for overlaid biological replicates processed for CUT&RUN using an anti-HA 589 
antibody in a pleomorphic Bdf3-HA tagged parasite line. A control sample processed with anti-590 
IgG is also shown. Blue boxes below each sequencing track indicate peaks of Bdf3 localization 591 
identified by MACS. The black square outlines the location of a new peak forming at the EP1 592 
locus. Bottom panel. Same as top panel except zoomed in on the EP1 locus for chromosome 593 
10. Three peaks are called at 76 hours that did not appear previously. Green box in front of EP1 594 
indicates the promoter. Arrowhead indicates direction of transcription. 595 
 596 
 597 
Figure 6. Changes in occupancy for Bdf3 are found at many loci throughout the genome 598 
following induction of differentiation from the bloodstream to the procyclic form. Venn 599 
diagram showing the number of sites identified by DiffBind as having a statistically significant 600 
change in occupancy when compared to bloodstream samples using four different normalization 601 
methods.  602 
 603 
Figure 7. Bdf3 occupancy peaks at 3 hours after induction of differentiation. A) Plots of 604 
log2 normalized tag counts over time for each ‘high confidence’ Bdf3 binding site with a 605 
statistically significant change in occupancy after induction of differentiation to the procyclic form 606 
using background RLE normalization and arrayed by chromosome. B) Plots of log2 normalized 607 
tag counts over time for control regions that are not identified as Bdf3 binding sites using 608 
background RLE normalization.  609 
 610 
Supplemental Figure 1. The EP locus shows a different pattern of occupancy compared 611 
to loci within 5kb of differentiation-associated genes. A) Plot showing log2 RLE normalized 612 



counts for Bdf3 occupancy at the 3 de novo peaks detected at the EP locus. Plot in the right 613 
panel includes individual values for each replicate. B) Plot showing log2 RLE normalized counts 614 
for Bdf3 occupancy at sites within 5kb of genes known to be associated with differentiation. 615 
 616 
Supplemental Figure 2. EP1 expression increases at 3h post differentiation in 617 
pleomorphic parasites. A) Quantitative PCR experiment to assay the transcript levels of EP1 618 
and a control gene (SF1) in Antat 1.1 pleomorphic parasites following differentiation at the 619 
indicated timepoints. Values for the rRNA transcript were used for normalization. Each dot 620 
represents the average of 3 technical replicates. 3 biological replicates were used for the data 621 
shown here. The horizontal bar represents the average value for the 3 biological replicates. 622 
Error bars represent the standard error. The data was scaled such that the average for the 0h 623 
samples was set to 1 to make it easier to compare different gene targets. * indicates p-value < 624 
0.05 for a Student’s unpaired T test with equal variance comparing EP1 expression at indicated 625 
time point vs 0h timepoint.  626 
B) Same as in A except using the Bdf3-HA tagged pleomorphic line. Each dot represents the 627 
average of 3 technical replicates. 3 biological replicates were used for the data shown here. The 628 
horizontal bar represents the average value for the 3 biological replicates. Error bars represent 629 
the standard error. The data was scaled such that the average for the 0h samples was set to 1 630 
to make it easier to compare different gene targets. * indicates p-value < 0.05 for a Student’s 631 
unpaired T test with equal variance comparing EP1 expression at indicated time point vs 0h 632 
timepoint.  633 
 634 
 635 
Supplemental Figure 3. IGV display for a region of chromosome 5 showing sequencing tracks 636 
for overlaid biological replicates processed for CUT&RUN using an anti-HA antibody in a 637 
pleomorphic Bdf3-HA tagged parasite line. A control sample processed with anti-IgG is also 638 
shown. Blue boxes below each sequencing track indicate peaks of Bdf3 localization identified by 639 
MACS. A) De novo peak at a locus near a putative ISG (Tb927.5.309b). B) De novo peak near 640 
a cluster of ISG75 genes (Tb927.5.350-380).  641 
 642 
Supplemental Figure 4. Plots of log2 normalized tag counts over time for each ‘high 643 
confidence’ Bdf3 binding site with a statistically significant change in occupancy after induction 644 
of differentiation to the procyclic form using indicated normalization. 645 
 646 
Supplemental Figure 5. Plots of log2 normalized tag counts over time for control regions that 647 
are not identified as Bdf3 binding sites using indicated normalization.  648 
 649 
Supplemental Figure 6. IGV display for a region of chromosome 6 at the GPEET 650 
(Tb927.6.530) locus showing sequencing tracks for overlaid biological replicates processed for 651 
CUT&RUN using an anti-HA antibody in a pleomorphic Bdf3-HA tagged parasite line. A control 652 
sample processed with anti-IgG is also shown. Blue boxes below each sequencing track 653 
indicate peaks of Bdf3 localization identified by MACS.  654 
 655 
 656 
Supplemental Table 1.  Diffbind normalized tag counts over time for Bdf3 peaks identified by 657 
MACS. Normalization is performed 4 different ways, and the normalization method is indicated 658 
by the tab name in the excel document. 659 
 660 
Supplemental Table 2. Analysis of Bdf3 binding sites that appear de novo during 661 
differentiation. 662 
 663 



Supplemental Table 3. Analysis of Bdf3 binding sites that are present in the bloodstream form 664 
and not called by MACS following differentiation. 665 
 666 
Supplemental Table 4. Normalized tag counts over time for Bdf3 sites with dynamic occupancy 667 
identified by DiffBind using four normalization methods. 668 
 669 
Supplemental Table 5. Normalized tag counts over time for control regions that are not Bdf3 670 
binding sites using four normalization methods. Normalization is performed 4 different ways, 671 
and the normalization method is indicated by the tab name in the excel document. 672 
 673 
Supplemental Table 6. Genes within 5kb of a ‘high confidence’ dynamically occupied Bdf3 site.  674 
 675 
Supplemental Table 7. Divergent strand switch regions used for this study. 676 
 677 
Supplemental Table 8. Consensus sites for Bdf3 binding regions for all time points with gene 678 
overlaps and TSS overlaps indicated. 679 
 680 
Supplemental Table 9. Consensus sites for Bdf3 binding regions for all time points. 681 
 682 
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