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Abstract

m-interactions are an important motif in chemical and biochemical systems. How-
ever, due to their anisotropic electron densities and complex balance of intermolecular
interactions, aromatic molecules represent an ongoing challenge for accurate and trans-
ferable force field development. Historically, ab initio force fields for aromatics have not
exhibited good accuracy with respect to bulk properties, or have only been used to study
gas-phase dimers. Using benzene as a proof of concept, herein we show how our own ab
initio, MASTIFF force field incorporates an atomically anisotropic description of inter-
molecular interactions to yield an accurate and robust model for aromatic interactions
irrespective of phase. Compared to existing models, the MASTIFF benzene force field

is not only accurate for liquid phase properties, but also offers transferability to the gas-
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and solid-phases. Additionally, we introduce a computationally efficient OpenMM plu-
gin that enables customizable anisotropic intermolecular functional forms, and which
can be generically used in any MD simulation where a model for non-spherical atomic
features is required. Overall, our results demonstrate the importance of atomic-level

anisotropy in enabling next-generation ab initio force field development.

1 Introduction

m-contact interactions are ubiquitous in chemistry and an play instrumental role in appli-
cations ranging from protein folding and molecular recognition, to crystal engineering and
drug design. ! Understanding the physics behind 7 — 7 stacking and other related w-contact

612,13 and experiment. %417 Force

interactions is an active area of research for both theory
field models have significantly deepened our understanding of the structure and energetics
of aromatic systems, and have overall been very successful in modeling environments such
as neat liquids.®'% 2! However, these same force fields are not without shortcomings, 2?24
especially when it comes to their transferability to more challenging m-contact environments

such as with cation-7 interactions?®26

or gas-phase clusters.?”?® The root cause(s) of these
accuracy and transferability challenges are complex, but historically have been attributed

to:

a) difficulties obtaining accurate quantum mechanical (QM)®2932 data and certain types

of molecular-resolution experimental benchmark data, 3?33

b) the combination of several distinct components of the intermolecular interaction that all

substantially contribute to structural and energetic trends in 7-interactions,232%3234

c) disparities between the minimum energy geometries of aromatic intermolecular contacts

in the gas phase vs. in the bulk, 1?35 and

d) the neglect of essential physics in force fields, such as anisotropy, polarizability, and



charge penetration. 3222

Regarding the first challenge, high accuracy QM calculations for small aromatic molecules

29,30,36,37

have become computationally affordable within the last two decades, and have led to

several notable efforts to develop force fields for aromatics ab initio (that is, from QM calcu-
lations alone).19:25:28:38:39 A} injtio development strategies are appealing for many reasons, 4°
including the lack of dependence on experimental data, the ability to naturally separate

28,4143 and the possibility of using more

the force field into meaningful physical components,
complex functional forms and flexible parameters in order to better capture the essential
physics of aromatic intermolecular interactions. 383%44 47 However, while many of the exist-
ing ab initio force fields for aromatics have excellent accuracy in the gas-phase, 19283839 the
condensed phase is an active challenge. Force fields with simple functional forms and com-
bination rules (which we refer to in this work as “general” force fields) typically have poor

19,25,28

accuracy for bulk property predictions, while those with more advanced functional

forms or explicit combination rules are challenging to implement within standard simulation
software, and have thus not yet been applied to study the condensed phase. 3839

The neglect of essential physics is also an important limitation of aromatic force fields.
Standard force fields all utilize the popular isotropic (or "sum of spheres") approximation,
in which atoms of a given pair interaction are modeled purely in terms of interatomic dis-
tances and any anisotropic (i.e. orientation-specific) effects are neglected.¢4849 This sum-
of-spheres approximation has been linked to accuracy issues in systems with highly non-
spherical electron densities, such as with 7-contact interactions, and we hypothesize that
this explains many of the observed accuracy challenges with aromatic force fields. 3?46 Se-
lect general force fields, such as AMOEBA, have explicitly incorporated anisotropy into the
electrostatic term.®*®! Other models, such as OPLS-CS® and the rigid-monomer “POT3”
potential developed by Szalewicz and coworkers, 3352 have utilized off-atom sites to implicitly

mimic the effects of anisotropy without introducing explicit orientation-dependent functional

forms. However, few aromatic force fields (and, to our knowledge, no MD-compatible gen-



eral force fields) have explicitly included anisotropy in the non-electrostatic terms of the
force field, despite the fact that both exchange and dispersion anisotropy are known to be
important in 7 systems.3?46:47:53 We therefore see a need to incorporate atomic anisotropy
explicitly into each term of the force field so as to simply but fully account for the physics
of intermolecular interactions in aromatic molecules.

Taken together, the overarching goal of the present work is to alleviate two major hurdles
associated with force field development for aromatics: first, the need for more sophisticated
functional forms that better capture the essential physics of aromatic and m-type interac-
tions, and second, the lack of compatibility between these sophisticated functional forms
and standard simulation software packages. We have chosen to study benzene as a “proof of

4,7-10,54,55 and leave discussions of more com-

concept” prototype for aromatic interactions,
plex molecules and aromatic interaction motifs for future work. To meet our first goal, we
develop a benzene force field based on the MASTIFF (Multipolar, Anisotropic, Slater-Type
Intermolecular Force Field) strategy introduced in prior work.4%46 MASTIFF incorporates
both atomic-level anisotropy and polarization effects explicitly, and has shown notable im-
provement over isotropic non-polarizable models in reproducing DFT-SAPT energies for a
diverse set of molecular geometries. To reach our second aim, we introduce a computationally
efficient plugin to the popular OpenMM simulation software®®7 that enables customizable
anisotropic intermolecular force expressions. Notably, this plugin is not specific to MAS-
TIFF or aromatics, and is thus intended to be generally useful for any molecule and any
phase state in which an orientation-dependent force field is needed. Our results compare
our newly developed MASTIFF benzene model to existing empirical and ab initio benzene
force fields for both dimer and bulk properties, and show how our force field and associated

OpenMM plugin can be used as a general design strategy for accurate and transferable ab

initio modeling of aromatic molecules.



2 Background

Table 1: Functional forms and parameterization methods for several popular benzene force
fields. “Both QM calculations and experimental bulk property data used in the training set.

Force Field Refs Year Parameters Electrostatics Polarization VAW Form

AMBER 58 2003  Empirical (PC) Implicit Lennard-Jones
AMOEBA 051,59 9017  Mixed® Multipoles Explicit Buffered 14-7
CHARMM?27 6061 2004 Empirical PC Implicit Lennard-Jones
OPLS-AA 62,63 1990 Empirical PC Implicit Lennard-Jones
OPLS-CS 19 2006  Mixed Oft-Site PC Implicit Lennard-Jones
OPT-FF 2 2009  Ab initio PC Implicit Lennard-Jones
QMD-FF 64 2015  Ab initio PC Implicit Lennard-Jones
POT3 38,52 2010  Ab initio Off-Site PC Implicit Generalized Exp6
MASTIFF this work  Ab initio Multipoles Explicit Slater-Type

A large number of molecular models (force fields) 19:28:50:58,60-63,65.66 haye heen parameter-
ized for benzene to study atomic scale interactions, each with varying success at reproducing
gas and bulk-phase properties.'® A representative, non-exhaustive list of benzene force fields
is given in Table 1 to highlight the diversity of parameterization methods and functional
forms used. Of these force fields, AMBER,®® CHARMMZ27,%06! and OPLS-AA %253 are pop-
ular general-purpose empirical force fields fit to reproduce bulk liquid properties such as the
density and enthalpy of vaporization. Each of these “standard force field” models employs an
isotropic, non-polarizable functional form (denoted LJ+¢) that treats van der Waals (vdW)
forces via the common 12-6 Lennard-Jones potential and electrostatics via point charges (¢q).
These simplistic empirical models are very accurate in predicting homogeneous bulk prop-
erties, particularly in the case of OPLS-AA.!'® Such accuracy is to be expected given that
these properties were included in their training sets. However, these force fields have also
been shown to have limited accuracy with respect to mixtures and gas-phase clusters. 18:24:28

In order to the improve accuracy and transferability of general force fields, several at-
tempts have been made to incorporate advanced functional forms and/or ab initio data

into parameterization. Early efforts in this area led to the OPLS-CS'® model (a mixed

empirical /ab-initio model parameterized to both bulk properties and gas phase quantum

5



data, and which includes off-site point charges in an effort to better reproduce benzene’s
multipole moments) and OPT-FF? (a purely ab-initio model that uses the standard LJ+q
functional form and is parameterized to gas phase dimer energies). Unfortunately, Fu and
Tian have shown that both approaches struggle to reproduce bulk properties.'® Later work
on the QMD-FF force field,% which uses the same functional form as OPT-FF but a more
extensive QM training set of dimers take from MD simulations, displays much improved bulk
property predictions, suggesting that larger training sets and judicious choice of QM refer-
ence data can overcome many of the hurdles associated with ab inito force field development.
Lastly, the AMOEBA 59515967 force field employs advanced functional forms and has been
empirically parameterized for aromatic complexes including benzene. AMOEBA explicitly
incorporates atomic anisotropy by replacing the traditional point charge model with electro-
static multipoles; however, the remaining VAW terms are isotropic. As demonstrated below,

AMOEBA performs well for select liquid phase properties, but (arguably due to limitations

68,69 53,69,70)

in its VAW functional form, including the lack of non-electrostatic anisotropy is
of more limited accuracy for transport properties, gas-phase dimers, and the solid phase.
As an alternative to general force fields, multiple research groups have also modeled
benzene using ab initio potential energy surfaces (PES).3%52 Similar to the present work,
PES approaches are entirely ab initio and utilize high-quality QM benchmarks such as SAPT
and/or CCSD(T) for parameterization.™ In other aspects, PES differ from general force
fields (including the present work): by eliminating combination rules in favor of explicit
cross-terms and their associated additional free parameters, these PES can achieve very high
accuracy for a specific molecule, albeit with the disadvantages that a) the model cannot
be used to study mixtures without substantial additional parameterization and b) explicit
cross-terms are typically incompatible with standard MD software. For these reasons, PES
have historically been restricted to studies of homogeneous dimer properties, although there

72,73

has been recent effort to automate PES parameterization and simulate both neat liquids

and binary mixtures. ™ 7" Insofar as benzene is concerned, the rigid-monomer “POT3” PES



3852 is particularly noteworthy, and (as discussed

developed by Podeszwa and co-workers
in the Results section) predicts benzene dimer energies and geometries with nearly SAPT-
level accuracy. The functional form for POT3 is based on point charges and a generalized
Buckingham potential. While technically a potential with no angular dependence, POT3
uses 13 off-atom interaction sites (1 site at the center of mass, 1 site between each chemical
bond) to model the non-sphericity of benzene and can thus be considered an “implicitly
anisotropic” model.

Finally, the MASTIFF (Multipolar, Anisotropic, Slater-Type Intermolecular Force Field)
approach, which is the focus of this work, attempts to overcome the limitations of the
isotropic approximation via a physics-based approach that explicitly incorporates atomic-
level anisotropy, not just into the electrostatics component, but into each term of the force
field. MASTIFF is a general force field that has shown notable improvement over isotropic
models in reproducing QM energies for a diverse set of molecular geometries, %% and will be
extended in the current work to model benzene as a prototype for aromatic interactions.
Because the MASTIFF functional form and fitting methodology have been fully described
in prior work, here we provide a background summary of the main equations but refer the
interested reader to Ref. 46 for complete details.

MASTIFF describes the intermolecular interaction energy as a sum of physically-meaningful

interaction components — exchange, electrostatics, induction, and dispersion — each of

which is fit to a corresponding QM energy benchmark:

Vew = 3 V5t + Vi + V50 Vi v 1)

v

Because DFT-SAPT subdivides induction into 2°¢ and higher order (“6HF”) components,

6HF

the MASTIFF induction energy is also a sum of two components, V42 and Vo



The functional form for each component is defined by the following equations:
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The exchange potential, V", describes short-range Pauli exclusion effects via a modified,
“Slater-ISA”% decaying exponential. This particular functional form is derived from the

79 of exponentially-decaying atom-in-molecule electron densities. Unlike the 1/r'2

overlap
repulsion functional form used in standard force fields, the Slater-ISA form is physics-based
and quantitatively matches the shape of the repulsive wall, even at small r and large re-
pulsion energies (see Figure 3 and Ref. 45). The electrostatic potential, V% models both
short-range charge penetration and long-range Coloumbic interactions. Short-range effects
are described by the same Slater-ISA functional form as is used for exchange, albeit with
different parameters. The functional form for long-range electrostatics is identical to that

used by AMOEBA: a distributed multipole expansion with multipole moments, @, fit up to

quadrupoles.® 80 Induction effects are modeled via Slater-ISA terms, which describe short-



range effects, and an Thole-damped induced dipole model, which describes the long-range
and is identical to the AMOEBA functional form. Lastly, dispersion is described by a Tang-
Toennies damped®82 dispersion multipole expansion.

In order to account for anisotropic (i.e. angular-dependent) effects, the MASTIFF func-

tional form treats each short-range prefactor, A, as an expansion in spherical harmonics,

Yim:
Aij = AzA]
Ai = Az(elv 901) = A’i,iso(]- + §1)7 (3)
47
gi - 5. 1m, 21 n 1Ylm(€2, gOl) .
[>0,m

This choice of combination rules and anisotropic functional form is derived from the first-
principles overlap model for anisotropic repulsion. 46:783 The orientation dependent variables
0; and ¢; are defined via local coordinate systems assigned to each anisotropic atom. By
aligning the local coordinate system to an atom’s local symmetry,%® many a;, terms are
reduced to zero. Thus, in practice, only a small number of parameterized a;;, terms are
required to converge to sub-kJ/mol accuracy for dimer interaction energies.

In order to train a MASTIFF model, parameters describing long-range effects are calcu-
lated from distributed atom-in-molecule monomer properties, whereas parameters for short-
range effects must be fit directly to benchmark DFT-SAPT dimer calculations. For visual
clarity, one instance of each parameter for the model (Equations (1) to (3)) has been shown
in color, with calculated monomer parameters in blue and fitted dimer parameters in red. For
a select few parameters, modest accuracy improvements have been found by first calculating
the parameters from monomer calculations, and then using the calculated parameters as soft
constraints when fitting to the DFT-SAPT dimer energies; these parameters are shown in

yellow.



3 Software

OpenMM?®7 is a popular GPU-accelerated molecular dynamics engine with customizable
force types. OpenMM has been used with MASTIFF to simulate the condensed phase in
prior work;“® however, the previous software implementation was both computationally in-
efficient and limited to very small molecules (see SI for details). Here we have implemented
a more general and more efficient open-source plugin that enables custom anisotropic func-
tional forms in OpenMM. This CustomAnisotropicNonbonded (CAN) force type and asso-
ciated plugin are available on GitHub,%* and full implementation details and performance
benchmarks are given in the SI. In the CAN plugin, anisotropy is incorporated by explic-
itly defining a local coordinate system at each atom site with respect to its surrounding
molecular geometry. These local axes definitions can then be used to compute the polar and
azimuthal coordinates (y; and 6;, respectively, following the mathematics convention) needed
for anisotropic functional forms. Similar to the typing syntax used in OpenMM’s Amoeba-
MultipoleForce, the relevant atoms assigning each atomtype’s local geometry are added as
per-particle parameters to a standard xml force field file. Five types of local geometries are
currently supported by CAN: Z-then-X, Bisector, Z-Bisect, Threefold, and Z-Only (see Fig-
ure S3). Figure 1 shows an example of CAN’s atom-typing and local geometry syntax for the
carbon and hydrogen atomtypes in benzene. It is important to stress that the CAN plugin
is not limited to benzene or MASTIFF, but rather is intended to be broadly applicable for

any molecule and any custom anisotropic force expression.

4 Methods

4.1 MASTIFF Force Field Parameterization

Parameterization of our new flexible-monomer MASTIFF benzene potential follows the same

standard procedure as in prior work.%® Permanent multipole moments (Q;) and short-range

10



\(|;/ \ /Z <ParticleType type=“H bnz” AxisType=“Zonly” AtomZ= “C bnz” ..

X
/C\ / A <ParticleType type="C bnz” AxisType=“ZThenX” AtomZ= “H bnz”
H T H AtomX="C bnz” ..
H

Figure 1: Local axes definitions for the hydrogen (red) and carbon (purple) atomtypes using
the CAN plugin. For each atomtype, the local z- and (where required) x-axes vectors are
defined with respect to neighboring atoms.

exponents (B;) were calculated from atom-in-molecule monomer properties using the BS—
ISA algorithm.*58 Calculated B coefficients were treated as soft-constraints and allowed to
relax slightly in fits to benchmark QM dimer energies (described in the next subsection). For
this work, atomic polarizabilities were taken from Dang?® and used without modification. In
keeping with standard practice for the AMOEBA force field, we used a Thole-damping factor
of 0.39. Dispersion parameters were taken from the sp? carbon and hydrogen (Csp2 and
H Csp2) atomtypes in Ref. 43 and used without modification. Intramolecular parameters
for bonds, angles, and dihedrals were used without modification from Ref. 64.

Short-range parameters for MASTIFF (A, s, and a;,,,) were optimized to reproduce the
benchmark QM energies according to the default procedure in Ref. 46. To best minimize
root-mean-squared errors (RMSE, see Figure 2), we chose to treat both carbon and hydrogen
atoms anisotropically. As in prior work,4® only symmetry-allowed terms up to 2"¢ order
(I = 2) were included in the expansion; introducing 3¢ order terms led to only minor
improvements in RMSE and thus were excluded. For hydrogen (treated as having quasi-
Coov symmetry), only the Yy and Yao spherical harmonics are symmetry-allowed, and thus
we only needed to optimize parameters for ay 19 and ag29. Analogously for carbon (Cay
symmetry), only three anisotropic terms (ac 10, @20, Gc22c) required fitting.

For dispersion-dominated complexes such as benzene, 3-body dispersion is known to be

important for quantitative bulk property predictions. 388 Thus a damped 3-body Axilrod-
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Teller-Muto (ATM) term, 16:8>

is 1 + 3 cos ¢; cos ¢, cos
‘/i?kp = Czjk,9f3($z])fg(l'jk)f?’(mzk) ¢ ¢] ¢k 7 (4)

TiiT kT ik

was added to the pair potential described above, where i, j, k refer to atomic indices. The
f3 damping functions are defined in Equation (2). In keeping with literature precedent, 8557
the Cy coefficients were approximated using dispersion coefficients (Cg) and static dipole

polarizabilities (c;(0)) taken from the pair potential:

O 25UFSHS 4 5+ 5Y) 5)
RO (ST 4 59) (S 4 S*) (S + S7)

o _ o 01(0)af(0)

YO T )

Consequently, the 3-body potential ATM potential required no additional free parameters

or fitting.

4.2 ISO-MASTIFF

In order to explore the extent to which the anisotropic terms (both a;;, parameters and
higher-order multipoles) improve fit quality, we also seperately optimized a completely
isotropic, “ISO-MASTIFF” version of the force field. ISO-MASTIFF is largely identical
to MASTIFF, with the exception that all a;;,, and higher-order multipole terms are set to
zero. Put differently, electrostatics for ISO-MASTIFF are computed at the point charge
level, the short-range terms have no orientation dependence, and the final optimized A;;

anad B;; parameters for ISO-MASTIFF and MASTIFF differ numerically.

4.3 Benchmark Energies

Short-range parameters for MASTIFF require fitting to energy-decomposed benchmark QM

dimer interaction energies. Similar to prior work,*® we used the Molpro2009 software suite®

12



and a DFT-SAPT /aVTZ-+m level of theory to compute the interaction energy and associ-
ated energy decomposition for 1000 quasi-randomly generated benzene dimers. Here, +m
refers to a set of 5s3pldlf even-tempered midbond functions placed at the midpoint be-
tween the centers of mass of the two interacting benzene monomers. We also computed
counterpoise-corrected dimer interaction energies using the PSI4 software at a DF-FNO-
CCSD(T)/CBS(a|TQJZ, 6aDZ) level of theory. With the exception of exchange, short-
range parameters in MASTIFF (Equation (2)) were fit to the corresponding DFT-SAPT
benchmark energy. In the case of exchange, however, we added the difference between the
CCSD(T) and SAPT total interaction energies, 6(CC), to the SAPT exchange energy as

follows:

Eexch = Eg}::}?_SAPT + (5(00) (7)
§(CC) = ESOSP(T) _ pDFT-SAPT ®)

This correction scheme ensured that the total benchmark energy corresponded to the total
DF-FNO-CCSD(T)/CBS(a|TQ|Z, 6aDZ) energy, and was used to eliminate small inaccura-
cies due to method or basis set limitations with DFT-SAPT. All benchmark geometries and

energies can be found in the SI.

4.4 Simulations

Condensed-phase benzene simulations were performed in a 600-monomer box. Unless other-
wise stated, all simulations were run in an NPT ensemble at 1.0 atm and 298 K. Sample run
scripts can be found in the SI. Initial configurations were generated using packmol® in a
50% A3 box. Temperature was regulated using the stochastic Langevin integrator with a 2.0
ps! friction coefficient and 1.0 fs stepsize. Pressure was controlled via Monte Carlo Barostat
with a 25 fs coupling time. The simulation box was allowed to equilibrate for 2 ns prior to

10 ns production, where statistics were collected every 1 ps for bulk properties. Liquid data
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collection occurred at a minimum rate of 1.5 ns/day on a single GTX 1080 GPU card. Gas
phase simulations were performed using the same protocol but with an initial density of 5.0
3

kg m™. NVT simulations used the experimental room-temperature liquid density of 873.6

kg m3, %
Self-diffusion coefficients (D) were computed using the Einstein relation, as en Eq. 9,

averaging over correlations in center-of-mass position r.

D = ——(r(0)r(t))? (9)

To account for box size effects, the diffusion coefficient was calculated at constant volume for
4 system sizes containing 600, 450, 300, and 150 monomers. In the case of a higher-density
model, 180 monomers were used instead of 150 to ensure cutoffs were less than half the box
length. A linear fit of the diffusion coefficient vs. inverse box length was performed, and
the bulk diffusion coefficient is reported as the y-intercept of this fit. Full details of the
extrapolation procedure and the linear fits can be found in the SI.

System density was computed via thermodynamic average of the production NPT data
set. Radial distribution functions of both center-of-mass and carbon-carbon distances were
computed by histogram analysis. !

Enthalpy of vaporization was computed via Equation (10), assuming that gas and liquid

intra-molecular energies were equal:

A1T—[va;la = _Eintra,g - (Einter,liq + (Eintra,liq)) = _Einter,liq + RT (1())

The heat capacity, Cp, was computed by separately accounting for inter- and intra-

molecular contributions:

ot CH¥ —R (11)

This strategy avoids spurious contributions from high-frequency intramolecular degrees of

14



freedom. The first term, representing intermolecular contributions to C'p, was computed by
taking the slope of the intermolecular component of enthalpy, Hiy.r, across 5 evenly spaced
temperatures from 300K to 450K. Intramolecular vibrational contributions were accounted
for via the ideal gas heat capacity, here CL¢ = 19.5cal mol 'K~'.92 The gas constant, R,
was subtracted so as not to double-count pressure-volume contributions.

Cohesive energies (Ec,,) were computed by subtracting the gas-phase monomer energy
from the 138K crystal lattice energy obtained by neutron diffraction. *® E.., was extrapolated
to OK by invoking the energetic difference for crystal lattice relaxation from 138K to 4K as
calculated by local coupled cluster [OSV-LCCSD(T0)-F12] by Yang et al.37.

Second virial coefficients (By) were calculated following the protocol described by Mec-

Daniel and Schmidt 3 as follows:

B, = 21 /O (1 = (ewpl—BUsnen (r)]) )2 (12)

where r is the center-of-mass distance. 10° random dimer orientations were used for each
distance r at 0.001 nm intervals from 0.15-3.0nm, having confirmed By values did not change
significantly outside this range. To enforce an infinite repulsive wall at small distances, a
step potential was added to the force expression as a function of van-der-Waals radii of

interacting atoms.

5 Results & Discussion

5.1 Dimer Properties

Using the same strategy from prior work,*4¢ the MASTIFF force field for benzene was
fit on a component-by-component basis to a quasi-random sample?® of 1000 benzene dimer
configurations, encompassing a large range of energetically-relevant interatomic distances

and orientations. The QM benchmark was taken to be FNO-CCSD(T)/CBS for the total

15



energy, and SAPT /aVTZ+m for the individual components. All benchmark geometries and
associated energies can be found in the SI. The overall fit quality with respect to the QM
benchmark is shown in Figure 2. Overall root-mean-squared (RMS) errors are 0.13 kcal /mol.
If we only consider the RMSE for “net-attractive” configurations with Eccspiry < 0 (labeled
‘aRMSE’), which serves as a rough proxy for the configurations expected to be energetically-
relevant at room temperature, this error drops even further to 0.08 kcal/mol. As shown
in the Supporting Information (Figure S4), this small overall RMS error originates from
equally small (< 1kcal/mol) errors across all energy components, with the exchange energy
component perhaps being the largest contributor. The ability of MASTIFF to reproduce
energetic components to this degree of accuracy is consistent with our prior work on smaller
molecular dimers.*® Moreover, such fidelity to each energy component stands in contrast
to most standard force fields, which usually do not ensure a proper balance of exchange,
electrostatics, dispersion, and induction. ?®

Figure 3 compares the total energy and fit quality of MASTIFF to a variety of previously-
published general benzene force fields: AMBER, AMOEBA, CHARMM, OPLS-AA, OPLS-
CS, and OPT-FF. (This figure also shows results for ISO-MASTIFF and the POT3 poten-
tial energy surface; however, these comparisons will be discussed separately). RMSE and
aRMSE for MASTIFF are typically an order of magnitude smaller than published general
force fields. Aside from MASTIFF (RMSE=0.13 kcal/mol, aRMSE=0.08 kcal/mol), OPT-
FF (RMSE=0.43 kcal/mol, aRMSE=0.29 kcal/mol) and AMOEBA (RMSE=0.82 kcal/mol,
aRMSE=0.38 kcal/mol) have the best performance. AMOEBA includes some degree of
anisotropy in its functional form, and OPT-FF was trained entirely against dimer energies,
so these results are perhaps unsurprising. Standard empirical force fields (including OPLS-
AA, arguably the best-performing model for bulk properties) all have RMSE larger than
1kcal/mol and aRMSE larger than 0.6 kcal/mol. Additionally, these standard force fields
are systematically over-repulsive compared to CCSD(T), making them overall poor models

for predicting dimer energies. By contrast, the significantly reduced relative errors of MAS-
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Figure 2: Force field fits for MASTIFF. Benchmark QM energies (z-axis) are FNO-
CCSD(T)/CBS for the Total Energy, Equation (7) for the Exchange energy, and DFT-
SAPT /aVTZ+m for all other energy components. The y = z line represents perfect agree-
ment between reference QM energies and MASTIFF, and gray regions represent points within
+1kcal/mol of the benchmark.

TIFF showcase the benefit of a fully-anisotropic ab-initio approach to predicting gas-phase
dimer energies.

Since MASTIFF’s functional form contains several physics-based improvements — atomic-
level anisotropy, charge penetration, advanced short-range repulsion functional forms, and
explicit polarization — compared to standard LJ+¢q force fields, it is worth taking a mo-
ment to analyze the extent to which atomic-level anisotropy by itself is responsible for
MASTIFFE’s accuracy. To this end, we have separately parameterized ISO-MASTIFF, an
isotropic analogue of the MASTIFF force field that contains terms for explicit polariza-
tion, charge penetration, and Slater-ISA exchange, but that does NOT contain explicit
terms related to atomic-level anisotropy (namely higher-order multipole moments and short-

range orientation-dependent prefactors). Compared to standard literature force fields, ISO-

MASTIFF performs quite well (RMSE=0.22kcal/mol, aRMSE=0.14kcal/mol), and is a fac-
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Figure 3: Comparison of force field fits vs. reference FNO-CCSD(T)/CBS Energies. Gray
regions represent points within +1kcal/mol of the benchmark. Root-mean squared er-
rors (RMSE) are shown for each force field along with attractive root-mean squared errors
(aRMSE) in which only points with Eccsp(ry < 0 are included.

tor of two more accurate than OPT-FF, the best performing LLJ+¢ model our dimer training
set. This result shows how accuracy improvements over standard LJ-+¢ models can be
found even in the absence of anisotropy considerations. However, RMSE and aRMSE for
ISO-MASTIFF are also a factor of two worse than MASTIFF. Taken together, these results
highlight the idea that next-generation force fields require a number of sophisticated features
in their functional forms to achieve sub-kJ/mol accuracy. We also argue that atomic-level
anisotropy is one such feature that is of critical importance for molecules like benzene.

Figure 3 also compares MASTIFF to POT3, a high-accuracy benzene potential energy
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surface developed by van der Avoird and co-workers. POT3 is entirely ab-initio and is fit to
SAPT(DFT)/aVTZ+m data, which (disregarding minor differences in method and basis set)
is very similar to the MASTIFF approach. Additionally, POT3 employs many of the same (or
similar) asymptotically-correct functional forms to describe long-range interactions. Because
POT3 uses off-atom interaction sites to achieve high-accuracy, we categorize POT3 as an
implicitly anisotropic model, much like how popular 4- and 5-site water models use off-sites
to implicitly mimic anisotropic electrostatic interactions.?® The biggest difference between
approaches is POT3’s use of explicit cross-terms in lieu of combination rules. This change
significantly increases the number of free parameters (POT3 has 92 parameters for benzene
compared to MASTIFF’s 49) and also makes more it challenging (vs. “general” force fields)
to implement in standard MD software packages. Though not the focus of this work, we also
note that POT3 and other explicit cross-term models, unlike MASTIFF, 46 are not directly
transferable to mixed systems without substantial additional parameterization. However,
the increased variational freedom that comes with explicit-cross terms can yield far more
accurate fits to benchmark QM energies. For benzene, compared to the CCSD(T)/CBS
benchmark, POT3 has very similar RMSE and aRMSE to MASTIFF. We point out (see
??) that some of POT3’s errors here may be due to slight differences in benchmark, and
POTS3 has closer to 0.02kcal/mol precision compared to its own SAPT(DFT) training set.
Still, given the greatly reduced number of parameters and the potential for transferability
that comes with the MASTIFF approach, the fact that MASTIFF and POT3 are of similar
accuracy is very promising.

In addition to quasi-randomly generated dimer configurations, geometries were optimized
for four well-studied stationary points: sandwich (S), parallel-displaced (PD), T-shaped (T),
and Y-shaped (Y). Minimum energies and associated geometry parameters are shown for
each force field in Table 2 along with an overall RMSE comparison to a CCSD(T)/CBS
benchmark. Single-point energy calculations for several additional stationary points can be

found in the SI (??), however overall conclusions are the same as described below. Based on
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the RMSE for the S, PD, T, and Y geometries, POT3 is the most accurate model, which is
perhaps to be expected based on its highly-flexible parameterization approach. MASTIFF
shows the best overall performance for both energies and intermolecular distances of all
general force fields studied. This result emphasizes the robustness of the MASTIFF and its
transferability to a diverse set of geometries outside of its training set. MASTIFF performs
particularly well in capturing the perpendicular (T and Y) stationary points, in part due to
its inclusion of anisotropic functional forms. This is evidenced by Figure 4, which shows by
contrast how ISO-MASTIFF significantly under-predicts the binding energy curve for the T
geometry.

The PD stationary point and associated potential energy scan along the R2 coordinate
(shown in Figure 4 as the distance of parallel displacement at fixed perpendicular distance)
are not well described by any of the models besides POT3. Of the general force fields
studied, only MASTIFF and AMOEBA are able to accurately predict the location of the
energy minima with respect to R2; however, MASTIFF underestimates the minimum binding
energy by 0.35kcal/mol, and AMOEBA underestimates the barrier height by more than
2kcal/mol. A SAPT energy decomposition along the R2 coordinate (Figure 5) suggests
that errors in the energy minima for MASTIFF primarily arise from the exchange and
OHF components. Higher-order anisotropic and/or induction contributions are expected
to be more relevant in configurations where electron-rich regions are in close proximity,
such as with the parallel configurations found in the S and PD stationary points. The
isotropic induced-dipole model used by MASTIFF to account for induction does not explicitly
account for these contributions; moreover, the exchange energy benchmark also accounts for
the 0CCSD(T) term and thus could implicitly include higher-order induction effects. We
hypothesize that these limitations (both the functional form and the ambiguity in the QM
energy-decomposition) are responsible for the observed errors.

As a last comparison of dimer properties, the second virial coefficient, By, was calculated

as a function of temperature for each of the studied models and compared to experiment
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Figure 4: Potential energy curve for dimer geometries, scanned along R (or along R2 for

fixed R1 for PD geometry). Data for CHARMM overlaps with OPLS-AA and is not shown
for clarity.

(Figure 6). Several models, including MASTIFF, closely match the experimental value of
By across the full temperature range. MASTIFF underestimates the magnitude of By by a
modest 30-86 cm®mol !, while ISO-MASTIFF slightly overestimates this magnitude by 8-
87 cm®mol™!. POT1 (a pre-cursor to POT3 with similar parameters; data are not available
for POT3) has the best performance by a small margin (0.1-44 cm®mol ™" error). Empirical
models tend to underestimate the magnitude of By, which is expected based on the observed
underbinding for these models from Figure 3. OPT-FF and OPLS-CS perform well at higher

temperatures but overestimate the virial at low 7', which is again in keeping with the results

of Figure 3.

5.2 Bulk Properties

In addition to gas-phase properties, condensed-phase simulations were carried out to compare
and evaluate MASTIFF’s performance in the bulk. (We are unable to directly evaluate the
bulk properties of POT3 due to its use of explicit cross terms and the implicit requirement of
rigid body dynamics that comes with the extensive use of off-atom sites, neither of which are
natively supported by OpenMM.) Table 3 reports results for a variety of room-temperature

liquid properties. Of these properties, two — density, p, and enthalpy of vaporization,
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Table 2: Optimized geometries and energies for the S, PD, T, and Y dimer configurations.
Root mean squared errors (RMSE) for energies (in kcal /mol) and distances (in A) are relative
to the corresponding CCSD(T)/CBS benchmark. *this work. PRef. 18. “Ref. 52. 4Ref. 95.

R2

Sandwich ~ PD, R1=3.5A  T-Shaped  Y-Shaped

Model AERMSE RRMSE AE R AFE R2 AE R AFE R
MASTIFF* 0.283 0.086 -2.11 374 -238 1.79  -2.63 495 -2.56 4.96
ISO-MASTIFF? 0.372 0.183 -2.22 374 -247 2.01 -2.23 511 -2.38 5.00
AMBER? 0.410 0.366 -1.74 3.64 -223 240 -2.09 510 -2.18 5.00
AMOEBA® 0.331 0.176 -2.24 355 -256 183 -249 5.09 -2.67 4.98
CHARMM27P 0.404 0.463 -1.83 3.76  -222 2,62 -211 514 -2.23 5.04
OPLS-AAP 0.426 0.489 -1.69 3.78 -2.10 2.68 -2.15 510 -2.24 5.02
OPLS-CSP - - repulsive ~ -2.89 4.00 -2.15 5.10 -2.24 5.02
OPT-FF® 0.325 0.417 -1.95 3.70 -248 250 -2.92 490 -290 4.84
POT3¢ 0.037 0.082 -1.77 3.82  -2.69  1.84  -2.71 497 -245 5.01
CCSD(T)/CBS? - - 1.71 3.87 -273 171 -270 501 -240 5.00

1

AH,,— are explicitly included in the parameterization training sets for all empirical force
fields. It is therefore unsurprising that the best performing empirical force fields (AMOEBA,
OPLS-AA, and CHARMM) reproduce both p and AH,,, to within 1% of experiment. En-
couragingly, and despite the fact that no bulk properties were included in its training set,
MASTIFF predicts both the density and enthalpy of vaporization with only 3.5% error.
These errors are comparable to a number of popular empirical force fields!'® and are signif-
icantly smaller than the corresponding errors for OPT-FF (the only other MD-compatible
force field exclusively fit to gas-phase calculations).

Regarding MASTIFF’s density and enthalpy of vaporization, several features are worth
note. First, the observed density overestimation is consistent with MASTIFF’s slightly
overly-attractive second virial (Figure 6). Second, errors in AH.,, are strongly correlated
with the densitiy overprediction: when recalculated in an NVT simulation at the experimen-

tal density, MASTIFF’s AH,,, prediction is accurate to within experimental error. Lastly,
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Figure 5: Energy decomposition of dimer geometries, scanned along R (or along R2 for fixed
R1 for PD geometry).

MASTIFF’s density predictions are sensitive to 3-body dispersion contributions, but not to
the inclusion of anisotropy. As expected,®+°7 the ATM term (Equation (4)) has a net repul-
sive effect on the overall potential, and recomputing the density without 3-body dispersion
results unfavorably in an additional 20kg/m? increase in the density prediction. However,
predictions for ISO-MASTIFF (in which all anisotropic parameters, including electrostatic
multipoles, are removed) are p = 903.7kg/m?® and AH,,, = 8.47 kcal/mol, essentially iden-
tical to that of MASTIFF. This result is somewhat surprising, both since ISO-MASTIFF
predicts the second virial less accurately than MASTIFF, and because density predictions
in our prior work on carbon dioxide?® were found to be quite sensitive to the inclusion of
anisotropy. However, experimental neutron diffraction has shown the neat benzene liquid to
be “superficially” isotropic with a more complex underlying angular distribution function, 19:3%
and so it is possible that a combination of averaging and fortuitous error cancellation leads
to the similarity in MASTIFF and ISO-MASTIFF’s densities despite differences in their
underlying potentials.

In addition to the density and enthalpy of vaporization, we also used MASTIFF to

simulate benzene’s radial distribution function, g(r), self-diffusion coefficient, D, isobaric

heat capacity, Cp, and cohesive energy, E.,,. These properties are generally not included in
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Figure 6: Second virial (By) coefficients. Experimental curve taken from Ref. 96, and POT1
data from Ref. 38. Points for CHARMM?27 and OPLS-AA overlap and are virtually indis-
tinguishable. Some points for OPT-FF extend below the graph.

the training sets for force fields (whether empirical or ab initio), and as out-of-fold predictions
can thus serve as more rigorous “apples-to-apples” tests of each force field’s accuracy and
transferability. Figure 7 shows g(r) for both center-of-mass (COM) and carbon-carbon (CC)
distances. Most models, including MASTIFF, reproduce the COM experimental benchmark
very reliably. Somewhat larger errors can be seen in the CC ¢(r). MASTIFF tends to be the
most accurate force field at shorter length scales (< 61&), but under-predicts the correlation
at larger length scales. The best-performing empirical force fields, by contrast, over-predict
the 2" coordination shell, but have better accuracy with respect to long-range order.
Regarding transport properties, the self-diffusion coefficient is underestimated by nearly
all of the force fields studied. Best-performing models OPLS-AA and CHARMM27 have

roughly 10% errors compared to experiment. MASTIFF’s self-diffusion coefficient performs
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Table 3: Liquid Benzene Properties at 298K. For each property, the best performing model
is shown in bold. *Ref. 18 PRef. NIST 90 “Ref. 98 9Ref. 99 °MASTIFF NVT simulation at
experimental density

p D AH ., Cp
Model (kg m3) (10 m? s!) (kcal mol ™) (cal mol* K1)
MASTIFF 905.7 £ 5.6 1.86 £+ 0.01 8.38 £ 0.15 30.0 £ 0.05

- (2.29 + 0.08)° (8.09)° —
ISO-MASTIFF 903.7 £ 5.5 1.73 £ 0.06 8.47 £ 0.01 —
AMOEBA 874.8 £ 5.9 0.96 £ 0.14 8.11 + 0.01 35.0 £ 0.2
AMBER® 835.9 £ 0.5 2.79 £ 0.22 7.24 £ 0.01 36.6 = 1.3
OPLS-AA® 867.3 £ 04 1.97 = 0.10 8.02 £ 0.01 33.3 £ 0.8
CHARMM27* 870.4 £ 0.6 1.97 £ 0.17 8.17 £ 0.01 37.6 £1.2
OPLS-CS* 947.2 £ 0.03 not reported 14.86 = 0.01 28.6 = 0.05
OPT-FF* 1044.6 £ 0.6 0.35 &= 0.01 11.30 £ 0.02 352+ 1.3
Exp 873.64 2.20° 8.10 + 0.02 32.44

only slightly worse, with an error of 15%. Notably, recalculating at the experimental density

yields a much improved value of 2.29 x10™?m?s~!

, which is only a 4% error compared to
experiment, and once again shows how most of our prediction error stems from our slightly
overestimated density. MASTIFF’s results contrast with those for other ab-initio or mixed
parameterization force fields, which have poor accuracy for self-diffusion predictions.

Most force fields adequately predict the experimental heat capacity, Cp. The perfor-
mance of OPLS-AA is particularly excellent, reproducing experiment to within simulation
uncertainty. MASTIFF is the second-best performing model. CHARMMZ27 had the poor-
est performance, giving an example of the limits to empirical methods when calculating
properties to which they were not parameterized.

Because it lies well outside the temperature and phase region used in force field param-
eterization, and because it samples a very limited number of dimer orientations (in contrast
to the liquid),'®19? benzene’s cohesive energy (see Table 4) is a particularly stringent test
for a force field’s robustness and transferability. Furthermore, while the solid-phase is a
known challenge for standard force fields and even QM methods, it is of central importance

to applications such as crystal structure prediction and drug design. 193194 MASTIFF is the
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Figure 7: Pair distribution functions (g(r)) for (a) center-of-mass (COM) distances and (b)
carbon-carbon (CC) distances. Experimental values taken for COM and CC distances from

Refs. 35 and 100, respectively. OPT-FF, OPLS-AA, OPLS-CS, and CHARMM27 values
were extracted from work by Fu and Tian'®. ISO-MASTIFF is not shown but is virtually
indistinguishable from MASTIFF.

best-performing approach for benzene’s cohesive energy, and with an error of 0.24 kcal /mol is
well within experimental uncertainty. Energetic differences between solid-phase polymorphs
can often be 2kJ/mol or smaller,'% and so the fact that MASTIFF (uniquely amongst force
fields and QM methods compared in this work) can predict benzene’s cohesive energy within
1kJ/mol (0.24 kcal /mol) accuracy shows great promise. By contrast, the hybrid QM /FF
result from Podeszwa et al.,'°! which used SAPT(DFT) to compute nearest-neighbor in-
teractions and the POT3 potential to compute asymptotic dimer interactions, has errors
in excess of 1kcal/mol, demonstrating the difficulty for even high-accuracy QM methods

to accurately predict lattice energies. As for the other force fields studied in this work,
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Table 4: Cohesive Energy for Solid Benzene. The extrapolation procedure from 138K to 0K,
described in the Methods section, is taken from Ref. 37. ?Data from Ref. 101, which uses
POT3 for asymptotic dimer data and SAPT(DFT) for nearest-neighbor interactions. PRef.
37.

Ecoha 138 K Ecoh7 0K

Model (kcal mol!)  (kcal mol™?)
MASTIFF -12.64 -12.96
ISO-MASTIFF -12.21 -12.53
AMOEBA -10.90 -11.21
AMBER -11.60 -11.91
OPLS-AA -12.21 -12.52
CHARMM27 -12.20 -12.52
OPLS-CS -13.39 -13.70
OPT-FF -13.99 -14.30
SAPT(DFT)/POT3* -11.81 112,13
Exp® - 132 + 0.5

OPLS-CS is the only other method which falls within the experimental error bars, at their
very upper limit of 0.50kcal/mol. OPLS-AA; CHARMM, and ISO-MASTIFF perform ade-
quately, each with errors of roughly 0.7 kcal/mol. The decreased accuracy of ISO-MASTIFF
relative to MASTIFF matches results from our prior work on CO3,% and highlights the
increased importance of anisotropy in condensed-phase property predictions where only a
limited distribution of dimer orientations are sampled. Like SAPT(DFT), AMOEBA, AM-
BER, OPLS-CS, and OPT-FF all have errors larger than 1kcal/mol and thus cannot be

considered quantitatively accurate.

6 Conclusion

In 2006, Baker and Grant (creators of OPLS-CS) eloquently summed up the long-standing
challenge of first-principles approaches to general force field development for m-contact in-
teractions: “models of increasing sophistication will be required before we can truly hope to

model the full range of aromatic interactions with complete confidence”.'® Though benzene
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is but one proof-of-concept example, we believe the results presented in this work represent
significant progress towards this goal.

Our MASTIFF benzene model is simple enough to be used as a general force field while
using sophisticated functional forms that account for the essential physics of aromatic inter-
actions. In line with some other “next-generation” general force fields, 515368106 NJASTIFF
accurately accounts for effects of charge penetration, explicit polarization, multipolar elec-
trostatics, and short-range exchange-repulsion. Moreover, and is often neglected in the
literature, MASTIFF explicitly accounts for atomic-level anisotropy of the electron density
at both short- and long-range. Lastly, via the open-source CAN plugin for OpenMM intro-
duced and described in this work, MASTIFF can be used to simulate not only clusters, but
also condensed phases. The CAN plugin is completely general, and is intended to be broadly
useful for the molecular modeling community to enable condensed-phase simulations using
arbitrary anisotropic functional forms (not just MASTIFF).

Despite only using monomer and dimer properties in its training set, we have shown
how our first-principles MASTIFF benzene force field can be used to accurately model the
gas, liquid, and solid phases. Compared to standard force fields, MASTIFF offers strong
performance (sub kJ/mol) accuracy for dimer energetics and geometries, while simultane-
ously capturing the emergent bulk liquid-phase properties (density, enthalpy of vaporization,
self-diffusion, and heat capacity). Via the use of atomically anisotropic functional forms, the
resulting force field can even capture challenging solid-phase cohesive energies, thus showing
promise for use in crystal structure prediction and related fields.

It is interesting to contrast the ezplicit description of atomic anistropy via the MAS-
TIFF approach with an implicit approach taken via off-atom sites by potentials such as
POT3. Both approaches certainly have competing merits and challenges. While the latter is
somewhat conceptually simpler (and possibly easier to graft onto an existing rigid-body MD
code), MASTIFF’s use of atom-centered parameters seems to suggest a higher possibility for

transerability to mixtures and likely simplicity in parameterization.
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Regardless of the approach, the results demonstrated herein clearly highlight the impor-
tance of atomic anisotropy to yield both high fidelity to the underlying dimer PES and to the
resulting both properties. We thus hope that the results presented here may be a starting
point for sophisticated ab wnitio force field development of general molecules and systems of

interest, including, but not limited to, those containing 7-contact interactions.
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