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Abstract—Accurate prediction of future incoming workloads to
cloud applications, such as future user request count, is critical
to proactive auto-scaling, and in general, critical to the cost-
effectiveness of cloud deployments. However, designing a generic
predictive framework that can accurately predict for any types of
workloads is difficult, especially when the workload is dynamic
and can change to a pattern that has not been observed in
the training data sets. However, existing workload prediction
solutions typically rely on complex machine learning models,
which require comprehensive training data, making it difficult
for them to handle dynamic workloads. Moreover, the training
of existing workload prediction solutions are also expensive in
terms of both time and computing resources.

This paper presents a generic and low-cost online workload
prediction framework, called CloudBruno, which combines the
more accurate LSTM models with less expensive but fast SVM
models to achieve high accuracy and low training overhead.
When compared to existing predictors, CloudBruno had at least
8.8% lower error than existing deep learning-based predictors
for a highly-dynamic workload that does not have comprehensive
training data (i.e., has changes unknown to training data).
For workloads with comprehensive training data, CloudBruno’s
error was at most 2.5% higher than optimized deep learning-
based predictors. More importantly, CloudBruno can effectively
execute on a free cloud CPU, allowing it to be used as an online
workload predictor without additional cost.

Index Terms—Cloud Workload Prediction, Long Short-Term
Memory, Support Vector Machine, Online Prediction Frame-
work, Auto-Scaling

I. INTRODUCTION

Auto-scaling is the key technology used to realize the full
potential of cloud computing’s cost-effectiveness [1]-[3]. With
auto-scaling, a cloud deployment can dynamically increase
or reduce its resource allocations to handle the increased or
reduced workload with both satisfying performance and low
cloud usage costs. Therefore, proactive auto-scaling is usually
a more desirable solution, as it can scale the virtual machine
(VM) or container allocation before the workload change
actually happens, avoiding the performance degradation that
may be experienced in reactive auto-scaling [3], [4].

A key requirement for proactive auto-scaling is the ability
to predict the future incoming workloads, such as the number
of jobs or the number of user requests that will arrive in
the next hour [5]. The accuracy of this prediction, in turn,
determines the effectiveness of proactive auto-scaling. That is,
the inaccurate prediction may lead to resource over- or under-
provisioning, which either incurs unnecessary cloud usage
costs or causes performance degradation [6].
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(b) Google Cluster: job count every 30 min.

Fig. 1. Traces of two workloads with different patterns.

However, creating accurate workload predictors (or predic-
tive models) for cloud computing is challenging. The main
difficulties lie in the large variety of cloud workloads and
the various workload changes within a workload. Fig. 1
shows the workload traces for Wikipedia [7] and Google’s
cluster [8]. The two workloads shown in Fig. 1 are drastically
different — although the Wikipedia workload is seasonal and
more stable, the Google cluster workload is more random
and has a sharp increase (e.g., traffic spike) in jobs numbers
in the middle of the trace. To handle these two difficulties,
existing cloud workload prediction approaches typically rely
on complex neural networks (NN), such as Long Short-Term
Memory (LSTM) [9]-[12] and Transformer [13]-[15], to build
and optimize predictive models for each workload to handle
various workload changes. However, the use of complex NN
models has three limitations,

1) The first limitation is the requirement of comprehensive
training data sets. Due to the nature of NN, training
accurate NN models requires a comprehensive workload
history that contains most of the potential workload
patterns/changes as training data. That is, the potential
workload changes after deployment should be (mostly)
known at the training time. This requirement, however, is
difficult to meet in practice. To address this limitation,



prediction models usually need to be retrained online
(i.e., after deployments) once workload changes are
observed [6].

2) The second limitation is the long training time. Complex
NN models and large training data sets imply a long
training time. Moreover, to achieve high accuracy for
various types of workloads, existing predictive frame-
works also require extensive model optimization (e.g.,
hyperparameter tuning) to find the best model for a
workload, which further prolongs the training time.
This extended training time makes existing frameworks
impractical for online retraining. This is especially true
for frequently-changing workloads, where a model may
become obsolete before it finishes retraining if another
workload change happens during this retraining.

3) The last limitation is the expensive hardware required
to train complex NN models. Modern complex NN
models typically require powerful CPUs, or even GPUs,
to train. However, powerful CPUs and GPUs can be
expensive to rent in the cloud. Hence, online retraining
with expensive cloud CPUs/GPUs will increase cloud
deployment costs.

This work aims to build a cloud workload prediction
framework with the following characteristics: 1) generic, the
framework can generate predictors for various workloads with
comparable accuracy than optimized NN models with compre-
hensive training data; 2) dynamic, the framework can retrain its
models online after deployments to adapt to workload changes
that are unknown before deployment; 3) low-overhead, the re-
training can be done in a short amount of time to accommodate
frequent workload changes; 4) low-cost, the retraining should
execute effectively with cheaper cloud resources.

This paper presents the design of CloudBruno', a generic
online workload prediction framework. CloudBruno combines
two prediction models with different characteristics, LSTM
and Support Vector Machine (SVM) [16]. LSTM models have
higher accuracy for cloud workload prediction than SVM
models. However, LSTM is also more expensive and slow to
train. By combining the predictions of LSTM and SVM, and
by properly selecting their retraining frequencies, CloudBruno
can achieve high accuracy, low overhead, and low cost.

More specifically, in CloudBruno, both LSTM and SVM
models are periodically retrained to adapt to workload
changes. However, they are retrained at different frequencies
— the faster SVM model is retrained more frequently, whereas
the LSTM model is retrained less frequently. Moreover, a third
tournament predictor is trained to predict whether the SVM
model or LSTM model will be more accurate based on their
past accuracy, and the predicted more-accurate model will then
be used to make predictions for the future workload. This third
classifier is retrained at the same frequency of the SVM model.
By combining SVM and LSTM, CloudBruno can enjoy the
high accuracy of LSTM for workloads during their (relatively)

'We use this name from Bruno (Madrigal), a character in the Disney movie
“Encanto”. He has the ability to foresee the future.

stable phases but can also quickly adapt to workload changes
through the use of SVM.

The retraining process of CloudBruno includes hyperpa-
rameter optimization (search), which allows CloudBruno to
be generic (i.e., predicting various types of workloads with
high accuracy). The hyperparameter search space and search
iterations are also selected in a way to balance the accuracy
and retraining time/cost.

We first evaluated CloudBruno with 14 workload configura-
tions from five different (representative) application models in
clouds. The evaluation results show that CloudBruno had an
average error of 20.5%, which was only 2.5% higher than ex-
isting more complex workload prediction frameworks trained
with extensive and comprehensive data sets. Furthermore,
when applied to a highly-dynamic workload, CloudBruno had
at least 8.8% less error than other NN frameworks and 5% less
error than another online prediction framework. When applied
in Google Compute Engine, CloudBruno managed proactive
auto-scaling reduced average job turnaround time by up to
7% than complex NN frameworks, showing that CloudBruno’s
better accuracy can translate into real performance benefits.

CloudBruno could also quickly retrain its models even using
a free cloud CPU. On average, CloudBruno could retrain an
SVM model every 3.4 seconds and an LSTM model every
23.5 minutes, which was at least 4.0 faster than existing NN
frameworks. This fast retraining on a free cloud CPU allows
CloudBruno to be applied with limited or even no additional
monetary cost.

The contributions of this paper include:

1) The design of CloudBruno, a generic online work-
load prediction framework that combines automatically
optimized LSTM and SVM models to provide high
accuracy, low overhead, and low cost predictions for a
variety of workloads with dynamic changes.

2) A thorough evaluation of CloudBruno with 15 work-
load configurations to demonstrate that CloudBruno can
indeed provide high accurate predictions for various
workloads with low training cost.

3) A case study to demonstrate that the highly-accurate
predictions from CloudBruno can further improve the
performance of auto-scaling on real public clouds.

The rest of this paper is organized as follows: Section II
formally formulates the workload prediction problem and
presents our motivation. Section III presents the detailed
design of CloudBruno. Section IV evaluates the accuracy and
training time of CloudBruno. Section V presents a case study
of auto-scaling with CloudBruno. Section VI discusses the
related work. and Section VII concludes the paper.

II. PROBLEM DEFINITION AND MOTIVATION

A. Problem Definition

In this work, we define the workload to a cloud application
as the number of incoming jobs or user requests within an
interval. For example, for a website deployed to the cloud,
if the number of user requests that access this website every
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second is 30, then its workload is 30 requests/sec. As a second
example, for a high-performance computing (HPC) cluster
deployed to the cloud, if the number of jobs arriving at the
cluster is 50 per hour, then its workload is 50 jobs/hr. For
simplicity, we refer to the number of jobs/requests during an
interval as request rate.

For a deployed cloud application, there will be a trace of
request rates observed in the intervals during which it executes.
Without loss of generality, let the real request rate at time
interval ¢ be w,, and the predicted request rate at time interval
t be p;. After executing for some time, there will be a trace
of request rates starting from time interval O to interval ¢ — 1,
i.e., {wg,wr,..., w1} Our prediction problem then can be
determined as,

Workload Prediction Problem Definition
Input: Past request rates: wg, w1, ..., W1
Output: Prediction for request rate at interval ¢: p;

The core issue of this prediction problem is to determine
the predictive model, M, that takes the past request rates and
produces an estimation p;. Our framework, CloudBruno, is
designed to generate the model M for various workloads at
each new interval. Note that, to ensure high generality over
various cloud applications, the feature used in our prediction
problem is only the past request rates. Moreover, although
the input can contain all past request rates, real models may
only use a fraction of these rates. That is, only n records of
past request rates, {w;_p, Wi—ny1, ..., wr—1}, will be actively
used for prediction. The value of n also needs to be determined
as part of model training and optimization.

B. Motivation

Because of the large variety of workload patterns and
potential workload changes, prior work typically employed
complex NN models. Table I lists several recent workload
prediction methodologies from prior studies with various NN
models, including LSTM [10], Bidirectional (BiLSTM) [18].
and WGAN-gp Transformers [13]. Table I also provides the
longest training time and the processor used for training
for some of these models, which shows that these models
typically require hours to train on powerful CPUs or GPUs.
Such long training times make these models impractical for
real-world cloud applications because online model retraining
should quickly adapt to workload changes. The requirement of

powerful CPUs/GPUs can also increase the deployment cost.
To overcome these limitations, in this work, we explore the
possibility of designing a workload prediction framework that
can retrain its models every few seconds/minutes on the least
expensive cloud CPUs.

III. THE DESIGN OF CLOUDBRUNO

This section presents the design of the CloudBruno frame-
work. The main idea of CloudBruno is the tournament pre-
diction of two types of machine learning (ML) models, one
fast and one slow. The fast-training model provides quick
adaptation to (sudden) workload changes, whereas the slow-
training model provides higher accuracy predictions when the
workload is in a (more) stable phase.

A. Machine Learning Background

Machine Learning Models. CloudBruno includes two
types of ML models, the SVM and LSTM models. Cloud-
Bruno employs SVM [16] to quickly adapt to a workload
change. SVM is a statistical learning model that is primarily
used for classification by determining a decision boundary
(hyperplane) within a set of data. SVM is also frequently
adapted to do regression, where the decision boundary is used
to approximate the regression curve. Although SVM is not
designed specifically for time series regression, prior work has
shown that it is very effective for single workloads [6], [19].

However, despite SVM’s reasonable accuracy for cloud
workload prediction, its accuracy is still lower than complex
NN models when training workload can better represent the
workload during deployment. Therefore, to achieve high ac-
curacy for workloads in their stable phases, CloudBruno also
employs LSTM models. LSTM is a type of NN, designed
for sequential data, such as the time series data observed in
cloud workloads. For each inference, a LSTM model not only
produces a prediction but also produces hidden states, which
are passed back to the LSTM model for the next prediction [9].
These hidden states keep track of additional information in a
sequence of data that is useful for interference, such as its
long-term or short-term trends in time series. Note that prior
work has also shown that LSTM is usually more accurate
than SVM, although its training time is considerably longer,
especially when model optimization is required [10].

Hyperparameter Optimization. A key step in model train-
ing is hyperparameter optimization [20], [21], which signifi-
cantly affects a model’s accuracy. For LSTM, the hyperpa-
rameters may include the number of NN layers, the batch
size, the history length (n as discussed in Section II-A),
and the size of the internal cell activation vector (c size).
For SVM, the hyperparameters may include the regularization
value and kernel coefficient. Prior work has shown that proper
hyperparameters are critical to the accuracy and generality of
cloud workload prediction framework. That is, the predictive
model for workload requires its own set of parameters and
tuning [10].

Hyperparameter optimization is essentially a search process
where different sets of hyperparameters are evaluated to find
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Fig. 5. The training and validation data sets, as well as the predictions for
the tournament predictor model.

the best set. To reduce the search time on a large search space,
contemporary research typically employs Bayesian Optimiza-
tion (BO) [22] or Random Search [23] in this optimization.
Nonetheless, even with better searching algorithms, the large
hyperparameter search space is still one of the main reasons
why some of the state-the-art cloud workload predictors are
time-consuming to train. CloudBruno also employs BO-based
hyperparameter optimization to (re)train individual models
for each workload. However, we reduced the search space
(i.e., potential values for hyperparameters) to bring down the
retraining time. In fact, there is also no need for exploring a
large hyperparameter configuration space, as the models only
need to “learn” from the recent workload patterns.

B. Combining Two Models in CloudBruno

The predictions of SVM and LSTM models are eventually
combined in CloudBruno. That is, a third classifier that works
as an tournament predictor, which determines whether SVM
or LSTM is more accurate for the current workload, and a
predicted more-accurate model will then be used to predict
the workload for the next interval.

The SVM, LSTM, and tournament predictor all need to be
retrained periodically to handle workload changes. As LSTM
models have a longer training time, they will be retrained
less frequently in CloudBruno. On the other hand, SVM
models can be retrained more often due to their lightweight
nature [19]. As the tournament predictor also needs to be
retrained every time the SVM model is updated (i.e., retrained

the LSTM model.

with the same frequency as the SVM model), the tournament
predictor is also configured to be an SVM classifier in Cloud-
Bruno for fast retraining. Moreover, as the prediction models
are online and focused on making predictions based on the
recently-seen workload patterns, there is no need to employ a
large training data set.

C. The Workflow of CloudBruno

Fig. 2 illustrates the overall workflow of CloudBruno. As
Fig. 2 shows, for every ng interval, a SVM model will be
retrained (Step 1). In the current CloudBruno, ng is set to be
1, indicating that, for every interval, a new SVM model is
trained (to ensure every workload change is captured). Fig. 3
shows the training, cross-valuation data sets and the prediction
of a SVM model in CloudBruno. As Fig. 3 shows, the training
data include 150 (intervals of) most-recent request rates. As
stated previously, the training also includes hyperparameter
optimization, which is conducted with one data point for
validation. Because the SVM model is retrained for every
interval, a trained model is only make one predictions (i.e.,
the P, in Fig. 3).

For the LSTM model, it will be retrained every n; interval
(Step 2). Please note that n; should be long enough for the
LSTM models to finish training. In the current CloudBruno,
n; is set to be 5 (intervals). The smallest interval used in our
evaluation is 5 minutes, so five 5-minute intervals are slightly
longer than the training time of CloudBruno’s LSTM model.
Fig. 4 illustrates the training, cross-valuation data sets and the
prediction of a LSTM model in CloudBruno. Similar to the
SVM model, the training sets have a size of 150. However, the
validation set has a size of 10 for LSTM because the complex
LSTM model requires more tuning for better accuracy as well
as the LSTM models do not need to be retrained at each
interval like SVM. Moreover, because a LSTM is retrained
every five intervals, it will be used to make five continuous
predictions consecutively.



TABLE II
WORKLOADS USED FOR EVALUATION.

[ Workload Trace [ Type [ Interval length (mins)
Wikipedia (Wiki) [7] | Web 5, 10, 30
Grid (LCG) [24] Scientific 5, 10, 30
Azure (AZ) [25] TaaS Cloud 10, 30, 60
Google (GL) [8] Data Center | 5, 10, 30
Facebook (FB) [26] MapReduce | 5, 10
[ Combined | Synthetic [ All of above at 10-min intervals |

After each time a new SVM/LSTM model is trained, the
tournament predictor will also be retrained using the past
model’s errors to determine which model is more accurate
(Step 3). Here, the errors of the past 150 request rates are
used, as shown in Fig. 5. In Fig. 5, S; is a tuple denotes
which model was used in the time ¢. That is, if S; is {0,1}
then the SVM is used at time . If S; is {1,0} then the LSTM
is used at time ¢. Once the tournament predictor is built, it is
then used to predict either SVM or LSTM should be used at
time ¢ as a tuple, S P;. For hyperparameter optimization of the
SVM and LSTM models, only 10 iterations of optimization
are performed in CloudBruno for faster training time.

It is worth noting that it may appear that the tournament
predictor can be simply built by comparing the errors of the
past SVM and LSTM models and then picking the one with
the lower average error. However, during the development of
CloudBruno, we learned that this simple method does not
work. We suspect there are two reasons. First, because the
SVM models are frequently retrained, the past errors are not
from the same model, making it mathematically less correct
to compute the average. Second, in some cases, the trend and
variation of the errors as usually as average prediction errors.
Therefore, we eventually employed SVM classifiers to build
the tournament predictor.

IV. EVALUATION

This section reports the evaluation results of CloudBruno.
This evaluation focused on the prediction accuracy and train-
ing time of CloudBruno.

A. Experiment Setup

Workload Traces. Five real workload traces were employed
in this evaluation, representing different cloud use cases, such
as web applications [7], data analytics [8], [26], data center
applications [25], and scientific computing [24]. Table II
describes the detailed information of these workloads. For each
workload, two or three interval lengths were used, ranging
from 5 minutes to 1 hour. That is, a workload’s request rate
may represent the number of jobs/requests every 5 minutes to
every hour. In total, 14 real workload traces were used in this
evaluation. The large number of workloads ensured a thorough
evaluation and also allowed us to examine the generality of
CloudBruno. Fig. 1 and Fig. 6 visualize these workloads.

In addition to these 14 real-world workloads, we also
devised a synthetic workload by combining the five workload
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Fig. 6. Traces of the LCG, Azure, and Facebook workloads used in the
evaluation.

traces. This combined workload is used to evaluate Cloud-
Bruno at the worst-case scenario — a workload with extremely
varying request rates.

Baselines. We compared CloudBruno with four state-of-
the-art workload predicting frameworks. The first framework
is LoadDynamics [10], which employs LSTM and hyperpa-
rameter tuning to build predictive models for each workload.
The second framework is WGAN-gp transformer [13], which
employed (hyperparameter-) optimized Wasserstein Genera-
tive Adversarial Network with gradient penalty (WGAN-gp)
to train transformer models for workload prediction. The third
framework employs Hybrid Bidirectional LSTM (BiLSTM)
models [17], [18]. The fourth framework is CloudInsight [19],
[27], which is also an online prediction framework based on
various statistical learning models to build predictors. These
four frameworks allow us to compare with both complex
offline deep learning frameworks as well as faster online
framework from the literature.

Metrics. We employed mean absolute percentage error
(MAPE) to evaluate the accuracy of all prediction frameworks.
MAPE is calculated as average percentage differences between
real request rate w; and its predicted request rate p; for all n
predictions. MAPE is expressed as:

100 Di — W;
MAPE = — —_— (D)
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For training overhead, the wall-clock time training is reported.

Hardware Platforms. For CloudBruno’s training and work-
load prediction, we employed the free VM provided by Google
Colaboratory?>. This VM has a generic Intel 2GHz Xeon
processor with two cores. We intentionally chose this VM
as it has an even less powerful CPU than Google cloud’s
free-tier e2—micro VMs, which have a 2.3GHz generic Intel
Xeon processor3. With such a low-end CPU, we could more
strictly evaluate the training time of CloudBruno when it is
used on free cloud resources. The baseline models require a
longer training time. Therefore, they were trained using more
powerful CPUs and GPUs in our labs — LoadDynamics and
WGAN-gp models were trained on NVIDIA GTX 2080 Ti
GPU, BiLSTM models were trained on NVIDIA Tesla T4
GPU, and CloudInsight was trained on eight AMD Opteron
4386 CPUs.

Hyperparameter Search. The hyperparameter search space
for CloudBruno’s LSTM models is shown in Table III. The
Facebook workload is smaller than all other workloads. There-
fore, the hyperparameter search space for it was also smaller
(i.e., it is not long enough for a long history size). To reduce
training time, we set the number of hyperparameter optimiza-
tion iterations to 10. That is, 10 sets of hyperparameters were
used in BO for CloudBruno’s LSTM model. For the SVM
model, the hyperparameter search space consists of different
values of C' (regularization parameter) and gamma (rbf kernel
coefficient), where both values range from 1 to 5.

For the baseline frameworks, the hyperparameter search
spaces reported in their original papers were used.

B. Evaluation of Accuracy with Real Workloads

1) Accuracy of CloudBruno: Fig. 7 reports the accuracy
(MAPE) of CloudBruno (the “green” bar) for the 14 workloads
described in Table II. As Fig. 7 shows, CloudBruno had
high accuracy for the Wikipedia (Wiki) workloads, where the
maximum error (MAPE) was only 1.3%. CloudBruno also
had less than 12% error for the Google (GL) workloads.
CloudBruno’s errors for the Grid (LCG), Azure (AZ), and
Facebook (FB) workloads were relatively higher and were
mostly in the range of 20% to 40%. These relatively higher
errors were partially due to the way MAPE was computed
(Equation-1). That is, when the actual request rate w; is too
small, even a small absolute error may lead to a very large
percentage error. As we show later with the case study, these
predictions with high MAPE but small absolute errors would
still yield overall system performance improvements for cloud
deployments. The average error for CloudBruno for all 14
workloads was only 20.5%.

To illustrate the impact of the SVM predictor, we also
evaluated CloudBruno with only LSTM models. That is, only
using the LSTM models in CloudBruno without the SVM and
the tournament predictor. The results were also reported in
Fig. 7 (“CloudBruno-LSTM-Only”, the “orange” bar), which
showed that without SVM, LSTM-only CloudBruno had high

Zhttps://colab.research.google.com
3https://cloud.google.com/compute/docs/machine-types

TABLE III
HYPERPARAMETER SEARCH SPACE FOR THE LSTM MODELS IN
CLOUDBRUNO.

| Workload [ Hist Len (n) [ Cell Input size | Layers # | Batch # |

Wiki

LCG

Agure [1-99] [1-100] (1-5] [16-256]
Google

Facebook [1-50] [1-50] [8-64]

errors. In particular, for FB-5m, the MAPE was 96%. The
average error of LSTM-only CloudBruno was 33.1%, which
was also considerably higher than that of CloudBruno (the
average error was 20.5%). The main issue with LSTM-only
CloudBruno was because the LSTM model was retrained
every 5 intervals, it could not adapt to workload changes that
happened within those 5 intervals. However, the faster SVM
models in the complete CloudBruno are retrained after every
interval, allowing CloudBruno to adapt to every workload
change. These results also suggest that, for better accuracy, it is
crucial that online workload predictor can adapt immediately
after a workload change.

2) Accuracy Comparison with Baselines: Three of the
baselines, LoadDynamics, WGAN-gp, and BiLSTM, em-
ployed complex NN models. Following the common practice
in deep learning and their original papers, these three baselines
were trained using 60% of the workloads, and their accuracy
were also reported in Fig. 7. As Fig. 7 shows, CloudBruno
(“green” bar in the figure) had higher accuracy than the
BiLSTM model (“gray” bar) for all workloads. Fig. 8 reports
the differences of the overall average MAPEs of CloudBruno
and the baselines. Here, the overall average of a predicting
framework refers to the average MAPE of all 14 workloads
for this framework. As shown in Fig. 8, BiLSTM’s error
was 7.6% higher than CloudBruno. The main issue with
BiLSTM model is that its hyperparameters were selected for
the Google workload [17], making it difficult to handle all
other workloads.

Fig. 7 also shows that the accuracy of CloudBruno was
similar to LoadDynamics and WGAN-gp. In one case, Azure
workload with 10-minute intervals (AZ-10m), CloudBruno’s
error was more than 11% lower than both LoadDynamics and
WGAN-gp. It’s worth noting that in some cases (e.g., FB-5m),
CloudBruno may be worse than LoadDynamics and WGAN-
gp, mainly because of the smaller hyperparameter search space
in CloudBruno. Fig. 8 shows that CloudBruno’s error was
only 2.5% (“white” bar) higher than LoadDynamics and 0.5%
(“black” bar) higher than WGAN-gp. CloudBruno’s compa-
rable accuracy to complex NN models of LoadDynamics and
WGAN:-gp shows the first main benefit of CloudBruno —
it does not require prior knowledge of the workload and large
training sets to provide high accuracy comparable to optimized
complex NN models.

The fourth baseline, CloudInsight, was also an online pre-
diction framework that employed multiple statistical learning
models. As Fig. 7 shows, CloudBruno had better performance
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than CloudInsight (“violet” bar) for all workloads. On average,
CloudBruno’s error was 6.1% lower than CloudInsight. As an
online prediction framework, CloudInsight was also optimized
for low train time by employing faster statistical models, such
as ARIMA and Random Forest. However, these models have
lower accuracy for complex workloads with low seasonality.

C. Evaluation of Accuracy with Highly-dynamic Workload

One of the main design goals of CloudBruno is to provide
accurate predictions for workloads that experience dynamic
changes after deployment, i.e., for workloads with patterns
that are not included in the training data sets. To evalu-
ate CloudBruno’s accuracy with such highly-dynamic work-
loads, we also generated a synthetic workload by concatenat-
ing/combining the five 10-minute-interval traces in Table II. As
these workloads are from five different use cases, the variation
in this synthetic workload is extremely high, which allowed
us to evaluate CloudBruno in this extreme scenario.

Fig. 9 reports the MAPE of CloudBruno and the four
baselines with this synthetic workload. As Fig. 9 shows,
CloudBruno had lower error than all four baselines. Within
the four baselines, CloudInsight had the lowest error. Cloud-
Bruno’s and CloudInsight’s better accuracy was the result of
their online prediction nature. For this combined workload,

TABLE IV
THE (RE-)TRAINING TIME OF THE ONLINE MODELS IN CLOUDBRUNO.

Interval | SVM | LSTM | Tournament predictor
‘Workload L .
(min.) (sec.) (min.) (msec.)
5 min. 3.7 4 13
Facebook |5 ——15 6 3
5 min. 1.4 21 13
LCG 10 min. 3.2 38 15
30 min. 3.5 26 15
10 min. 2.3 34 17
Azure 30 min. 5.0 19 13
60 min. 5.9 36 17
5 min. 4.6 20 20
Wiki 10 min. 5.0 18 19
30 min. 1.7 17 16
5 min. 1.7 18 19
Google 10 min. 2.8 36 18
30 min. 5 36 22
Average 3.4 23.5 16.43

there is little correlation between concatenated workloads.
Therefore, the training data set used by the NN baselines
(LoadDynamics, WGAN-gp, and BiLSTM) cannot represent
the later workloads. Therefore, the NN baselines all had high
errors. On the contrary, both CloudBruno and CloudInsight
dynamically retrain their models to adapt to each concatenated
workload, allowing them to enjoy lower prediction error. More
specifically, as shown in Fig. 9, CloudBruno’s error was at
least 8.8% lower than the NN baselines (8.8% lower than
WGAN-gp).

Moreover, CloudBruno’s error was also 5% lower than
CloudInsight, mainly due to its use of SVM and LSTM, which
can better handle workloads with little seasonality. These
results illustrate the second main benefit of CloudBruno —
it can provide high accuracy prediction for unknown workload
changes before deployment.

D. Evaluation of CloudBruno’s Training Time

1) Training Time of CloudBruno: Table IV reports the
detailed training time of all the components in CloudBruno
for each workload configuration. As reported in the table, the
training of the SVM prediction models was very fast, with a
maximum training time of only 5.9 seconds and an overall
average training time of only 3.4 seconds. Similarly, because
the tournament predictor is also an SVM model internally, its
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training is also fast — the maximum training time was only 22
microseconds, and the overall average training time was 16.4
microseconds. These fast training times show that it is feasible
to retrain a new SVM model for every interval, as long as the
interval length is longer than 5.9 seconds.

The training of the online LSTM models took longer,
compared to the SVM models, as expected. The maximum
training time of the online LSTM models was 38 minutes, and
the overall average training time was 23.5 minutes. Although
these training times were considerably longer than the SVM
models, they were still fast enough to retrain new online LSTM
models within 5 intervals for each workload configuration. For
example, the longest training time, 38 minutes, was observed
with LCG workload at 10-minute intervals. Five 10-minute
intervals (i.e., 50 minutes) were still longer than the 38-minute
training time.

Although the training data set size and hyperparameter
optimization iteration count were the same for all workload
configurations, the actual training times for each workload
configuration were still different. This difference in training
time was due to the hyperparameter optimization process.
Difference workloads have different optimal sets of hyperpa-
rameters. Hence, the hyperparameter optimization under BO
searched different parameter sets for different workloads — if
more complex LSTM model hyperparameters were searched
during the optimization, then the training time would increase.

It is worth noting that the low training time of CloudBruno
was achieved with a free cloud CPU. These results illustrate
the third benefit of CloudBruno — it can be used as an online
workload predictor without additional cloud usage cost.

2) Training Time Comparison with Baselines: Fig. 10 re-
ports the training time for CloudBruno and the three NN
baselines. Due to space limitation, only the average training
times for each of the five workload traces are shown. For ex-
ample, for the Google workload, the average training time for
the 5-min., 10-min., and 30-min. intervals is shown for each
predicting framework. Moreover, only the LSTM component’s
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auto-scaling case study.

training time of CloudBruno was shown, and the faster SVM
training time (shown in Table IV) is omitted due to the y-axis
scale.

Fig. 10 shows that CloudBruno had a significant train-
ing time reduction against the baselines for every workload.
Fig. 11 shows that CloudBruno’s overall average training time
was 4.0 x faster than LoadDynamics, 7.4 x faster than WGAN-
gp, and 5.7x faster than BiLSTM. This significant training
time reduction is because CloudBruno employs efficient train-
ing data set size, space-efficient hyperparameter optimization,
and the use of faster SVM and tournament predictor. More-
over, it is worth noting that CloudBruno achieved similar
accuracy to these NN baselines even with such high training
time reduction.

The fourth baseline, CloudInsight, employed fast statistical
learning models. Therefore, CloudInsight also have low train-
ing time comparable to the SVM component of CloudBruno.
However, as shown in Fig. 7, CloudInsight had higher errors
than CloudBruno.

V. CASE STUDY

To demonstrate the benefit of CloudBruno for predictive
auto-scaling, we also conducted a case study on Google
Compute Engine (GCE) with an auto-scaling policy. We used
the Azure-30m workload in this case study as it was from
an IaaS cloud (Azure VMs), which fits the IaaS cloud GCE.
The 30-minute interval was chosen (instead of 10-minute or
60-minute intervals) to balance the workload length and the
number of requested VMs per interval. Moreover, Azure-30m
is also chosen because CloudBruno’s MAPE for this workload
is close to the overall average MAPE for CloudBruno for all
14 workloads.

The auto-scaling policy for this case study works as follows.
Near the end of each time interval, CloudBruno is used to
predict the number of jobs that will arrive in the next interval.
Then, a group of VMs will be created proactively for the
incoming jobs. The number of VMs in this group is the same



as the predicted job count. When the next interval starts, the
incoming jobs are assigned to the proactively created VMs. If
there are more jobs than predicted, then additional VMs are
created on-demand to execute these jobs. This process repeats
for every interval until the whole workload is processed.

We used the In-Memory Analytics benchmark from Cloud
Suite [28] as the job. General-purpose e2-medium VMs were
also used execute the jobs. Besides CloudBruno, we also
evaluated the four baselines in this case study.

Fig. 12 reports the average turnaround time for each pre-
dictive framework in this case study. The turnaround time
refers to the time between the job arrives and the job finishes
execution. As Fig. 12 shows, CloudBruno had the lowest
job turnaround time, whereas the BiLSTM framework had
the longest turnaround time. More specifically, CloudBruno’s
average turnaround time was 3% faster than the best baseline
WGAN-gp and 7% faster than the worst baseline BiLSTM.
These turnaround time results are generally in-line with the
prediction errors reported in Fig. 7, where CloudBruno has
the lowest error, whereas BiLSTM has the highest error.

To further analyze the VM scaling behaviors of differ-
ent prediction frameworks, we also collected the under-
provisioning and over-provisioning rates for this case study,
which are reported in Fig. 13. Here, the under-provisioning
and over-provisioning rates refer to the percentages of intervals
that experienced under- or over-provisioning (i.e., fewer than
or more than required VMs). Fig. 13 shows that the total (sum)
of under- and over-provisioning rates were the lowest for both
CloudBruno and WGAN-gp, which corroborates the results
in Fig. 12 where CloudBruno and WGAN-gp had the two
lowest average turnaround times. Nonetheless, CloudBruno
had a lower under-provisioning rate than WGAN-gp. Hence,
CloudBruno had fewer on-demand VMs created, leading to a
better turnaround time than WGAN-gp.

VI. RELATED WORK

Many studies have been proposed for workload prediction
because of the benefit of predictive (proactive) auto-scaling.
This section provides a review of these models.

Time series models. As workloads are naturally time
series, various time series models have been employed in
this prediction. Mistral was a cloud management system that
employed a time series model, ARMA, to predict future
workload [29]. Roy et al. also employed ARMA in their
predictive auto-scaling solutions [5]. Another commonly used
time series model is ARIMA, which has been employed for
VM consolidation [30] and auto-scaling [31]. There is also
a group of studies that employed weight moving average
(WMA) models for workload prediction [32]-[36]. Woods
et al. employed Fast Fourier transform (FFT) model and a
discrete-time Markov chain for workload prediction [1]. As
shown by prior work [6], time series models are good at
predicting workloads with good seasonality and/or relatively
stable autocorrelation. However, they have high prediction er-
rors for non-seasonal workloads, which are typically for cloud
computing (such as the workloads used in our evaluation).

Statistical learning models. Cortez et al. presented work-
load traces from Microsoft Azure and employed Random
Forest and Extreme Gradient Boosting Tree models to predict
various characteristics in these traces [25]. There is also a
group of work employed Linear Regression (LR) for workload
prediction [2], [37]-[39]. Wrangler is a cloud management
system that aims at improving the performance of straggler
tasks, and it employs SVM models to predict if a task with
straggle [40]. Similarly, Khan et al. employed Hidden Markov
Model [41]. Similar to the time series models, these statistical
learning models are usually not generic and cannot handle all
types of workloads [6]. Moreover, similar to all other machine
learning models, these statistical learning models also require
representative workloads as training data sets, and hence, may
have trouble handling unknown workload patterns.

Multi-predictor and ensemble models. As a single type
of time series and statistical learning model has difficulty
achieving generality, prior workload also considered employ-
ing multiple types of predictive models. Baig et al. employed
Random Forest to predict the best models from LR, SVM, Gra-
dient Boosting, and Gaussian Process [42]. Similarly, Loff and
Garcia proposed to use k-Nearest Neighbors to select the best
predictor [43]. Jiang et al. employed a mixture of time series
(AR/MA), SVM, neural network, and genetic programming in
their prediction [44]. Herbst et al. also employed four groups
of time series models, such as moving average, ARIMA,
and exponential smoothing [45]. Liu et al. proposed to first
classify workload types and then employ different predictors
based on the classification [46]. CloudInsight is an ensemble
framework that can combine the prediction results of any type
of models [27] and can be viewed as a generic extension
of prior multi-predictor/ensemble solutions. CloudBruno is
inspired by these prior studies. However, as shown in our
evaluation, the use of only time series and statistical learning
models provided lower accuracy than CloudBruno.

Deep learning models. The rise of deep learning has
also inspired many studies to employ neural network (NN)
models. Several studies have employed various types of LSTM
models, such as ANN [47], multivariate LSTM [11], parallel
LSTM [12], BiLSTM [18], LSTM Encoder-Decoder [48],
LSTM with Savitzky-Golay (S-G) filter [49], and Bi-
directional and Grid LSTM [17]. Jayakumar et al. also em-
ployed LSTM for workload prediction [10]. However, they
showed that hyperparameter optimization is a key to achieving
generality and high accuracy across various workloads for
LSTM models. Zhang et al. employed a stacked autoencoder
for workload prediction [50]. Kumar et al. employed offline-
trained multi-layer NN models, whose prediction results were
adjusted based on online feedback [47]. Arbat et al. employed
transformers trained with WGAN-gp for workload prediction,
which was shown to be more accurate than LSTM models [13].
Although deep learning models can provide high accuracy for
a large variety of workloads, they usually require representa-
tive training data sets, making it difficult to handle unknown
workload patterns, as shown in our evaluation. Moreover, our
evaluation results also illustrated that our online model, Cloud-



Bruno, has similar accuracy to NN models even when they had
enough training data. At last, many complex NN models are
usually time-consuming and require more expensive hardware
to train, while CloudBruno can be trained with low-cost CPUs.

VII. CONCLUSION

In this paper, we presented the design of CloudBruno, an
online workload predictor for cloud auto-scaling. CloudBruno
combines the predictions of the more accurate LSTM models
and the less expensive SVM models to achieve both high
accuracy and low cost. CloudBruno has at least 8.8% lower
error than the existing complex neural network (NN) based
framework for highly-dynamic workloads whose future work-
load changes are unseen in training data. CloudBruno also had
comparable accuracy as NN frameworks for workloads with
comprehensive training data. More importantly, CloudBruno
can effectively execute on a free cloud CPU, allowing it to be
used as an online workload predictor without additional cost.
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