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Despite countless experimental probes into magnetite’s electronic structure across the 

Verwey transition Fe3O4, the exact origin of this archetypical metal-insulator transition 

remains a puzzle. Advanced x-ray diffraction techniques have mostly resolved the 

monoclinic structure of the insulating phase, including interatomic bond lengths, but the 

complexity of the charge-orbitally ordered state is difficult to disentangle. We combined 

resonant elastic x-ray scattering and x-ray photon correlation spectroscopy to probe 

orbital fluctuations in the insulating state of magnetite. By accessing the Bragg forbidden 

(00 1
2
) peak at the O K edge, we complement our previous study on the Fe L3-edge (R. 

Kukreja et al., Phys. Rev. Lett. 2018) to reveal the dynamics of the Fe 3d and O 2p 

orbital domains. Our new results reveal a decoupling of the orbital correlation lengths 

between the O 2p states and the Fe 3d states, and we further show that the orbital domain 

fluctuations in the low-temperature state is due to electron hopping at the Fe t2g orbital 

sites of trimeron chains. These results also demonstrate an experimental method capable 

of revealing the strength of orbital hybridizations between the oxygen ligands and the 

transition metal that underpins emergent behaviors in complex oxides.  

 
 



 

 

Macroscopic phenomena in quantum materials such as superconductivity, colossal 

magnetoresistance, and metal-insulator transitions are manifestations of the correlations 

between the electronic and lattice structures at the atomic scale  [1–3]. Resolving 

competing order parameters originating from the electron spin, charge, and orbital states 

as well as mesoscale effects such as domain wall evolution is key to understanding how to 

tailor these materials for electronic applications. In magnetite (Fe3O4), the mechanism 

behind its metal-insulator transition, famously known as the Verwey transition, continues 

to confound physicists. In the high-temperature metallic state, magnetite has a cubic 

inverse spinel structure consisting of two sublattices. The A sites are characterized by O2- 

and Fe3+ ions that are tetrahedrally coordinated while B sites are octahedrally coordinated 

consisting of O2- ions and [Fe2+, Fe3+] ions in equal proportion  [4,5]. The iron atoms of the 

A and B sites are also antiferromagnetically coupled through hybridization with the oxygen 

2p orbitals. When magnetite is cooled below the transition temperature Tv ~ 120 K, a 

structural phase transition occurs where the cubic structure (a=b=c=8.387 Å) distorts to a 

monoclinic one (a=b=11.88 Å, c = 16.775 Å and β = 90.236º) and is simultaneously 

accompanied by a drop in electrical conductivity by two to three orders of magnitude  [6,7]. 

Verwey postulated that this insulating state arises from the freezing of a B-site conduction 

electron into a charge-ordered state of alternating Fe2+ and Fe3+ on the octahedral 

sublattice  [7]. Although experiments have since disproven Verwey’s original theory, a 

significantly more complex charge and orbitally-ordered insulating state is seen below the 

transition temperature.   

In the monoclinic phase, cooperative Jahn-Teller (JT) distortions shorten 

interatomic bond lengths of B-site Fe cations into linear three-site chains known as 

trimerons, the  proposed  order parameter describing the charge-orbitally ordered insulating 

state [8,9]. In particular, a trimeron consists of B-site iron atoms that are charge ordered in 

Fe3+- Fe2+- Fe3+ chains where the electron occupation of the degenerate Fe-t2g orbitals give 

rise to the orbitally ordered structure as seen in Fig. 1a.  In transition-metal oxides, Kugel 



and Khomskii have shown that orbital ordering arises from either JT coupling of electrons 

to the lattice or hopping of transition metal electrons into specific orbital states  [10–12]. 

In the case of magnetite, the orbital order manifests as a Bragg forbidden (001
2
) peak that is 

accessible only at iron and oxygen resonant energies  [13–15]. In other words, the orbital 

anisotropy leads to a non-zero scattering factor at resonant energies  [16]. The stability of 

this orbital structure depends on the strength of orbital hybridization and changes in orbital 

occupation on both the iron and oxygen sites  [17].  

Previously, we accessed the (001
2
) peak in scattering geometry at the Fe L3-edge to 

probe the Fe 3d orbital occupancies via excitations from core to unoccupied valence states 

at the Fe 2p3/2  3d transitions  [14]. The Fe L3-edge signal directly probes the Fe t2g orbital 

structure of octahedral sites, and our results showed dynamic orbital domain fluctuations 

in the low-temperature state. However, the results at the Fe L3-edge alone are not sufficient 

to pinpoint the origin of those fluctuations. In this Letter, we combined resonant elastic x-

ray scattering (REXS) and x-ray photon correlation spectroscopy (XPCS) at the O K-edge 

to further investigate the origin of these orbital fluctuations, whether it is due to structural 

domain reorientations or purely electronic in nature. The resonant O K-edge (001
2
) peak in 

scattering geometry directly probes the O 2p orbital occupancies via excitations from core 

to unoccupied valence states at the O 1s  2p transitions  [15]. The O 2p states are also 

hybridized to the Fe 3d orbitals present on both the octahedral and tetrahedral sites as seen 

in Figs. 1a and 1b  [14,15,18–20], allowing us to also indirectly probe the Fe 3d orbitals. 

Our studies show a lack of orbital fluctuations at O L-edge indicating that the oxygen 2p 

orbital network is extremely stable in the low-temperature monoclinic phase. This implies 

that the thermally active fluctuations previously observed in the Fe t2g orbital domains is 

due to the continuous electron hopping between adjacent B-site Fe cations within trimeron 

chains. Similar hypothesis has been postulated by Senn et. al, however the experimental 

verification was still lacking  [8].  Our XPCS studies at both the Fe L-edge and the O K-

edge are now able to experimentally confirm this scenario.  
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The resonant XPCS experiment was conducted at the Coherent Soft X-ray (CSX) 

beamline at the National Synchrotron Light Source II (NSLS-II). A schematic of the 

experimental scattering geometry is shown in Fig. 2 where a coherent x-ray beam is tuned 

to the Fe L3-edge (705.7 eV) and O K-edge (527.2 eV) resonant energies to probe the (001
2
) 

peak where the slight offset from literature values is due to the calibration at the beamline. 

The resonant energy at the Fe L3-edge corresponds to the maximum scattered intensity at 

the (001
2
) Bragg condition, which was previously shown to be mainly due to the B-site Fe2+ 

cations from the decomposition of the x-ray absorption spectroscopy (XAS) 

spectrum  [14,21]. The O K-edge resonant energy was also optimized to the maximum 

scattering intensity at the (001
2
) Bragg condition corresponding to the pre-edge of the O K-

edge XAS profile [15]. The (001) Bragg peak is also accessible in the monoclinic phase, 

but not necessarily at resonance, meaning this peak is allowed purely based on the crystal 

symmetry of the low-temperature state  [13]. Therefore, we also monitored the (001) Bragg 

peak off resonance at 800 eV to isolate the structural order from any charge- or orbitally-

ordered signal. A CCD detector with 30 um x 30 um pixel size located 34 cm from the 

sample was used to record the measurements, and an example of the detector image for the 

(001
2
) peak at the O K-edge resonance is shown in Fig. 2. The degree of contrast can be 

visualized from a line cut through the central speckle pattern as shown in Fig. 3a. A 

Gaussian function was used to fit the peak where the full-width-at-half-maximum (FWHM) 

in reciprocal space, ∆Q,  is used to define the correlation length 𝜆𝜆 = 1/∆Q. Superimposed 

in Fig. 3a is the (001) Bragg peak at 800 eV that shows the correlation length of the lattice 

structure is approximately ten times greater than the orbital correlation length, indicating 

the oxygen 2p orbital domains are not defined by structural domain boundaries. The (001
2
) 

peak at the O K-edge resonance was measured between 25 K to 109 K and its correlation 

length and integrated peak intensity as a function of temperature are shown in Fig. 3b. The 

correlation lengths of the (001
2
) peak at the O K-edge and Fe L3-edge well below the Verwey 



transition temperature are approximately 13 nm and 16 nm respectively, which is consistent 

with literature data  [14,22,23].  

The speckle pattern overlaid on the (001
2
) peak is the fundamental attribute in the 

XPCS technique that allows us to measure dynamics of the system. When a coherent beam 

interacts with the nanoscale heterogeneities, in this case orbital domains, the interference 

between the coherent beam and the nanoscale heterogeneities create the speckle pattern 

seen within the (001
2
) peak. Since we have a stable coherent beam, any fluctuations of the 

orbital domains manifest as spatial and temporal intensity changes in the speckle pattern. 

Therefore, by correlating the intensity of successive speckle patterns, it is possible to 

resolve the dynamic timescale of the system from how fast or slow the speckle pattern 

decorrelates in time. This can be quantified by the two-time intensity-intensity 

autocorrelation function given in Eq. 1 where the intensity of the (001
2
) peak is correlated 

pixel-by-pixel with itself at different times, t1 and t2, during the entire scan. The normalized 

correlation plots for the Fe L3-edge and O K-edge at 85 K, 90 K, and 100 K are shown in 

Fig. 4, but the first 30-45 minutes of each scan can be ignored due to instability as the 

sample equilibrated. The two-time correlation plots for all temperature measurements 

between 25 K and 109 K can be found in the Supplementary Material section. 
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 From the correlation plots, we see the signal at the Fe L3-edge is continuously 

dynamic throughout the scan while a static signal is seen at the O K-edge. After normalizing 

to the average intensity of the speckle pattern, the t1 = t2 line is the fully correlated reference 

value while lines orthogonal to t1 = t2 show increasing delay time between speckle patterns. 

In Fig. 4, the region where the sample is stable is marked by the dotted black lines, and for 

the O K-edge signal, the correlation value is approximately the same as the t1 = t2 value at 



all points, indicative of a static signal. On the other hand, the correlation value drops away 

from the t1 = t2 line for the Fe L3-edge, showing the speckle pattern is changing in time. 

We previously showed the dynamics speed up and follow an Arrhenius trend up to 90 K, 

but slow down until the insulator-to-metal transition temperature at T = 116 K  [22]. An 

increasing amount of metallic domains above 90 K spatially reduce the trimeron network, 

and thus the available hopping sites for the electron. With new results from the O K-edge, 

we can further conclude that while metallic domains govern the change of characteristic 

dynamic timescales at the B-site Fe t2g states, at a given temperature, the configuration of 

metallic domains remains static. Both the O K-edge and Fe L3-edge resonant signals are 

only sensitive to the insulating phase which can be seen from the drop in total intensity as 

metallic domains begin to nucleate approaching the metal-insulator transition temperature. 

If enough thermal energy exists to drive structural fluctuations between metallic and 

insulating phases at each temperature, that would manifest as a dynamic speckle pattern at 

both the O K-edge and Fe L3-edge. The static signal at the O K-edge indicates an absence 

of structural fluctuations and therefore cannot be the source of the dynamics observed at 

the Fe L3-edge.  

Ruling out any structural fluctuations, the origin of the dynamic speckle pattern at 

the Fe L3-edge and the static speckle pattern at the O K-edge must be electronic in nature.  

The speckle pattern at the Fe L3-edge is a fingerprint of the orbital-specific electron 

occupancies, i.e. the unique configuration of Fe2+  and Fe3+ occupying the t2g orbitals, and 

any rearrangements to this configuration would alter the speckle pattern. Therefore, the 

dynamic speckle pattern at the Fe L3-edge indicates a rearrangement of the Fe2+  and Fe3+ 

ions within trimeron chains that can only be attributed to thermally-driven charge hopping 

of the conduction electrons. While the charge hopping mechanism itself is ultrafast and 

beyond our experimental capabilities, the large activation energy and long timescales 

observed at the Fe L-edge indicate that the rate of the charge hopping is infrequent and the 

overall trimeron network evolves on the order of minutes [22]. Based on well-established 

theory on orbital ordering in transition-metal oxides and recent studies of the trimeron 

network  [17,22,24], the strength of orbital hybridizations, and consequently the potential 



for charge hopping, depends on the degree of orbital overlap between neighboring sites. In 

the case of magnetite, the interatomic distance of Fe cations are shortened within trimeron 

chains, creating an even stronger orbital overlap that allows for direct d-d electron hopping 

as seen in Fig. 1a [8]. However, to conclusively determine whether the conduction electron 

hops directly between t2g orbitals or through the oxygen atoms, via superexchange or 

double exchange interactions, requires ultrafast techniques such as x-ray speckle visibility 

spectroscopy.  

 The static signal at the O K-edge is surprising considering the hybridization between 

the O 2p states to all of the Fe 3d states at both the tetrahedral and octahedral sites. The 

speckle pattern at the O K-edge is a manifestation of the configuration of both the occupied 

and unoccupied 2p orbitals that are also hybridized to the B-site Fe t2g orbitals. We expected 

the local rearrangement of the trimeron chains to also modify the nanoscale heterogeneity 

of the O 2p orbital domains and partially contribute to a dynamic O K-edge signal, but that 

is not the case. Therefore, the static speckle pattern at the O K-edge suggests a weak 

hybridization with the B-site Fe t2g orbitals, and is instead dominated by the hybridizations 

with more thermally stable octahedral eg and tetrahedral e/t2 orbitals. This nanoscale picture 

is also seen in other systems such as cubic vanadates where quantum effects among eg 

orbitals are mainly suppressed by JT distortions  [25]. Finally, the orbital correlation 

lengths of the B-site Fe t2g orbitals (16 nm) and O 2p orbitals (13 nm) at T = 27 K are on 

the same order of magnitude. However, this disparity corresponds to a FWHM difference 

of approximately ~ 100 pixels in our experimental conditions, well beyond the error of 

margin. Even though the intricately linked Fe t2g and O 2p orbitals give rise to the resonant 

(001
2
) peak, the difference in orbital correlation lengths further substantiates that the 

hybridization strength is weaker than expected based on previous studies [20]. 

 We have shown an experimental approach that uses XPCS at resonant elastic 

geometry to directly probe the strength of orbital hybridizations and charge-orbital 

correlation lengths in magnetite by exploiting a Bragg-forbidden, orbitally-ordered peak. 

Our results contrary to Verwey’s hypothesis of freezing of conduction electron in the 



insulating state, show that there is still sufficient thermal energy in the system to drive these 

electrons to hop along trimeron chains. The extremely stable configuration of the oxygen 

2p orbital network further suggests that only the Fe cations within trimeron chains play a 

role in the Verwey transition. Finally, magnetite belongs to a class of transition-metal 

oxides where the interaction of the transition-metal 3d electrons with the field of O2- ligands 

is responsible for many fascinating nanoscale effects that give rise to various classes of 

electronically ordered materials  [10,20,24,26]. In this study, we specifically tuned to the 

O K-edge resonant energy and the Fe L3-edge resonant energy corresponding to the 

octahedral t2g orbitals, but further XPCS measurements with varying polarizations at 

specific points in the Fe L2,3-edge spectrum can reveal distinct timescales that can pinpoint 

relative hybridization strengths between the O2- ligands and all of the Fe 3d states. With 

new generation coherent x-ray sources, we can employ the same experimental technique 

to reveal unseen dynamical trends in other materials with strong electron correlations such 

as nickelates and cuprates. For example, the charge order structure of high temperature 

cuprate superconductors has long been attributed to the strong hybridization between the 

Cu 3d and O 2p orbitals, but recent studies revealed spatially localized charge excitations 

associated with O sites in La2-xCexCuO4 that seem to defy the strong hybridization between 

Cu and O [27]. In LBCO cuprates, resonant XPCS measurements revealed a stable charge 

density wave order detected at the Cu L3-edge, but this study lacked measurements at the 

O K-edge [28,29]. Our XPCS study demonstrates an effective method that exploits the 

transition metal L edges in tandem with the oxygen K edge to pinpoint the origin of 

emergent behaviors.        
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Figure 1: (a) Fe L3-edge resonance (2p 3d states) probes the orbital occupancy of the t2g 

electrons of the B-site Fe cations. Since the orbital order is not linked to lattice dynamics, 

the signal originates from electron hopping within corner sharing trimeron chains. In the 

schematic, the extra electron in the central Fe2+ can hop directly to neighboring Fe3+ t2g 

sites along the trimeron.  (b) The O K-edge resonance (1s  2p states) probes the oxygen 

2p orbital states that are hybridized to both the t2g/t2 and eg/e orbitals on the octahedral and 



tetrahedral iron sites. The gray highlighted region shows examples of how the oxygen 2p 

orbitals are hybridized to the A and B iron sites..   

 

 

 

Figure 2: Experimental setup of the XPCS experiment where coherent soft x-rays are tuned 

to the Fe L3-edge (705.7 eV) and the O K-edge (527.2 eV) to access the (001
2
) peak that 

only exists in the low-temperature monoclinic phase at resonance. Shown is a CCD 

detector image of the (001
2
) peak at the O K-edge resonant energy at 27 K. The (001) is also 

a forbidden Bragg peak that can be accessed in the low-temperature state, though not 

necessarily at resonance. A CCD records the speckle pattern of the (001
2
) peak at the O K-

edge resonance with a delay time of ∆𝑡𝑡 between each image.  

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: (a) A line cut through the speckle pattern in Fig. 2 that shows the degree of 

contrast of the signal. A Gaussian function is fitted to the (001
2
) orbitally-ordered peak, and 

the (001) Bragg reflection is superimposed to show the difference in the orbital and 

structural correlation lengths. (b) The normalized integrated intensity of the (001
2
) peak per 

second at the O K-edge as a function of temperature is plotted along with the correlation 

length defined by 1/∆Q, where ∆Q is the FWHM of the Gaussian fit to the peak as seen in 

(a).  



 

Figure 4: Normalized two-time intensity-intensity autocorrelation functions defined by 

Eq. 1 for the (a) Fe L3-edge and the (b) O K-edge at 85 K, 90 K, and 100 K. A 1s exposure 

time was used for each scan that lasted 4 hours. The first 30-45 minutes of each scan is 

attributed to sample instability from temperature equilibration -- the approximate stable 

region of the scan is marked by the dotted black line. The (001
2
) signal at the Fe L3-edge 

that is sensitive to the Fe t2g orbital structure is clearly dynamic while the O K-edge signal 

that is sensitive to the O 2p orbital structure remains static.      
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