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Subluminality of relativistic quantum tunneling
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We prove that the classical Dirac equation in the presence of an external (nondynamical) electromagnetic
field is a relativistically causal theory. As a corollary, we show that it is impossible to use quantum tunneling
to transmit particles or information faster than light. When an electron tunnels through a barrier, it is bound to
remain within its future light cone. In conclusion, the relativistic quantum tunneling (if modeled using the Dirac
equation) is an entirely subluminal process, and it is not instantaneous.
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I. INTRODUCTION

There is some debate over whether the speed of tunneling
could be faster than the speed of light [1-9]. Some authors
claim that, yes, quantum tunneling allows for superluminal
signaling [1]. Other authors argue that, no, there is no su-
perluminal propagation of particles or signals going on [2].
More recently, some authors [8] have proposed an intermedi-
ate interpretation: when a particle tunnels through a barrier, it
may indeed emerge on the other side faster than light, but the
probability for this to happen is so low that in practice photons
arrive first, preventing an actual superluminal signaling. What
has made this subject so prone to interpretation is that, if one
thinks just in terms of wave packets and dispersion relations,
then it is hard to unambiguously define terms like signal or
tunnelling time. On the other hand, the mathematical theory
of partial differential equations provides us with all the tools
that are needed for us to settle this matter once and for all.
This is what we aim to do here.

Let us first clarify what is mean by superluminality in
this context. Consider the following thought experiment. In
the reference frame of Alice, there is a sequence of light
bulbs at rest, at a distance of one meter from each other.
Alice has synchronized them in such a way that they all turn
on simultaneously at #4 = 1, according to Alice’s clock (see
Fig. 1, left panel). Now, let us move to Bob’s frame, who
travels with velocity —v with respect to Alice. By relativity
of simultaneity [10-12], the bulbs do not turn on all together,
according to Bob. Instead, they turn on in sequence, and it
looks as if there was a superluminal impulse traveling at
speed v™! > 1 (we set ¢ = 1), which commands the bulbs
to turn on one after the other. Clearly, this illusory impulse
is just an artifact of synchronization. A similar phenomenon
occurs whenever the phase velocity of a wave (or the group
velocity of a wave packet) is larger than the speed of light
while the underlying theory is causal [13]: different regions
of the system are synchronized to generate what looks to be

“lorenzo.gavassino @ vanderbilt.edu
Tmarcelo.disconzi @vanderbilt.edu

2469-9926/2023/107(3)/032209(10)

032209-1

a superluminal wave, but no actual transfer of information or
energy occurs [14].

The apparent superluminality discussed above is not what
we are interested in. Also, we are not interested in issues re-
lated to the ontology of the wave function, which may render
all quantum mechanics superluminal at the outset. Consider
the following example. An electron is in a quantum super-
position, with 1/2 probability of being on Earth, and 1/2
probability of being in the Andromeda Galaxy. If we make
a measurement and we detect the electron, then automatically
we know that it is not in the Andromeda Galaxy. However,
was the electron already on Earth, say, one second before
the measurement, or did our measurement itself localize the
electron on Earth? Could it be that, maybe, the electron was in
the Andromeda Galaxy one second before the measurement,
and then it teleported itself on Earth at the instant of the
measurement? The answer depends on the interpretation of
quantum mechanics one is adopting, and it is intrinsically un-
observable. For this reason, we will leave this kind of problem
aside.

The question that we aim to answer here is more practical:
taking into account the statistical nature of quantum mechan-
ics, is it possible to use quantum tunneling as a means to
effectively transfer particles or signals faster than light? To
make this question more precise, we have identified three
rigorous practical notions of superluminality, which will be
assessed here, one by one:

(1) Can the support of the wave function propagate outside
the light cone? If this could happen, it would be possible
to make two consecutive measurements, where the electron
is first detected inside some region R, and then outside the
causal future of R. This would mean that we can actually
observe an electron making a superluminal jump. It is well-
known that, in the absence of a potential barrier, such a
process is forbidden within relativistic quantum mechanics
[15]. In Sec. III, point (i), we will prove that the same is true
also in the presence of a barrier.

(2) Can Alice use quantum tunneling to send a message
to Bob, assuming that Bob sits outside the future light cone of
Alice? There is general consensus that this should not happen,
as it would constitute a violation of the principle of causality.

©2023 American Physical Society
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FIG. 1. Minkowski diagrams of the thought experiment outlined in the introduction. Left panel: Alice’s viewpoint. The light bulbs (black
dashed lines) are at rest, and they are all turned on simultaneously at 4 = 1 (blue dashed line). In Alice’s coordinates, the space-time event at
which the kth bulb is turned on is (1, k), and it is marked with a yellow star. Right panel: Bob’s viewpoint. The event at which the kth bulb is
turned on is now (y + y vk, yv + yk). These events are no longer simultaneous for different values of k, and it looks as if there was a signal

traveling along the blue dashed line x}, = t3/v — (yv)~L.

However, at present there is no rigorous mathematical proof of
this fundamental impossibility within tunneling models. We
will provide such proof in Sec. III, point (ii).

(3) Suppose that the electron is on one side of the bar-
rier, with probability P. Can the probability of detecting the
electron on the other side become larger than 1 — P in less
time than it would take for light to travel between the two
edges of the barrier? If this were possible, we would be able
to use the barrier to transfer probability (and, thus, particles)
faster than light. In Sec. IV, we prove that this eventuality is
indeed forbidden: probability flows subluminally between the
edges of the barrier. As a corollary, quantum tunneling is not
instantaneous.

Throughout the paper, we adopt the space-time signature
(—, +,+, +) and work in natural units: ¢ = & = 1. We use
standard rectangular coordinates {x*}3_ in Minkowski space
R!'*+3, with ¢ := x° denoting a time coordinate. Greek indices
vary from O to 3, Latin indices from 1 to 3, and the sum
convention is adopted.

II. A SIMPLE THEOREM

Our goal is to assess whether previous claims of superlu-
minal physics (e.g., Refs. [7,8]) are mathematically rigorous.
Since all such claims are derived within the framework of rela-
tivistic quantum mechanics, we will also stick to this approach
(although the final word on the subject should come from
quantum field theory [16]). In particular, following Dumont
et al. [8], we will consider a single electron with quantum
dynamics governed by the classical Dirac equation (we adopt
the sign conventions of Weinberg [17]):

(Y0, + iey"A, +m)W = 0. (1)

Here, y* are Dirac’s gamma matrices, ¥ = W(x), x € R'*3
is a classical Dirac spinor (representing the electron [18]),
e and m are the electron’s charge and mass. The field A, =
A, (x), x € R is the electromagnetic four-potential, and it
is treated as a fixed, assigned, smooth function of the coordi-
nates (it is not a dynamical degree of freedom). For tunneling

models, one should take'
eA, = (V,0,0,0), 2

where V (x) is the potential energy barrier. However, here we
may also keep the potential A, completely general.

Our first task is to compute the characteristics of the system
[19]. As a system of first-order partial differential equations,
the Dirac equation (1) is naturally written in the standard
matrix form (recall that W is has four components):

M, W+ N =0, 3)

where M* = y# and N = iey"A, + m are 4 x 4 complex
matrices. Working in the Weyl basis, we can write M*
explicitly [20]:

MO =50 = _l-|:02><2 H2x2i|

Iy 022
M=y = —i| 02 9 4)
—0; Oy |

where o; are the Pauli matrices:

ol LT T R IR

The characteristic surfaces are defined as the surfaces ® =
const of any scalar field & such that det[M"&,] = 0, with
&, = 0, ®. Using Egs. (4), we obtain

0 = det[M"&,]

0 0 So+& & —i&
o 0 0 §1+i& & —&
SCDR e e s+ 0 0
=51 —i& S+& 0 0
= (£.8"). (6)

'One should be careful about the sign: the potential energy of a
particle with charge ¢ in an electrostatic potential ¢ is V = g¢. For
the electron, g = —e. Furthermore, given that our metric signature is
(=, +, +, +), we have that ¢ = A = —A,. Thus, V = g¢ = eA,.
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Hence, &,, = 0, ® must be lightlike, meaning that the charac-
teristic surfaces are null surfaces. This immediately allows us
to derive the following.

Theorem 1 (Causality of the Dirac equation). Assume
that A, is continuously differentiable and let W be a
continuously differentiable solution to (1). Let ¥ C R'*3 be
a Cauchy surface. Then, for any point x in the future of X,
the value of W at x, i.e., W(x), depends only on the values
of W in the region J~ (x) N X, and on the value of A, in the
region J~(x) NJ (). Here, J ™ (x) is the causal past of x,
and J*(X) is the causal future of X.

Remark 1. In practice, one usually takes ¥ to be a sur-
face where initial data for the system (1) is given (e.g., ¥ =
{t = 0}). In this case, the conclusion of the theorem can be
rephrased in a more intuitive form as saying that the value
of W at x, i.e., W(x), depends only on the initial data in
the region J~(x) N X, and on the value of A, in the region
JT(x)NJTH(D).

Proof. Fix x in the future of ¥ and let W¥; and ¥,
be two continuously differentiable solutions of the Dirac
equation corresponding to two different choices of exter-
nal potential. Then we have M*3,¥; + N ¥, =0 and
MH, W, + N2W, = 0. Now assume that the external po-
tential is the same on the space-time region J~(x) N J(X).
Then, if we restrict our attention to such region, we have
N1 =N, and the field Wy := W, — W, is a solution of
MH#3, Wi + N Wair =0 on J~(x) NJT(X). Finally, as-
sume that W; and W, agree on J~(x) N X. Then Wy =0
on J~ (x) N X. At this point, we can just apply John’s Global
Holmgren Theorem (see Rauch [21], Sec. 1.8), considering
that the characteristics of the Dirac equation are the same
as those of the wave equation, and we find that Wy = 0 on
J~(x) NJ*(Z). This implies W (x) = Wy (x). ]

We observe that the conclusion of Theorem 1 is coordinate
independent, even if we employed standard coordinates in
the computation of the characteristics. This follows from the
invariance of the characteristics (see, e.g., Ref. [19]) and of
J* [22], as well as from the standard theory of hyperbolic
differential equations [23,24]. We also remark that Theorem 1
is not new. The Dirac equation is known to be a hyperbolic
partial differential equation (see, e.g., Ref. [25]) and thus
Theorem 1 follows from textbook theory (above we quoted
Rauch [21] to provide the reader with a precise reference,
but there are plenty of sources explaining the properties we
used for the proof, e.g., Refs. [23-32]; see the Appendix of
Ref. [33] for a summary). Nevertheless, we felt the need to
state Theorem 1 and provide its proof because, as the litera-
ture review presented in the Introduction demonstrates, there
seems to be some confusion in the literature regarding the
causal properties of the Dirac equation. In particular, prop-
erties that follow from standard hyperbolic theory seem to be
neglected in these discussions.

Theorem 1 coincides with the principle of relativistic
causality that we meet in all textbooks of general relativity
[22,34,35], and in the literature of relativistic hydrodynamics
[12,36-42]. It is the mathematical condition that people have
in mind when they say “no signal can exit the lightcone” [13]
(see Fig. 2).

Let us make an interesting remark. If we set A, = 0, then
we recover the free Dirac equation. It is well-known that,
in this case, W is also a solution of the free Klein-Gordon

FIG. 2. Relativistic principle of causality. Let ¥ (blue plane) be
the initial-data hypersurface, e.g., the hyperplane {t = 0}. Pick an
event x in the future of X. Such event can be influenced only by that
portion of X that can be reached by a nonspacelike world line emitted
from x (yellow line). In other words, the value of W(x) depends only
on the initial data prescribed inside the past light cone of x (in red).
Changes of initial data outside the past light cone of x cannot affect
the value of W(x), when we solve the Dirac equation. Furthermore,
we cannot change the value of W(x) even by altering the external
potential A,, outside the past light cone of x.

equation. Therefore, it is quite trivial to see that the free Dirac
equation is a relativistically causal equation [43]. However,
when A, # 0 (e.g., inside a potential barrier), this becomes
less intuitive. The key insight, here, is that the propagation
of information is entirely determined by the characteristics
of the system, which depend only on the principal part of
the Dirac equation (the part with highest derivatives: y#9, W)
and are completely unaffected by the presence of the external
potential A,. In a nutshell, the presence of a potential barrier
cannot increase (or shorten) the speed of information.

III. IMPLICATIONS

Let us apply Theorem 1 to the relativistic quantum tunnel-
ing, and let’s see what we can argue on a purely mathematical
basis.

(i) One direct implication of Theorem 1 is that, if ¥ =0
in a region of space R C ¥, then ¥ = 0 also on D1 (R), the
Cauchy development of R [34]. This is a no-go theorem for
superluminal motion: the electron cannot move faster than
light because the support of the wave function cannot propa-
gate outside the light cone. For example, consider the situation
illustrated in Fig. 3, upper panel. A potential barrier extends
over the region 0 < z < L. Att = 0, the electron is on the left
of such barrier with probability 1, so ¥ = 0 for z > 0.2 Then,
for arbitrary ¢t > 0, ¥ must vanish in the region of space z > t.
As a consequence, the probability for the electron to tunnel out
of the barrier at a time ¢ < L is exactly zero.

(ii) Theorem 1 enables us also to answer the most im-
portant question: Can we use tunneling electrons to send
signals faster than light? In the literature, the word “signal”

*Note that there is no obstruction to having wave functions that
are of class C*, and yet they vanish for z > 0. The easiest way to
construct them is to let W decay like ~exp(1/z),asz — 0.
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FIG. 3. Visual representations of our arguments (i)—(iii), respec-
tively, which are direct consequences of Theorem 1. The shades
of red represent the electron density W™ W (red large, white small).
Upper panel: The field W is bound to propagate within the lightcone.
Hence, electrons cannot travel faster than light. Quantum tunneling
through a barrier is no exception. Middle panel: Alice can generate a
disturbance in ¥ by altering the value of A, at her location. However,
such disturbance travels slower than light, and it cannot reach Bob,
who is causally disconnected from Alice (no superluminal signaling).
Lower panel: The only way for a tunneled wave packet to exit at a
time r < L is that ¥ # 0 on the right of Q already atr = 0.

often generates some debate. However, when we have a par-
tial differential equation like (1), there is an unambiguous
mathematical criterion to decide whether a superluminal sig-
nal can actually be sent or not. Consider the situation shown
in Fig. 3, middle panel. Alice and Bob are on opposite sides
of a potential barrier, and they are spacelike separated. The
electron wave function W fills the space between them. Can
a decision of Alice affect a measurement of Bob? No! Alice
can use a device to modify the value of the potential A, at her
space-time location. This indeed generates a perturbation in
W. However, from Theorem 1, we know that changes in the
value of A, outside the past light cone of Bob cannot affect

the value of W at Bob’s space-time location. Thus, Alice has
no way to influence Bob’s measurements.>

(iii) When people say that the tunneling effect is superlu-
minal, they typically have in mind the following scenario. A
wave packet meets a potential barrier; most of it is reflected,
but a small portion tunnels through, and it appears on the
other side earlier than a hypothetical light beam emitted by the
initial wave packet (see Fig. 3, lower panel). Recent findings
already seem to question this picture [9], but let us say (for
the sake of argument) that the idea is somehow correct. What
does Theorem 1 have to say about that? Suppose that ¥(r = 0)
were zero for z > Q (Fig. 3, lower panel). Then, by Theorem
1, W(¢) should vanish within the region z > Q + ¢, and there
would be no tunneled wave packet. Therefore, the only way
for us to observe a tunneled wave packet is to assume that
W was already nonzero on the right of Q at r = 0. In other
words, to avoid a mathematical contradiction, we must assume
that the incoming wave packet had a long tail, which extended
largely inside the barrier, and that the tunneled wave packet is
just the (subluminal) evolution of such long tail.

The conclusion of our point (iii) is very similar to that of
Biittiker and Washburn [2]: the tunneled wave packet is the
causal evolution of the right tail of the incoming wave packet,
which enters the barrier much earlier than the peak, so if we
only focus on the peaks, we get the illusion of a superluminal
motion. Dumont et al. [8] have criticized this interpretation,
arguing that in quantum mechanics one should never say that
one piece of the wave function originates from a correspond-
ing piece in the past. Instead, the wave function should always
be treated as whole. As a consequence, according to them, we
cannot say that the tunneled wave packet originates from the
right tail of the incoming wave packet.

We do not wish to enter philosophical debates over the
ontology of the wave function. On the other hand, we would
like to point out that, when we say that the tunneled wave
packet originates from the right tail, we are just making two
rigorous mathematical statements (which follow from Theo-
rem 1). First, that if you change your initial data by removing
the tail, i.e., by replacing W(tr = 0) with W(r = 0)®(Q — z2),
where ® is the Heaviside step function®, the tunneled wave
packet disappears. Second, if you instead replace W(r = 0)
with W(r = 0)®(z — Q), leaving only the tail and cutting all
the rest, the tunneled wave packet still remains, and it is
completely unaffected. These facts may not establish an onto-
logical relationship between the tunneled wave packet and tail
of the incoming wave packet, but they tell us that the existence
of the tunneled wave packet is a direct consequence of the

3 Another thing that Alice may do is to make a measurement herself.
However, here Quantum Field Theory comes to our aid, reassuring us
that spacelike-separated observables always commute, meaning that
their measurements cannot influence each other [16,44,45].

“Readers might object that, by introducing the Heaviside function,
we are no longer dealing with continusouly differentiable functions,
and thus Theorem 1 no longer applies. But since the Dirac equation is
a linear equation, Theorem 1 remains true for distributional solutions
(which will be the case for data involving the Heaviside function), see
Ref. [24], Sec. 12.5. We assumed continuous differentiability only in
order to avoid technicalities and keep the proof short.
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FIG. 4. Visualization of the Gauss-theorem argument discussed
in Sec. IV. The yellow region represents the space-time volume
where we integrate the divergence of the Dirac current (which van-
ishes). The hypersurfaces X; and Xy have constant time, and thus
they are spacelike. The hypersurface ¥, is lightlike. Since the in-
tegral of WTW across all space is normalized to 1, we know that
W decays to zero at space-like infinity, and thus we can extend
the integration region up to z = 4+00. Note that we have located
the down-left corner of the trapezium in the origin only for con-
venience. This argument still holds if we translate the trapezium
anywhere else.

existence of such tail in its causal past. And this is enough to
rule out any claim of superluminal behavior.

IV. SUBLUMINALITY IN AN INEQUALITY

There is a simple inequality which, we believe, will con-
vince even the most ardent superluminalist that quantum
tunneling is an entirely subluminal process. Let us consider
the probability current j* = iUy W, where ¥ = iwiy? It
can be easily shown that it has two properties [18,46—49].
First, it is conserved (9, j* = 0), also in the presence of an ex-
ternal potential A,,. Second, it is nonspacelike, future-directed
(j*ju. <0, j% > 0). In Appendix A, we verify explicitly that
these properties hold also in the tunneling model of Dumont
et al. [8]. Then, considering that ¥ must decay to zero at
spacelike infinity, we can apply the Gauss theorem over the
(infinitely long) trapezoidal region shown in Fig. 4, and we
obtain (we adopt the orientation conventions of Misner et al.
[50], Sec. 5)

—/ j"dZM—i-/ j"dZM—i-/ j*dE,=0. (7
2[ EL EF

Since j* is nonspacelike future directed and dX,, as a
one-form, has a positive sense toward the future (“standard
orientation” [50]), then the integral over X; is non-negative,

SO5
/ jhd%, g/ jhd%,. ®)
Zr b

On the other hand, on both ¥; and X the integrand is just
jod3x. But jo(x) = WT(x)W(x) is the probability density of

5This inequality is analogous to Eq. (10.1.11) of Wald [34], which
is used to prove well posedness and causality of the Klein-Gordon
equation. There, instead of j*, Wald [34] uses an energy current,
which is also conserved and future-directed nonspacelike. A similar
theorem can also be found in Ref. [41].

FIG. 5. A forbidden process. A wave function has support over
the pink region, which expands at the speed of light. Most of the
probability density jO is initially located to the left of the origin
(darker region). Can there be a large transfer of probability (dark
red beam) from the left to the right of the yellow lightlike path?
According to our inequality (9), no. In fact, the probability stored in
the segment BC can never exceed the probability stored in its nonzero
causal past (the segment 0A).

observing the electron at x. Therefore, the inequality (8) re-
duces the following constraint:

Pi(z >1t) < Po(z > 0). )

In words: The probability of observing the electron on the
right of z = ¢ at time ¢ will never exceed the initial probability
of observing that same electron on the right of z = 0 at time
0.

To better understand the meaning of this result, consider
the Minkowski diagram in Fig. 5. The idea is the following.
In Sec. III, implication (i), we proved that the front (i.e.,
the boundary) of the wave packet cannot travel faster than
light. However, one could argue that, even if the front itself is
luminal, perhaps the main body of the wave function can still
drift superluminally within the support of the wave packet,
transiting from the left front to the right front faster than light,
as in Fig. 5 (dark red beam). Our inequality (9) forbids also
this eventuality. In fact, a superluminal transfer of probability
from the left to the right front would entail an increase of
probability in a neighborhood of the right front (i.e., on the
segment BC in Fig. 5), and this would constitute a violation of
(9). Note that a similar result would hold also in the absence
of fronts (e.g., for Gaussian wave packets): the probability on
the right of B at time #(B) cannot be larger than the probability
on the right of 0 at time ¢ = 0.

Let us see other implications of Eq. (9).

A. The tunneling probability comes from the causal past
of the tunneled packet

Let us apply Eq. (9) to the setting discussed in point (iii) of
Sec. II1. It is immediate to see that we can transport our Gauss-
theorem argument of Fig. 4 into Fig. 3 (lower panel), locating
the lower-left corner of the trapezium at Q and overlapping ¥,
with the lightlike path shown in Fig. 3. Then, the inequality (9)
becomes

‘P(tunneled packet) < P(tail on the right of Q). (10)

Again, this is showing us that the emerging wave packet is
just the subluminal evolution of the right tail of the incoming
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wave packet. But now we also know something more: the
probability associated to the tunneled wave packet cannot
exceed that of this initial tail. This means that the tail cannot
be used as springboard or a means to push the electron through
the barrier faster than light. No way. The probability stored in
the tail is the maximum probability that the tunneled wave
packet can carry.

There is a subtlety that we need to mention. In Fig. 3 (lower
panel), the point Q falls inside the barrier (i.e., Q > 0). But
this is true only if we set our clocks in such a way that at
t = 0 the incoming wave packet is about to enter the barrier.
In numerical experiments like the one performed by Dumont
et al. [8], the wave packet is on the far left of the barrier at
t = 0. In this case, Eq. (10) still holds, but point Q will also
be on the far left of the barrier (Q < 0). In Appendix B, we
calculate the position of Q for the numerical experiment of
Dumont et al. [8], and we verify explicitly that their numerical
analysis corroborates Eq. (10).

B. Luminal bound on the speed of tunneling

We are finally able to prove that quantum tunneling is not
instantaneous, and that its speed is bounded above by the
speed of light. Our proof works as follows.

Suppose that, at time ¢ = 0, the electron is on the left of
the barrier and it is about to tunnel through. The left edge of
the barrier is located at z = O (as usual), while the right edge
is at z = L. To keep our discussion completely general, we
allow for a little portion of the electron’s wave function to have
already leaked inside the barrier. Hence, we just assume that
the electron is on the left of the barrier with some probability
P < 1. Thus, we have the initial condition Py(z < 0) = P,
where the subscript 0 means that we are evaluating the prob-
ability at ¢+ = 0. Since the total probability is normalized to 1,
we also know that Py(z > 0) = 1 — P = leaked probability.
Plugging this initial condition into Eq. (9), we find that

1=P=2P=>1). 11

Now, let us set ¢ < L. Then, the probability P, (z > t) cannot
be smaller than the probability P;(z > L):

Plz>t)=P(L>z>1)+Pi(z>L)>2P(z>L). (12)

Combining (11) and (12), we arrive at the inequality 1 — P >
P,(z > L) for t < L. On the other hand, P,(z > L) is the
probability of detecting the electron on the right of the barrier
at time ¢. But this is just the tunneling probability at time 7. In
conclusion, we have that

Py (tunneling) < Py(leaked) fort < L. (13)

In a nutshell, this is telling us that the best we can get in a
time ¢ < L is that the part of the wave function that is already
inside the barrier (at + = 0) will emerge on the right. But
nothing more than this. If this leaked tail is negligible, then
the tunneled wave packet cannot emerge in a time smaller than
L/c (restoring nongeometric units).

V. SUBLUMINALITY AS AN ALGEBRAIC IDENTITY

All our analysis till this point has been carried out with ex-
plicit reference to the wave function W. It is natural to wonder

whether we can also express our results using Dirac’s bra-ket
notation. This is what we aim to do here. For clarity, we switch
to 14 1 dimensions and we adopt rectangular coordinates
t,2).

Since in the bra-ket notation one only deals with quantum
states | W), with no explicit reference to space-time events and
locations, we need to first express Theorem 1 in a slightly
different way. Our reasoning is the following. Since the Dirac
equation is linear, we can always express a solution W as the
superposition of two other solutions, ¥ = W, 4 W, provided
that the initial data for W, and Wg add up to the initial
data of W, namely, W(0, z) = W, (0, z) + W (0, z). We choose
for these two solutions the following initial data: W (0, z) =
W (0, 7)O(—z) and Wg(0, z) = W(0, 2)O(z), which clearly add
up to W(0, z). On the other hand, our theorem (which holds
also for distributional solutions, see footnote 4) guarantees
that, since ¥; (0, z) = Oforz > 0, then ¥, (¢,z) = 0 forz > ¢.
This implies that

W(t, 7) = Wi(t,z) forz > t. (14)

This clearly shows that the part of the wave function that
is initially (at + = 0) in z < O cannot travel into the region
z > t. Equivalently, the part of the wave function that enters
the region z > t is the causal evolution of Wg(0, z), namely,
the portion of the initial wave function that was in the causal
past of the region z > ¢.

Let us now switch to bra-ket notation. If we work in
the Schrodinger picture, the initial wave functions W(0, z),
W, (0, z), Wg(0,z) correspond to three different quantum
states, which may be represented by three corresponding state
vectors: |W), |L), and |R). The first state vector is normalized,
(V)W) =1, while

(LIL) = / WH0, W(0, )0 (—2)dz = Po(z < 0),
R

(RIR) = f U0, 2)W(0, 2)O(2)dz = Po(z > 0),  (15)
R

(LIR) = / w0, 2)W(0, 2)O(2)O(—2)dz = 0.
R

Clearly, the initial condition W(0, z) = V. (0, z) + Wx(0, 2) is
equivalent to |\W) = |L) + |R). Then, the condition ¥ = ¥ +
Wy just expresses the fact that unitary time evolution (in the
Schrodinger picture) is linear,

e*iI:It |‘~IJ> — e*iI:It |L) + e*il‘}t |R> , (16)

where H is the Hamiltonian which generates the dynamics
of (1). Finally, the fact that \DLgt, z) = 0 for z > t translates
into the condition P(z > t)e™ " |L) = 0, where P(z > 1) is
the orthogonal projector® onto the region z > ¢. Therefore, if
we apply 75(1 > t) on both sides of (16) we recover Eq. (14),
namely,

Pz > t)e M |\ W) = Pz > t)e " |R) . (17)

6The orthogonal projector P(z > Q) maps an arbitrary wave func-
tion W into ®(z — Q)V, while the orthogonal projector P(z < Q)
maps an arbitrary wave function ¥ into ®(Q — z)W.
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Equation (17) expresses the subluminality of the Dirac equa-
tion, both in the presence and in the absence of a potential
barrier. In fact, it tells us that, if we perform a measurement
inside the region z > ¢, there are no contributions coming
from |L). In other words, all probabilities computed inside
the region z > ¢ depend only on state |R), which describes
that part of the wave function which was in the causal past
of such region. Again, this shows that relativistic quantum
tunneling is an entirely subluminal process. This conclusion
is also corroborated by the observations below:
(1) If we take the norm of Eq. (17), we obtain

(W 1Pz > t)e 1 | W)

= (R P(z > 1)e M [R) < (R "¢ |R) = (RIR) .
(18)

On the other hand, the quantity (¥| e P(z > 1)e= 1! | W) is
just the probability of observing the electron in the region
z > t attime f, namely, P, (z > t). Hence, recalling the second
equation of (15), we recover the inequality (9). The interpre-
tation is simple: the probability stored in z > ¢ at time # comes
only from |R), and hence cannot exceed (R|R) = Py(z > 0).

(2) Itis evident that |L) = P(z < 0)|W). Hence, the con-
dition P(z > 1)e~" |L) = 0, which is valid for any |¥), can
be expressed as an operatorial identity:

Pz > t)e 1Pz < 0) = 0. (19)

In words: No contribution coming from z < 0 can reach the
region z > t in a time ¢, independently from the presence of a
potential barrier.

Let us make one final remark. In the analysis above, we
have expressed the initial state |W) as the quantum super-
position of two other states, |L) and |R). Dumont et al. [8]
have criticized this kind of approach. Here we report their
reasoning [8]: “This argument appears to imply that we are
actually able to track individual components of the initial
wave packet ... and identify parts of the final wavepacket as
having come from the front or back of the initial distribution....
This implication is problematic, as it would only be possible
to track the individual cars in this way with access to some
hidden variables as in the case of Bohmian mechanics and the
like.”

In response to this, we would like to remark that the
principle of superposition is a defining feature of quantum
mechanics, and the ability to track individual parts of a wave
packet follows directly from the linearity property of the
unitary evolution, see Eq. (16). Equation (17), then, only
expresses the fact that the outcome of a measurement per-
formed inside the space-time region z > ¢ depends only on
|R), which is the projection of | W) into the causal past of such
region. This is an observable physical fact. No reference to
interpretations of quantum mechanics is needed.

VI. CONCLUSIONS

General relativity [22,34,35] and the theory of partial
differential equations [19,21] provide us with all the ma-
chinery necessary to assess the speed of a physical process,
and the propagation of information within a given theory.

Here, we have applied these techniques to relativistic quan-
tum tunneling, modeled using the classical Dirac equation in
a background electromagnetic field. This has allowed us to
establish rigorously three mathematical facts.

(1) It is impossible to use quantum tunneling to send in-
formation faster than light [see Sec. III, point (ii)]. In fact, if
an observer (Alice) perturbs the wave function W at a point,
the perturbation is bound to travel inside the light cone. This
implies that, if another observer (Bob) sits somewhere outside
the light cone, he cannot know that Alice has acted on the
electron because the perturbation cannot reach him. Bob has
no way to tell whether Alice perturbed the wave function
or not. We would like to stress that this result is completely
independent from any bound on the speed of tunneling. In
fact, this theorem just tells us that, if quantum tunneling were
superluminal, Alice would have absolutely no influence on
that part of the wave function that exits her future light cone.
She would not be able to control it in any way. It would be
impossible for her to manipulate its shape or even to stop it.
The very fact that a superluminal wave packet reaches Bob
would be independent from Alice’s decisions. So, even if
quantum tunneling were superluminal, it would be impossible
to use it to send information, because Bob would have no way
to infer what Alice has done.

(2) Relativistic quantum tunneling is not instantaneous.
Instead, its speed is bounded by the speed of light. In par-
ticular, if at a given time the electron is on the left of the
barrier with probability P, then we need to wait at least a time
L/c (length of barrier/speed of light) before the probability
of having the electron on the right of the barrier can be-
come larger than 1 — P [see Sec. IV B]. This guarantees that
the probability flows subluminally between the two edges of
the barrier. As a particular case, if the electron is on the left
of the barrier with probability 1, we need to wait a time L/c
before it can emerge on the right with nonzero probability [see
Sec. III, point (i)].

(3) If aphoton is traveling toward the right, the probability
of observing an electron on the right of such photon can only
decrease in time (or stay constant). In other words, photons
always overtake electrons. The reversal cannot happen, even
during quantum tunneling. This is shown in Fig. 5.

Hence, we believe that this paper has finally settled a 20-
year-old debate. The Dirac equation is a perfectly causal field
equation, also when we turn on an extremely high potential
barrier. That is because the electromagnetic four-potential
A, (x) does not enter the equation of the characteristics. In-
deed, recent numerical tests [9] confirm our main message:
tunneling electrons cannot be faster than photons in vacuum.
Interestingly, if we assume that a photon and an electron start
with the same initial distribution, then our inequality (9) can
be equivalently rewritten in the form’

‘P; (arrival electron) < P, (arrival photon), (20)

which is precisely what has been observed in all tests per-
formed by Dumont and Rivlin [9].

"To show this, just consider one electron and one photon with same
initial probability distributions, and use the fact that, for photons, the
inequality (9) is saturated.
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We hope that our work will also foster the interdisciplinary
communication between the quantum physics community and
the mathematical relativity community.
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APPENDIX A: PROBABILITY CURRENT
FOR TUNNELING MODELS

The tunneling model of Dumont er al. [8] is (141)-
dimensional, and it evolves only two components of W in the
Dirac basis (as the other two components are fully decoupled).
We call such components f and h. The Dirac equation then
reads

i0,f = io.-h+ (V +m)f

ich = id.f + (V — mh, (AD

where V = V(x) is the potential barrier. Taking the complex
conjugate, we get

i0,f* = io.h* — (V + m)f*

i = 0. f* — (V — m)h*. (A2)
Thus, it is immediate to verify that
0.(ff) = fdh+ foch A3)

9 (h*h) = h*d.f + hd, f*.

As we can see, all the terms with V cancel out. Taking the
sum of these two equations, and bringing every term on the
left-hand side, we obtain an equation of the form 4, j* = 0,
with

ol A (Ad)

As we can see, j° = f*f 4+ h*h is non-negative definite, and
it has the usual form of a probability density. To prove that
Jj" is nonspacelike future-directed, we only need to show that
j° > |j%|, namely, f*f + h*h > | f*h + h* f|. But this follows
immediately from the chain of identities below:

0<If£h* = (f*£h*)(f+h)
=f*"f+hhEt(f*h+hf).

ju_<f*f+h*h).

(A5)

1. Application: Superluminal interference fringes
do not transport probability

Some solutions of the Dirac equation can exhibit interfer-
ence fringes whose phase velocity is larger than the speed of
light [51]. We know from Theorem 1 that such fringes cannot
be used to transport information faster than light. Now we are
also in a position to show that they cannot even be used to
transport the electron itself (namely, the probability density)
faster than light. The proof is very simple. We have shown
that the probability satisfies a continuity equation of the form

9 j° 4+ 8.j° =0 (in 141 dimensions, for simplicity). If we
define the velocity v := j%/j° (probability flux/probability
density), the continuity equation acquires the usual form from
hydrodynamics textbooks [52]: 9, j° + 9,(j%v) = 0. This jus-
tifies the interpretation of v as the velocity of probability, since
it quantifies how fast a given probability density is crossing
the boundary of a certain region of space:

dp( )—d/a °(t, 2)dz = —j°t, a)v(t, a)
ar tz<a_dt —ooJ ,2)dz = —] (t,a)v(t, a).

(A6)

On the other hand, we have shown that |j*| < jo, which
implies |v| < 1. Hence, the speed of probability can never
exceed the speed of light. This completes our proof.

It is instructive to analyze a concrete example. To simplify
the calculations, let us set m =V = 0 in Eq. (Al). Then, it is
immediate to see that

f@t,2)=az+1)+bz—1)

h(t,z) =a(z+1t)—b(z —1t)
is a solution of the massless Dirac equation, for any couple
of complex functions a and b. Equation (A7) describes a
quantum superposition of a left-travelling state a and a right-
travelling state b. It is immediate to verify that

f*f=aa+a*b+ b*a+ b*b,
hW*h=a*a—a*b— b*a+ b*b,
f*h=a*a—a*b+ b*a — b*b,
Wf=a*a+a'b— b*a— b*b,
where it is understood that all functions a are evaluated at z +
t, and all functions b are evaluated at z — ¢. If we plug the

above formulas into (A4), we finally obtain a formula for the
velocity of probability:

_b'b—ad'a
"~ b*b+a*a
Now, let us set a(z) = exp(ikz) and b(z) = exp(ipz), with p >
k > 0. Then, the first line of (A8) becomes

* 2| P — k P + k

f*f =4cos |: ) <z p—kt>:|'
As we can see, the wave function exhibits an interference
fringe, which drifts with phase velocity (p + k)/(p — k) > 1.
On the other hand, since a*a = b*b = 1, the probability has
vanishing net velocity, i.e., v = 0. This result is completely
analogous to what we see in hydrodynamics: a sound wave
travels at the speed of sound, but this does not mean that mat-
ter itself is transported at the speed of sound. Indeed, during
the passage of a sound wave, the matter elements oscillate,
but on average they do not move. It is the same here. The
phase velocity of an interference fringe can exceed the speed
of light, but such fringe does not transport probability. The
particle is, on average, at rest.

(AT)

(A8)

v e[—-1,1]. (A9)

(A10)

APPENDIX B: A NUMERICAL EXPERIMENT

Here we show that the numerical experiment of Dumont
et al. [8] corroborates our Eq. (10). We choose our units of
space, time, and energy in such a way thatc =h = A,c = 1,
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Q 0 L z

FIG. 6. Location of point Q in the numerical experiment of Du-
mont et al. [8]. The mathematical procedure for computing it is
the following. First step: Identify the position of the tunneled wave
packet in the Minkowski diagram (red “beam” in the upper right
corner). Second step: Draw a right-travelling lightlike path (in blue)
located immediately on the left of the tunelled wavepacket. Third
step: find the location Q where this lightlike path intersects the line
t = 0. The region z > Q defines the “tail” of the incoming wave
function in the causal past of the tunneled wavepacket. Equation (10)
states that the tunneling probability cannot exceed the probability
associated to such tail (because the tunneled wave packet is the
causal evolution of such tail). In other words, the probability flows
subluminally from the tail to the tunneled wave packet. We note that,
since the incoming wave packet is very far from the barrier atr = 0,
the point Q that marks the beginning of the tail lies outside the barrier

(0 <0).

where A,c is the reduced Compton wavelength of the electron.
Furthermore, we set the origin of the coordinate z to coincide
with the left edge of the barrier.

The incoming wave packet is initially centered around
zo = —120. The barrier starts at z = Oandends atz = L = 15
(we consider the most superluminal case). The tunneled wave
packet emerges at a time f7 ~ 110 (see Fig. 1.c of Ref. [8]).
Therefore, point Q is just (see Fig. 6)

Q=L—ty =—95. (B1)

This is telling us that the tail of the wave function that lies
inside the causal past of the tunneled wave packet covers the
region z > —95. If our Eq. (10) is correct, the probability
associated to such a tail should not be smaller than the proba-
bility associated to the tunneled wave packet. Now, the initial
probability distribution is essentially a Gaussian,

. 1 (z - 10)2]
0
0,2)  ——=exp| — ———— |, B2
770, 2) An p[ A (B2)
with width Az = 15. Integrating it for z > Q, we get

Po(z > —95) ~ 0.009. (B3)

This is a small tail, as it encompasses only ~1% of
the incoming wave packet, but it is much larger than
‘P(tunneled packet) ~ 101 (see Fig. 1.c of Dumont et al.
[8]). This corroborates Eq. (10) and confirms that no super-
luminal flow of probability has taken place. The probability
associated to the tunneled wave packet never exceeds the
probability that was already contained in its causal past.
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