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Abstract

Children of all ages interact with speech recognition systems
but are largely unaware of how they work. Teaching K-12
students to investigate how these systems employ phonolog-
ical, syntactic, semantic, and cultural knowledge to resolve
ambiguities in the audio signal can provide them a window
on complex Al decision-making and also help them appre-
ciate the richness and complexity of human language. We
describe a browser-based tool for exploring the Google Web
Speech API and a series of experiments students can engage
in to measure what the service knows about language and the
types of biases it exhibits. Middle school students taking an
introductory Al elective were able to use the tool to explore
Google’s knowledge of homophones and its ability to exploit
context to disambiguate them. Older students could poten-
tially conduct more comprehensive investigations, which we
lay out here. This approach to investigating the power and
limitations of speech technology through carefully designed
experiments can also be applied to other Al application areas,
such as face detection, object recognition, machine transla-
tion, or question answering.

Introduction

This paper presents an approach to teaching K-12 students
about speech recognition and the nature of language. Al-
though most children today have experienced or at least ob-
served speech recognition applications at an early age, few
have any idea how this technology works. We present ex-
periments that guide students to examine the Google Web
Speech API, investigating its phonological, lexical, syntac-
tic, semantic, and cultural knowledge. As an added bene-
fit, the experiments help develop students’ understanding of
these linguistic concepts. We present a new open source tool
for conducting these experiments, and describe results from
a middle school Al class that used it.

Prior Experience with Speech Recognition

Children’s first exposure to speech recognition may be
via smart speakers such as Amazon Echo, Apple Home-
Pod, or Google’s Home and Nest products. These are now
found in one third of U.S. homes (Brown 2019; Kinsella
2020). Intelligent voice assistants built into smartphones and
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tablets,such as Siri, Alexa, Cortana, or Google Assistant, are
also likely to be familiar to children.

Students with Android phones likely first encounter
speech transcription when making voice queries to Google.
The query is converted to text and displayed in the search
box. The same functionality is available in the Google
Chrome browser on laptops and tablets. Transcription oc-
curs in real time, while the user is still speaking, and one
can sometimes observe revisions to earlier words in the tran-
script as more context is supplied. Speech to text function-
ality is also built in to Google Translate. The web version
of this translation service also offers a text to speech option.
On phones, Google Translate includes a live translation fea-
ture that transcribes an utterance, translates it, displays the
translated text alongside the original, and then speaks the
translation.

Another place where K-12 students can encounter speech
to text software is in AI extensions to children’s pro-
gramming languages. Both MachineLearningForKids (Lane
2022) and Cognimates (Druga 2022) offer speech to text
and text to speech add-ins that allow students to incorpo-
rate speech recognition and generation capabilities into their
Scratch projects. Speech recognition and generation are also
available in Snap!, a variant of Scratch, via eCraft2Learn
(Kahn et al. 2022), and in MIT App Inventor (MIT App In-
ventor 2020) and Calypso (Touretzky 2017).

Google offers free access to their Web Speech API that
enables applications running in the Chrome browser to in-
corporate speech input. They provide an online demonstra-
tion of the API where again one can see the transcription
revised in real time as one is speaking (Google Research
2022). Numerous other online speech to text demonstrations
are available, some of which include an option to read back
the transcribed text. All these demonstrations share one lim-
itation: they display only the highest ranked transcription,
even when lower-ranked hypotheses are available.

The annyang JavaScript package (Ater 2016) provides
convenient access to the Google Web Speech API for ap-
plication developers. Most importantly, it returns multiple
hypotheses in rank order when the speech signal is ambigu-
ous. We rely on this feature in the SpeechDemo speech to
text educational tool and exercises (Touretzky 2022a).



he can choose what he choose he can choose what he chews on

he can choose what he chews he can choose what he choose on

i he can choose what he chooses on

Figure 1: Candidate transcriptions for “He can choose what
he chews” and “He can choose what he chews on” produced
by the SpeechDemo tool.

The SpeechDemo Tool

SpeechDemo is an online speech to text demonstration that
runs in the Chrome browser and uses annyang and the
Google Web Speech API. It provides an option for readback
of the top-ranked transcription, and supports multiple lan-
guages including Spanish, Arabic, and Chinese (Mandarin).
It does not display revised hypotheses in real time, but in-
stead waits for a pause in the speech and transcribes the
entire utterance. Its most distinctive feature is that it dis-
plays multiple transcription hypotheses in rank order, which
allows users to see how the speech signal is often am-
biguous. The code is open source and has been placed in
the public domain (Touretzky 2020). A teacher’s guide for
SpeechDemo (Touretzky 2022b) has recently been released
as part of an AI4K12.org series of activity resource guides
for K-12 Al teachers.

Figure 1 shows on the left the transcriptions for the ut-
terance “He can choose what he chews,” and on the right
“He can choose what he chews on.” For the former, the cor-
rect transcription is the second-ranked hypothesis, while for
the latter it is the top-ranked hypothesis. Note that “what he
choose” is not grammatical in Standard American English,
but is acceptable in some dialects.

What Students Should Know About Speech

There are three fundamental things students should know
about speech recognition. First, they should appreciate that
language has multiple levels of structure, including phono-
logical (sounds), lexical (words), grammatical (syntax), se-
mantic (meaning), and cultural (idioms, sayings, famous
quotations). Second, they should understand that the speech
recognition process begins with a raw waveform and de-
rives the final transcription through a series of transforma-
tions, guided at every step by linguistic knowledge. Third,
they should be aware that because spoken language is both
noisy and ambiguous, effective speech recognition must
draw upon knowledge at all these levels to select the best in-
terpretation of the signal from a list of plausible alternatives.
This knowledge might be described in terms of discrete con-
straints and rules, but could also emerge from a complex sta-
tistical model.

The AI4K12 Guidelines for Big Idea 1: Perception state
that “The transformation from signal to meaning takes place
in stages, with increasingly abstract features and higher
level knowledge applied at each stage” (A14K12.org 2020).
Guideline 1-B-iii introduces the “abstraction pipeline” for
language, whose representations run from waveforms to ar-

ticulatory gestures to sounds to morphemes to words to
phrases to sentences. Progress through this pipeline re-
quires phonological, lexical, syntactic, semantic, and cul-
tural knowledge. Familiarity with the pipeline is the sec-
ond of the three learning goals listed above. In early speech
recognition systems these levels of knowledge would have
been implemented as separate modules. Modern systems
based on deep neural networks use more integrated repre-
sentations, making it difficult to tease things apart in silico.
Nonetheless, the distinctions between these types of knowl-
edge are theoretically well-founded and remain important
sources of insight into language. In this paper we show how
students can investigate knowledge at each of these levels by
experiment.

The speech understanding process is further elaborated in
the AI4K12 Guidelines for Big Idea 4: Natural Interaction
(AI4K12.0rg 2022). Guideline 4-A-i.K-2 on the structure of
language asks students to generate plausible and implausible
novel words. Plausibility is based on adherence to phonolog-
ical rules, e.g., “flurg” is a plausible word in English while
“fnurg” is not.

Guideline 4-A-ii.K-2 on the ambiguity of language asks
students to give examples of homophones: words that sound
the same but have different spellings. Students are also asked
to demonstrate how the correct word of a homophone pair
can be determined using context. Because K-2 students may
not yet be proficient readers, the suggested activities in this
grade band are usually designed to be done as “unplugged”
activities (Bell and Vahrenhold 2018) rather than on a com-
puter.

Guideline 4-A-iii.3-5 on reasoning about text asks stu-
dents to experiment with an actual speech to text system to
see if it can use context to resolve homophones correctly.

Homophones

Homophones are useful for probing speech recognition sys-
tems because they introduce ambiguities that can only be
resolved by drawing upon various types of linguistic knowl-
edge, and children are already familiar with them. They ap-
pear in guideline 4-A-ii.K-2, which is the youngest of the
four grade bands.

The simplest homophone experiment one can do with
SpeechDemo is to speak a single word and see the list of can-
didates produced. Figure 2 shows the results of three such
experiments. The rank ordering of alternatives tells us some-
thing about Google’s biases, which likely reflect the relative
frequencies of these words in the training corpus: “break”
occurs more frequently than “brake” and “night” more fre-
quently than “knight” or “Knight”. The list of results for the
spoken word “led” is curious, because “Leed” and “lede”
are normally pronounced with a long e as in “bleed”, so
they should not appear. But the idiom “bury the lede,” when
pronounced incorrectly as “bury the led,” is recognized by
Google with “lede” as the top candidate, so perhaps Google
has mistakenly coded the short e version of “lede” as a vari-
ant pronunciation. These results may change over time as
the system is further refined by Google engineers. Also, we
found that the web version of Google Translate produces
slightly different results than the web speech API.
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Figure 2: Recognition of homophones in the SpeechDemo
tool.

Lexical Knowledge

Google’s speech service only returns words in its lexicon;
it does not attempt to transcribe non-words phonetically.
But it appears to have a massive vocabulary, including ar-
chaic and obscure slang terms, acronyms, and many proper
nouns. This can sometimes result in surprise phonetic tran-
scriptions. For example, “blick” is not in the Scrabble dictio-
nary (Merriam-Webster Publishing 2022) and is often cited
as an example of a phonotactically well-formed non-word
in English (Pimentel, Roark, and Cotterell 2020). But it is a
proper name (e.g., “BLICK Art Materials™), has an archaic
meaning referring to the gleam of gold or silver (OED On-
line 2018), and has several unsavory slang usages discover-
able by a Google search. Likewise the ostensible non-words
“flurg” and “plam” have slang meanings known to Google,
and can appear in candidate lists returned by the web speech
API, although even with careful enunciation it can be dif-
ficult to make them the top candidate. Thus, when prompt-
ing students to probe the speech API’s ability to reject non-
words it is important to first verify that those words are in
fact unknown to Google.

One can also see semantics-like effects in Google’s han-
dling of non-words. One example is “brapes”. Google hears
“fruit salad with brapes” as “grapes”, but “blue velvet
brapes” as “drapes”.

Google’s lexicon also includes extensive knowledge of
noun compounds, which can be demonstrated using homo-
phones. Table 1 shows results from testing compounds be-
ginning with break/brake.

Experiments also show that Google can recognize com-
mon mispronunciations, automatically correcting “expe-
cially” to “especially’ and “excape” to “escape”. However,
it is still possible to get “expecially’ as a less-favored candi-
date transcription, even though it is widely (but not univer-
sally) recognized as a misspelling or mispronunciation, not a
dialect difference. A Google search for “expecially” does re-
turn some documents, and even two YouTube videos on how
to pronounce it. It’s possible that a lexicon built by machine
learning and not carefully curated may have incorporated a
bad entry.

Phonological Knowledge

While the Google Web Speech API’s vocabulary is exten-
sive, it does not appear to include words that violate English
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phonotactic constraints. Thus, although “fnurg”, “grimv”,

Correct ‘break’:
break activity

Correct ‘brake’:
brake activation

brake actuator breakdance / break dance
brake disc break in

brake failure break injury

brake handle breakout / break out
brake job breakpoint / break point
brake lever break room

brake light break schedule

brake line break time

brake pad break up

brake pressure

brake shoes

brake temperature

brake wear
Incorrect: “break.” for “break period”

Table 1: Google’s success at disambiguating break/brake in
noun compounds demonstrates extensive lexical knowledge.
Results shown are the top-ranked candidates.

and “pwego” return results in a Google search, we have been
unable to get them to appear in the candidate list shown by
SpeechDemo no matter how careful the enunciation. Stu-
dents may have trouble verbalizing their linguistic intuitions,
but they know implicitly that /fn/ and /pw/ are invalid word-
initial consonant clusters in English, and /mv/ is an invalid
final cluster. Asking them to come up with their own invalid
words and test their recognizability is a fun way of learning
about phonotactic constraints and supports guideline 4-A-
i.K-2.

Another way to probe Google’s phonological repre-
sentations is to see how it maps non-words to words.
Both “troo-matized” and “tree-matized” are heard as “trau-
matized”. And “me-nicipal”, “my-nicipal”’, “may-nicipal”,
“mo-nicipal”, and “moo-nicipal” are all heard as “munic-
ipal”. The uncommon ‘“-matized” and “-icipal” endings in
these relatively low frequency words seem to drive the sys-
tem to discount the first vowel no matter how far away it is
from the correct pronunciation. In contrast, changing the ini-
tial consonant can be much more disruptive: “tunicipal” may
be heard as “tunis Apple”, “tuna Sippel”, “two miscible”, or
even “two nipple”, but is not corrected to “municipal”.

Yet another way to measure the impact of phonolog-
ical knowledge is to change the language model. The
SpeechDemo tool offers recognition and readback in a va-
riety of languages. At least in the US, when a non-English
language model is selected the Web Speech API will still
recognize English, or a mixture of English and the selected
language, and read back the English parts with a notice-
able accent. But the English recognition is substantially im-
paired. One can see this by speaking either the word “Kala-
mazoo”, the sentence “I am going to Kalamazoo™, or the
sentence “I am going to Kalamazoo, Michigan”. With the
English language model all three are easily recognized. With
the Spanish language model selected, only the last is recog-
nized, and with the Chinese language model none are rec-
ognized, although other English sentences with more com-



mon words are recognized successfully. Reproducing these
effects themselves can help students appreciate the contribu-
tion of phonological knowledge to speech perception.

Syntax and Semantics, Or Statistics?

Context can usually disambiguate homophone usage, and
testing this by experiment satisfies guideline 4-A-iii.3-5. The
SpeechDemo tool reveals Google’s judgments to be less
confident than a human’s. For example, “Is it their dog?”
produces all three candidates (their/there/they’re), although
“their” is ranked highest. “We walked their dog” produces
two candidates, with their/there. But “We fed their dog” pro-
duces only the correct candidate.

When people are asked to explain how they disambiguate
homophones they typically give syntactic or semantic expla-
nations. For example, they prefer “he knows” but “his nose,”
and “we choose” but “he chews”, because these are the only
grammatical hypotheses. The SpeechDemo tool shows that
“we choose” is recognized unambiguously by Google, but
“he chews” generates two candidates, with the grammati-
cally incorrect (in Standard American English) “he choose”
actually ranked higher. So is Google really using grammar
to disambiguate homophones? Note that the sequence “he
choose” could be correct in some contexts, such as “will he
choose”.

Google has no trouble with the homophones in “which
witch is which”, but that well-known quote is likely recog-
nized due to cultural knowledge, discussed below. “Witch”
is a noun while “which” can be used as either an adjec-
tive or a relative or interrogative pronoun. “Which princess”
(“which” used as an adjective in a noun phrase) is rec-
ognized as the sole candidate, while “the witch princess”
(“witch” used as a noun in a compound noun) produces mul-
tiple candidates, but with “witch” correctly ranked higher
than “which”. Furthermore, for “witch and princess” Google
correctly ranks the noun “witch” over the pronoun “which”,
while for “which and why” it correctly does the opposite.

Homophones that share the same part of speech can-
not be distinguished grammatically but might be differen-
tiated by meaning. The SpeechDemo tool shows that both
“There is no air to breathe” and “There is no heir to the for-
tune” are recognized unambiguously by Google. One might
be tempted to conclude that somewhere inside the Google
speech recognition engine lies a semantics module with
knowledge about air and breathing, and heirs and fortunes.
In classic speech recognition systems this may well have
been true. But that is not what is going on here.

Google’s language services, including speech recognition
and machine translation, are built from deep neural networks
that were trained on massive corpora (Wu et al. 2016). These
networks function as statistical models that combine phono-
logical, lexical, syntactic, semantic, and cultural knowledge,
without representing that knowledge symbolically in the
form of phonotactic constraints, grammatical rules, semantic
selectional restrictions, or idiom catalogs. But since human
speech largely obeys these constraints by definition, a suf-
ficiently detailed statistical model will mostly capture their
effect and can even make reasonable predictions for novel

Sentence Top ranked
We drove their dog. their
We drove their dog to New York. there
We flew their dog to New York. their
We sat their dog for Christmas. there
We called out their dog. their
We called out their hamster. there
Is it their dog? their
Is it their hamster? there

Table 2: Inconsistent homonym resolution (highest-ranked
candidate) using the Google Web Speech API suggests that
it is relying on statistical inference rather than reasoning
about meaning.

utterances. Avoiding discrete levels of linguistic represen-
tation and replacing rigid grammatical and semantic cate-
gories with more context sensitive statistical correlations has
greatly improved the performance of modern speech recog-
nition systems, albeit making them harder to dissect.

How then can we guide students to reveal the statistical
nature of speech recognition? One way is to look at variabil-
ity of results across sentences that might be expected from
a statistical approximation but would be hard to explain in
a system that was using classical linguistic rules. This point
might be too technical for younger students to appreciate but
should be accessible to upper level high school students. The
sentences in Table 2 illustrate this variability in the resolu-
tion of there/their.

Cultural Knowledge

The highest level of knowledge contributing to speech
recognition is cultural knowledge, which includes things like
idioms, sayings, famous quotations, song lyrics, and litera-
ture in general. We can test the extent of Google’s cultural
knowledge by seeing if it is more likely to mis-recognize a
word if doing so matches some well-known cultural refer-
ence. Consider the John Donne quote “No man is an island.”
We can show that Google knows this quote by comparing
its responses to two variants where “island” is replaced by
“eyelid”:

* “No man is an eyelid” is mis-transcribed as island
* “Nomad is an eyelid” is correctly transcribed as eyelid

A similar effect can be observed with the archaic word
ere”, which Google generally fails to recognize except in
famous quotations. In “able was I ere I saw Elba,” a classic
palindrome, “ere” is recognized correctly, but in “able were
you ere you saw Elba” it is heard as “are”. Likewise, “We
must away ere break of day” (a line from The Hobbit) is
recognized, but the “ere” in ““We must obey ere break of day”
is transcribed as “are” or “air”.

An even stronger effect can be seen with “three blind
mice”, title of a nursery rhyme. With careful enuncia-
tion, “four blind mites” can be recognized correctly, but
“three blind mites” is impossible to transcribe; Google in-
sists on correcting it to “three blind mice”. Students should
be encouraged to search for their own examples to probe
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Google’s cultural knowledge. This also raises the question
of whose culture gets to influence speech recognition, as not
all English-speaking cultures are likely to be equally repre-
sented in the training corpus.

Biases in Speech Recognition

Much has been written about how biases in Al systems
can negatively impact members of minority groups. Partic-
ular attention has been devoted to facial recognition (Buo-
lamwini and Gebru 2018) and automated decision making
systems (Angwin et al. 2016; Corbett-Davies et al. 2016).
But recently the topic of bias in speech recognition systems
has also started to attract attention. A 2020 study of speech
recognition performance across five major vendors showed
higher error rates for speakers of African American Ver-
nacular English (AAVE) compared with Standard American
English (SAE) (Koenecke et al. 2020; Metz 2020). Given
the growing prevalence of speech recognition technology in
modern life, difficulty being understood can lead to feelings
of “otherness” and not belonging among AAVE speakers
(Mengesha et al. 2021).

While we have not attempted a rigorous investigation, an
informal test of the Google Web Speech API seems to show
that it has no trouble with AAVE syntax, but can be confused
by phonological differences with SAE such as dropped con-
sonants. For example, the top-ranked transcription for “He
be eatin’ wif his cousin” was “He be eaten with his cousin,”
which sounds similar but has a rather different meaning.
The second-ranked candidate was “He be eating with his
cousin”, and the third was “He be eatin with his cousin”. In
general the system does not try to preserve dialect; it shows
a strong preference for transcribing everything into formal
SAE.

One place where this preference dramatically surfaces
is in the pronunciation of “ask” or ‘“asked” as “ax” or
“axed”, respectively. Although this pronunciation is a recog-
nized part of AAVE, it is widely regarded by other English
speakers, including some African Americans, as a mispro-
nunciation associated with uneducated persons (McWhorter
2014). Our experiments show that in any grammatical con-
text where “ax” could be interpreted as “ask”, Google makes
that substitution no matter how careful and deliberate the
enunciation. This is an experiment that can easily be done
in a K-12 classroom. It can lead to a nuanced discussion
of how speech recognition systems should handle dialect.
Users may have different preferences in different social con-
texts.

Middle School Experiment

Subjects

Here we report results from a nine-week middle school Al
elective, “Living and Working with Artificial Intelligence,”
that includes a module on speech recognition. The mod-
ule covers the audio abstraction pipeline from waveforms
to spectrograms to phonemes and beyond. The observations
come from two sections of the course taught simultaneously
by the same teacher. Each section had roughly 25 students,
all in grade 8, which comprises 13 to 14 year olds. One class

period was devoted to the speech recognition module, during
which students engaged in three activities. The first involved
visualizing waveforms, the second involved spectrograms,
and the third looked at recognition of homophones. Students
worked in groups of 2 (or in a few cases 3) to complete a
worksheet on homophone disambiguation while running the
SpeechDemo tool on their Chromebooks.

The Worksheet

The worksheet used in this activity was designed by the
teacher, who was participating in a year-long professional
development program on how to teach Al to middle school
students. Teachers were empowered to take resources we
provided to them and create developmentally appropriate
materials for their students. A sample worksheet is shown
in Figure 3.

The worksheet was divided into two parts. In the top half
students tested the speech recognition system’s ability to dis-
ambiguate homophones by using the words and sentences
provided. First they spoke a word in isolation, e.g., “break,”
and circled which of the two spellings break/brake the sys-
tem picked as its first choice. To emphasize that the spellings
were different, the first was shown in boldface and the sec-
ond was underlined. Next the students spoke the associated
test sentence, e.g., ‘I told her if she didn’t hit the brake in
time she would break the garage door.”” They then exam-
ined the top-ranked transcription candidate to see if both
instances of the homophone were resolved correctly. They
recorded the result in the third column by writing “yes” or
drawing a check mark if it got both right, or writing “no”
or drawing an X if it did not. Besides break/brake, the other
homophone pairs used were flour/flower and night/knight.
The latter pair was used twice; one test sentence began with
“the knight” and the other with “the brave night”. (Adding
“brave” substantially improves the results.)

The second part of the worksheet asked students to make
up two test sentences of their own using a homophone pair.
They were provided links to resources with example homo-
phones to choose from. They wrote the homophone pairs
in the first column and the sentences in the second column.
Students spoke their sentences to the SpeechDemo tool and
recorded in the third column whether the words were tran-
scribed correctly.

Implementation Issues

Having nearly a dozen teams of 2-3 students simultaneously
speaking to their Chromebooks made for a noisy activity.
The teacher anticipated this and physically dispersed the
teams as much as possible, even putting two teams out in
the hall. She also advised the students to lean in to their ma-
chines so the microphone could pick up their voice better. If
extraneous sounds interfered with recognition they could re-
peat the trial as necessary. These measures proved sufficient.

Unfortunately, the mechanics of the worksheet did not
work out as expected this first time around. In a retrospective
interview several months after the activity, after we’d had
time to review the collected data, the teacher remarked that
her instructions for use of the worksheet were not as clear as
they needed to be, and that the students didn’t always follow



Name

———————

In this activity

\ you will test out a s
discover when 3

it understands best and

i T Date

Activity 3: Speech Recognition Demo

h recognizer in chrome. T,
. - Iry out the exam
when it struggles to understand.

——————

Period

ples below to

Circle the
word it
guessed.

Say the whole sentence.

Did the computer
get it correct?

brake breakt’ | told her if she didn't

hit t in i
the garage door. it the brake in time she would break \\/

7

knigh

~. -

flour¢ ’

ur ﬂq g}_ You'll need some flour to bake a flower-shaped cake / \/
knight night | The knight fought a dragon last night /
i ‘t) night ><

The brave knight fought the dragon Iast night.

Use the link in class to choose a homon
Say your sentences to the co

ym pair. Write your own homophone sen
; tences.
mputer. Did the computer get it correct?

e to\0L (PR

un<le,

R DO L Sur, U0 418 fpies

-

8]

1A [ . '
‘r /” e \_‘ X \ g - A Y ¥ (ﬂ
QA “AIC AT C :
1 { Raas) |
i |\ } M \

.

{Oore. @ LN
S8

Whtre the

W20 40 dhgz ongle)

A O SOt

Figure 3: Student worksheet.

directions. Had they followed the procedure correctly, the
circled word in the first column would be an indication of
Google’s biases about homonyms, and most likely would in-
dicate relative frequency. Unfortunately, the data in the first
column proved unreliable because some students went back
and circled spellings that the system used correctly when
transcribing the test sentence in the second column. Others
circled the spellings that it got wrong. So it was not uncom-
mon to see both words circled.

The second part of the worksheet also had issues. Of the
two links provided for homophone resources, only the first
contained true homophones such as male/mail. The second
contained homonyms: words that have the same spelling but
different meanings, such as “saw,” which could be either
a hand tool or the past tense of “see”. Students who chose
words from the latter list would not be able to test the sys-
tem’s disambiguation abilities because both meanings use

the same spelling. Fortunately most students used true ho-
mophones, in some cases generating their own instead of
choosing from the list of suggestions, and were therefore
able to check spellings.

Results

Despite the issues described above, the teacher felt that
the activity was very successful. Students were able to test
which spellings the system favored, even if the record of
those results was corrupted on the worksheet. They also un-
derstood the need to resolve ambiguity and could identify
cases where the speech recognition system fell short, as in
“The knight fought a dragon last night.”

Students particularly enjoyed making up their own
homophone-pair sentences in an attempt to “fool Google”.
And they understood that Google’s only hope of resolving
the ambiguities was by attending to the context in which




each word occurred. In evidence of this, in another part of
the worksheet where students were asked to explain “how
computers understand what we say,” several cited “context
clues”, a phrase the teacher had used during the lesson. The
reason more students didn’t answer this way is that the day’s
activities also included examining waveforms and spectro-
grams; most responses focused on those.

How much did students retain from this activity? In a
course review session 9 days later, students were shown four
sentences and asked which one would likely cause trouble
for a computer to understand. The sentences were:

1. He likes to sing with his friends on Thursdays.

2. Let’s sit close to the front of class so that we can hear.
3. Although broccoli is yummy, she prefers spinach.
4

. He said the sea was so clear that he could see the fish
swimming.

Roughly 88% correctly chose the sentence with a homo-
phone pair (sea/see), and they were able to explain why this
made the sentence difficult.

We are making improvements to the activity worksheet
and plan to use it in additional middle school classrooms
this year.

Discussion

We’ve presented a lengthy series of experiments that probe
the various types of knowledge the Google Web Speech API
employs to correctly transcribe English. Some of these ex-
periments are suitable for young children, while others are
more appropriate for high school students. Our initial results
with middle school students show that they are able to per-
form experiments with homophones.

We found that middle school students enjoy experiment-
ing with Al systems to test the system’s understanding and
see if they can “fool” it. Engaging in the activities set out
in this paper is also a way for them to learn about language
itself—the first of our three learning goals—outside of tradi-
tional ELA (English Language Arts) instruction. And think-
ing about all the phrases Google can recognize can help
them grasp the enormity of training sets used by neural lan-
guage models.

For older students, the SpeechDemo tool’s ability to show
multiple candidate transcriptions, not just the top-ranked
one, is important for appreciating the probabilistic nature of
the speech recognition process. Thinking about the way the
system weighs different sources of evidence when ranking
transcription candidates gives students a window on com-
plex Al decision making. Does Google truly “understand”
the speech it transcribes, or is it merely applying a hugely
complex statistical model? Its occasional lapses, as in Ta-
ble 2, seriously undermine the illusion that it “knows” what
we’re talking about. Similar arguments have been made
against other large language models constructed via machine
learning (Marcus and Davis 2020).

One limitation of the SpeechDemo tool is its reliance
on the current implementation of the Google Speech API.
As Google continues to improve its speech recognition ser-
vice, some experiments that reveal limitations of the service

may yield different results; perfect reproducibility cannot be
guaranteed in perpetuity. But experiments that demonstrate
correct inference should continue to work as expected.

Our approach to teaching Al by “dissection” could also
be applied to other Al technologies, such as face detection,
object recognition, language translation, or question answer-
ing. The approach begins with selecting an Al system to
examine and a theoretical framework for understanding its
domain. In the case of speech recognition the theoretical
framework is linguistic analysis. The framework posits cer-
tain representations or abilities the system must have, e.g.,
an understanding of phonotactic constraints, syntax rules,
semantic relations, and so on. One then designs inputs to
probe the system’s behavior for evidence that it embodies
these representations or abilities, as we have done here. In
this way, one can gain some insight into the operation of the
system without having to examine the actual algorithms or
data structures, which are too complex for K-12 students to
grapple with.
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