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Dynamic electrocatalysis: Examining
resonant catalytic rate enhancement
under oscillating electrochemical potential

Adam Baz,1,2 Mason Lyons,1 and Adam Holewinski1,2,3,*

SUMMARY

A microkinetic analysis is presented for a generalized electrocata-
lytic reaction mechanism to evaluate whether oscillating electro-
chemical potential can be used to achieve resonant catalytic rate
enhancement. It is illustrated that because changing the potential
changes the free energy of reaction, this approach is conceptually
distinct from oscillating binding energies of catalytic intermediates
as within catalytic resonance theory. For faradaic reactions in series,
no enhancements relative to the maximum steady-state turnover
rate (within the potential range spanned by oscillation) are achiev-
able, even in cases where the potential limits favor adsorption and
desorption, respectively. It is possible to exceed a time-averaged
steady-state rate (weighted by time at each condition), although
only if the elementary reactions show disparate responses to poten-
tial. In contrast, if a faradaically driven parallel reaction controls
surface coverage of a strongly adsorbed blocking species, signifi-
cant dynamic enhancements over the maximum steady-state can
be achieved, albeit at a cost of thermodynamic efficiency.

INTRODUCTION

Rational catalyst design has historically been informed by the heuristic known as the

Sabatier principle, which states that an optimal catalyst should possess a moderate

binding affinity toward the relevant adsorbed intermediates along a desired reaction

pathway. A weakly binding material is limited by the rate of adsorption of reactants,

while a strongly binding material is limited by the rate of desorption of products.

Balancing between these necessary functionalities produces volcano-type behavior,

where a moderate binding energy yields a maximum in the turnover frequency

(TOF). Recently, several analyses have shown that this static Sabatier maximum

can be overcome by dynamically varying the properties of the catalyst or operating

conditions.1 Through microkinetic simulations, Ardagh et al. showed that by oscil-

lating between two binding energy states, distinct elementary steps can be driven

at rates greater than those achievable under static conditions.2 More specifically,

for the mechanism in that work, a strong-binding condition facilitates adsorption

and surface reaction, resulting in the accumulation of intermediates on the surface.

Before the surface coverage becomes too high and time is ‘‘wasted’’ at this condi-

tion, the catalyst is transiently shifted to a weak-binding condition, facilitating the

desorption of the accumulated intermediates to form products in the gas phase.

Oscillating between these two states, with a waveform having amplitudes and fre-

quencies in line with the intrinsic kinetics of the respective elementary steps, can

then lead to the time-averaged TOF exceeding the TOF at an optimized static

binding energy by several orders of magnitude. Further studies have shown that

THE BIGGER PICTURE

Recent simulations have shown

that heterogeneous catalysts with

dynamic properties—for

example, the ability to vary

adsorbate binding energy with

time—could, in principle, give

higher rates than an optimized

catalyst operating at steady state

(i.e., the Sabatier principle or

‘‘volcano curve’’ maximum,

assuming typical correlations

shaping the energy landscape of

the reaction). Enhancements may

be realized by oscillating catalyst

properties at frequencies near the

timescales of the elementary

steps. Variation of

electrochemical potential has

been proposed as a possible

method to induce such rate

enhancements in electrocatalytic

systems, but the extent to which

this method could be effective has

not been fully explored. Deeper

understanding of electrochemical

systems is also broadly critical, as

electrocatalysis is well suited to

utilize energy from renewables

such as wind and solar power for

the production of fuels, chemicals,

and materials with low carbon

intensity.
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equilibrium conversion3 and selectivity4 can also be tuned by the dynamic oscillation

of binding energy. Other work has investigated the implications of negative scaling

relations on the possible rate enhancements achievable through oscillation of bind-

ing energy.5 These cases were studied for a generalized A4A*4B*4B mecha-

nism, and it was found that under a strong-binding A* condition, desorption of B*

is facilitated, while under the weak-binding A* condition, surface reaction from A*

to B* is facilitated, which is qualitatively different behavior from the previously stud-

ied cases of positive scaling relations between the two surface intermediates.

A remaining challenge for dynamic catalysis is experimental implementation. How-

ever, a number of experimental methods have been proposed as possible stimuli to

drive the oscillation of a catalyst between two binding energy states.1 One example

is mechanical oscillation of surface strain, which could be driven by intercalating ions

into a catalyst substrate or utilization of a piezoelectric substrate to impart strain into

a catalyst overlayer. Another method is the (non-faradaic) stimulation of thermo-

chemical reactions using an electric field to manipulate adsorbate species with

different dipole moments.6 Photocatalytic routes have also been proposed, with

photoexcitation of a surface resulting in transient charge transfer to or from adsor-

bates and triggering dissociation or desorption reactions; recent experiments to-

ward this goal showed that pulsed illumination of Pt nanoparticles produced

enhancement (relative to static illumination) in the rate of methanol decomposition

to H2.
7

Dynamic electrocatalysis has similarly been proposed as a method to stimulate

activity. This involves oscillation of an electrochemical potential as a means to

drive a faradaic reaction to higher TOFs than would otherwise be achieved under

static operation.1 Several experimental works have shown that rate enhancements

under dynamic potential oscillation are indeed observed for reactions including

formic acid8–10 and methanol11–13 electro-oxidation. Similarly, the rate of the

hydrogen oxidation reaction in the presence of trace CO impurities at the anode

of a proton-exchange membrane (PEM) fuel cell can also be enhanced by pulsing

to high anodic potentials to remove poisoning CO from the surface.14 However, it

is not yet established to what degree these enhancements can be attributed to

resonant catalytic dynamics in the conventional sense—i.e., biasing some

elementary steps at one potential condition (favoring intermediate accumulation)

and other elementary steps at a different potential condition (favoring intermedi-

ate desorption). Also, the thermodynamic implications of utilizing potential as a

means to drive catalytic rate enhancement have not been fully described. It

is additionally worth mentioning that pulsed electrolysis has been used to modu-

late the mass transport of reactants to a surface for several electrochemical reac-

tions including the electrosynthesis of adiponitrile15 and electroreduction of

CO2,
16–18 but in this work, we choose to focus on the fundamental microkinetic

response to potential oscillation as opposed to larger-scale effects such as

mass transport.

RESULTS AND DISCUSSION

Microkinetic model

The primary model considered is a general three-step, series electrochemical oxida-

tion mechanism outlined in reactions 1–3:

R1: R + ð � Þ4I�1 + e �
;

R2: I�14I�2 + e �
;
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R3: I�2 4P + e �
+ ð � Þ;

where R and P are reactant and product, respectively, in the fluid phase, and I�1 and I�2
are adsorbed intermediates. All reactions are faradaic, producing an electron upon

each turnover of the elementary step. For simulations where a blocking/poisoning

species is included, the following parallel elementary step is also considered:

R4: RX + ð � Þ4I�X + e �
;

where RX is a strongly adsorbing reactant and I�X is the adsorbed species that it forms,

effectively blocking sites for the adsorption of intermediates I�1 and I�2. This would be

analogous, for example, to a surface becoming passivated by adsorbed oxygen from

water. Other motifs are possible—for example, an undesired pathway forming

strongly bound CO, which would be driven off (rather than onto) the surface at large

potential. Such cases will have certain qualitative differences with the present anal-

ysis (such as whether the coverage rises or falls at a given condition), but the phe-

nomena are not so disparate as to impact the main conclusions.

Rate constants of elementary steps are written according to transition state theory

(TST):

ki =

kBT

h
exp

 

DS0;z
i

kB

!

exp

 

�DH0;z
i

kBT

!

; (Equation 1)

where DS0;z
i and DH0;z

i are the standard entropy and enthalpy of activation, respec-

tively, of elementary step i at a given temperature and potential, and the other terms

have their usual meanings. To capture the effect of changing binding energy (e.g.,

by changing material properties), we introduce gj;jD as a generalized thermodynamic

scaling parameter,19,20which represents howmuch the standard enthalpy of species

j (enumerating reactant and product species) changes given a change in the stan-

dard enthalpy of an arbitrary descriptor intermediate, jD, per the following relation:

H0;M;Eref
j = H0;Mref ;Eref

j +gj;jD

�

H0;M;Eref
jD

� H0;Mref ;Eref
jD

�

= H0;Mref ;Eref
j +gj;jD

dH0
jD
: (Equation 2)

Here, H0;M;Eref
j and H0;Mref ;Eref

j represent the standard enthalpy of intermediate j on a

materialM and a reference material Mref, respectively, at a chosen reference poten-

tial. In our convention, H0
j for all intermediates and transition states are standard-

state enthalpies relative to the stoichiometrically combined reactants as a zero-en-

ergy reference, such that the term dH0
jD
is analogous to the ‘‘DDH} term used in other

works.5 We reserve the uppercase D signifier to designate differences in enthalpy/

entropy between initial states and transition or final states of elementary steps.

We incorporate a Bronsted-Evans-Polanyi (BEP) transition state scaling param-

eter,21,22 si

�

=
vDH0;z

i

vDH0
i

�

, and an electrochemical symmetry factor,23,24 bi

�

=
vDH0;z

i
vE

�

,

which describe the sensitivity of the activation barrier of the ith elementary step to

changes in its reaction energy and the electrochemical overpotential, respectively.

In this formulation, the BEP term is restricted to contain pure chemical contributions

to the reaction energy at a reference potential, while the potential dependence is

explicitly separated to show its effect, as we have discussed previously.25 The scaling

factors si and bi are assumed constant in all cases here but do not have to be.26 In

more sophisticated kinetic models, potential and binding energy can cause variation

of the symmetry and BEP coefficient values;26 however, the magnitudes of the

changes over typical oscillation amplitudes explored here should not be large

enough to have major impacts on the conclusions of this work.27 Incorporation of

the material- and potential-dependent terms into the rate constant of each

ll

Chem Catalysis 2, 3497–3516, December 15, 2022 3499

Article



elementary step yields the following expression, valid for each elementary step in a

sequential, series faradaic reaction:

ki =

kBT

h
exp

 

DS0;z;Mref ;Eref
i

kB

!

exp

0

@

�
�

DH0;z;Mref ;Eref
i � biniðE � Eref Þ+ si

�

gjfinal ;jD
� gjinitial ;jD

�

dH0
jD

�

kBT

1

A

;

(Equation 3)

where DS0;z;Mref ;Eref
i and DH0;z;Mref ;Eref

i are the standard entropy and enthalpy of activa-

tion, respectively, of elementary step i on a reference material, Mref, at a reference

potential, Eref. ni is the number of electrons transferred in elementary step i (always

1 here), and gjfinal ;jD and gjinitial ;jD are the thermodynamic scaling parameters of interme-

diate j in the final and initial states, respectively, of elementary step i. Equilibrium

constants for each elementary step are similarly written as

Ki = exp

 

DS0;Mref ;Eref
i

kB

!

exp

0

@

�
�

DH0;Mref ;Eref
i � niðE � Eref Þ+

�

gjfinal ;jD
� gjinitial ;jD

�

dH0
jD

�

kBT

1

A

;

(Equation 4)

where DS0;Mref ;Eref
i and DH0;Mref ;Eref

i are the standard entropy and enthalpy of reaction,

respectively, on a reference material at a reference potential. Reverse rate constants

are written as:

k� i =

ki
Ki
: (Equation 5)

In the tested mechanism, I�1 is set as the descriptor intermediate, such that dH0
I1
is the

salient parameter describing all intermediate and transition state energies when

deviating from the reference material (for a given set of thermodynamic and BEP

scaling parameters). It is assumed that the standard entropies of activation/reaction

are potential- and material independent and that the effects of potential are limited

to faradaic contributions (i.e., electric field or other secondary effects on the adsorp-

tion enthalpies28,29 of intermediates are ignored). Adsorbate-adsorbate interactions

are also not incorporated into the model.

The mean-field approximation is applied, leading to the following ordinary

differential equations (ODEs) modeling the propagation of the species coverages

in time:

dqI1
dt

= k1faRq� � k1rqI1 � k2f qI1 + k2rqI2 ; (Equation 6)

dqI2
dt

= k2f qI1 � k2rqI2 � k3f qI2 + k3raPq�: (Equation 7)

And for cases where poisoning species are included,

dqIX
dt

= kXfaRX q� � kXrqIX : (Equation 8)

Using the solved (steady state or transient) coverages, the net forward rate of each

elementary reaction is defined as

r1 = k1faRq� � k1rqI1 ; (Equation 9)

r2 = k2f qI1 � k2rqI2 ; (Equation 10)

r3 = k3f qI2 � k3raPq�: (Equation 11)
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The rate of production of P and e� can then be written as

rP = r3; (Equation 12)

re� = r1 + r2 + r3: (Equation 13)

Campbell’s generalized degree of rate control (DRC) is used throughout the work to

analyze the extent to which different species (transition states or surface intermedi-

ates) control the rate of reaction. The DRC30,31 is defined as

Xi =

vlnðrÞ

v
�

�G0
i

�

RT
�

�

�

�

�

�

Go
jsi

; (Equation 14)

where G0
i is the standard-state Gibbs free energy of species i, which is perturbed

while holding G0
jsi constant. The DRC measures the change in the rate of reaction

induced by a differential decrease in the standard-state Gibbs free energy (divided

by R times T) of a given species in the mechanism. It has been proven that all transi-

tion state DRCs sum to unity.32 Therefore, a transition state with a DRC = 1 can be

interpreted as fully rate determining. For intermediate species, the DRC is typically

negative or 0, and it is related to the fractional surface coverage of the species. For a

mechanism wherein all elementary steps each involve one catalytic site (*), the DRC

of each intermediate species has been proven to be equal to the negative of the

coverage of that species,32,33 which allows us to refer to these quantities inter-

changeably throughout the work. It has also been shown that the DRCs can be

used to predict variousmacrokinetic observables of thermo- and electro-catalytic re-

actions.34–36

The temporal dynamics of a square-wave oscillation (of either binding energy,

dH0
I1
, or potential, E) are defined by the frequency (f) in s�1 and the duty cycle

(DC), given by

f =

1

t1 + t2
; (Equation 15)

DC =

t2
t1 + t2

3 100: (Equation 16)

All dynamic systems are integrated in time until the dynamic steady state (DSS) is

reached. The average TOF of a system under DSS is calculated as

TOFDSS =

R t1 + t2
0 TOFðtÞdt

t1 + t2
; (Equation 17)

where the initial time point of the first cycle under DSS is treated as time zero and

TOF(t) is the instantaneous TOF during dynamic operation. DSS can be simplified

in the limit of f/0, which yields the time-weighted average of the steady-state

TOF at the two oscillation conditions:

TOFDSS;f/0 =

R t1 + t2
0 TOFf/0ðtÞdt

t1 + t2
=

ðt1 3TOFSS;1Þ+ ðt2 3TOFSS;2Þ

t1 + t2
: (Equation 18)

Two kinds of enhancement factors for the TOF may then be defined. The first is the

enhancement, under DSS, relative to the time-weighted average steady state (DSS

as f/0):

EFSSAVG =

TOFDSS

TOFDSS;f/0
=

TOFDSS

TOFSSAVG

: (Equation 19)
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This metric provides a measure of the gains imparted by approaching catalytic reso-

nance in the strictest sense, such that only ‘‘extra’’ turnovers from the transient relax-

ation periods are counted. The second enhancement factor is the enhancement

relative to the maximum steady-state TOF over the oscillation window (TOFSSMAX
):

EFSSMAX
=

TOFDSS

TOFSSMAX

: (Equation 20)

This metric analyzes the extent to which an oscillation of potential or binding energy

yields activity greater than the static Sabatier maximum.We note here that for simple

series mechanisms, this maximum will occur at the largest magnitude of overpoten-

tial in the operation window. For these cases, rate may be driven arbitrarily higher by

increasing the overpotential further (at the expense of thermodynamic efficiency),

and so it is not particularly informative. On the other hand, we will encounter for par-

allel mechanisms that there can be a maximum steady-state rate at intermediate

overpotential, making EFSSMAX
a useful characterization tool.

An electrochemical energy efficiency, EE, may also be defined if we construct a

hypothetical full electrolytic cell, where the half-cell oxidation reaction outlined

in reactions (R1–R4) occurs at the anode and an arbitrary, kinetically facile reduc-

tion reaction occurs at the cathode. For convenience, we designate the cathode

as the hydrogen evolution reaction (HER) with a standard half-cell potential of

E0
cathode = 0:0 VSHE . We then assign an (arbitrary) standard half-cell potential for

the anodic reaction to be E0
anode = 1:0 VSHE , which sets the full cell open-circuit

potential to EOCP = 1:0 V , which is on the right order for many electrolytic reac-

tions of contemporary interest. When analyzing the single anodic half-cell reac-

tion in the following kinetic analysis, the choice of reference electrode is arbitrary,

so for simplicity we designate Eref = 1:0 VSHE such that the anodic reaction is in

equilibrium at 0 V vs: Eref . The electrochemical energy efficiency can then be writ-

ten as

EE =

R

ðTOFeðtÞ3EOCPÞdt
R

ðTOFeðtÞ3EðtÞÞdt
3 100; (Equation 21)

where TOFe(t) is the instantaneous TOF toward the production of electrons (from

re � above) and E(t) is the instantaneous cell potential. We finally define a dynamic

efficiency gain metric to describe any loss or improvement in electrochemical en-

ergy efficiency during DSS relative to the average steady state

DEEð%Þ = EEDSS � EESSAVG ; (Equation 22)

where DEEmay take on negative values in the situations where operation under DSS

results in a loss of efficiency relative to the EE for SSAVG. Without reference to a spe-

cific reaction, these efficiencies are only meant to be interpreted qualitatively in

terms of gain or loss; a larger EOCP decreases the percentage loss corresponding

to a given overpotential, and vice versa.

Pure series mechanism

The pure series mechanism considered is outlined in reactions (R1–R3) in the section

microkinetic model. The general forms of the rate and equilibrium constants, as well

as the definitions for parameters describing the rates, enhancement factors, and ef-

ficiencies under dynamic conditions, are outlined in detail in the section microkinetic

model as well. Species activities are set here to aR= 1 and aP = 0.001 in order to simu-

late far-from-equilibrium reaction conditions under differential conversion (i.e.,

negligible product re-adsorption and reverse reaction). The temperature (in all sim-

ulations unless otherwise stated) is set to T = 298.15 K. The reference energies (with
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respect to material/binding energy and potential) are outlined in Table 1 and are

maintained for all simulations unless otherwise stated. The reference energies in Ta-

ble 1 were chosen so that under a reference base case with zero overpotential and

the descriptor adsorption energy equal to zero, all steps would have similar degrees

of rate control. Below, we first establish the effects of oscillating binding energy in

order to draw parallels to prior simulations of dynamic thermocatalytic systems.

These results are then contrasted with oscillation of electrochemical potential.

Oscillation of binding energy

To understand the sensitivity of the system toward various kinetic parameters, it is

helpful to first consider the steady-state behavior as a function of binding energy

(specifically, dH0
I1
) and potential, E, shown in Figure 1. Here, the kinetic parameters

have been chosen to give similar sensitivity of the two steps to both potential and

binding energy. This is a common estimate based on the constraint that all symmetry

factors and BEP scaling coefficients should vary between 0 and 1; values here are

each fixed to 0.5 (b1 = b2 = b3 = s1 = s2 = s3 = 0.5). The thermodynamic scaling

parameter gI�
2
;I�
1
is also set to 0.5; this parameter may be fractional or exceed 1

(and in some cases may be negative5) depending on the choice of descriptor

species. On all figure panels, the two white ‘‘x’’ markers correspond to two binding

energy conditions, namely dH0
I1

= �0.25 and +0.25 eV, which are oscillated

between in a square waveform during dynamic catalysis simulations at a constant

potential of E = 0.1 V versus Eref (all potentials will be referenced with respect to

Eref from here on).

Figure 1A shows the TOF activity map with respect to the production of P as a func-

tion of dH0
I1
and E. The volcano curves (moving left to right) are nearly symmetric with

respect to binding energy and maintain this symmetry across all potentials. In other

words, the effect of increasing potential is not to appreciably change the location of

the peak of the volcano (with respect to dH0
I1
) but instead to increase the TOF at all

dH0
I1
values. The reason for this symmetry can be seen by analyzing the DRCs for each

of the species in the mechanism, which are shown in Figures 1B–1F. For all

exothermic binding energies, the surface transitions from being populated by I�1,

at low potentials, to I�1 and I�2 sharing equal surface coverages of �0.5 at larger over-

potentials. On the weak-binding side of the volcano, the surface is uniformly domi-

nated by free sites. Between the two binding energy oscillation point markers, the

rate-controlling transition state changes from TS3 (at strong-binding conditions) to

TS1 (at weak-binding conditions). When TS3 is primarily rate controlling, the surface

coverage of I�1 is high, and when TS1 is rate controlling, the surface is empty, indi-

cating a relationship between the DRCs of transition states and the stable surface in-

termediates. We observe that a change in steady-state surface coverage can only be

induced by a change in the relative DRCs of the transition state species in the mech-

anism. Since resonant catalytic rate enhancement requires the accumulation of inter-

mediates at one condition (strong binding) and subsequent desorption to product at

another condition (weak binding), consequently, the DRCs of the respective

Table 1. Standard-state enthalpies and entropies (at the reference potential and on the

reference material) of each of the species considered in the mechanism in reactions (R1–R4)

Species R(f) TS1 I�I1 TS2 I�I2 TS3 P(f) RX(f) TSX Ix*

H0;Mref ;Eref ðeVÞ 0 0.70 �0.30 0.55 �0.30 0.70 0 0 0.50 �0.20

S0;Mref ;Eref

�

meV

K

	

0 �0.5 �1.0 �1.0 �1.0 �0.5 0 0 �0.5 �1.0

These values are held constant for all simulations unless otherwise noted.
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transition state species must be changed as a function of the oscillation condition

(binding energy or potential) to produce resonant enhancement. Since the transition

state DRCs are different at each of the two white ‘‘x’’ markers, one would expect an

oscillation of binding energy between these two points to possibly bring about a rate

enhancement relative to the static Sabatier maximum between the two points. The

same cannot be said for the two black ‘‘x’’ markers, which are representative of a po-

tential oscillation at constant binding energy.

Figure 2 shows the results of a dynamic catalysis simulation, oscillating between the

two white ‘‘x’’ marker points on Figure 1 at a frequency of f = 0.1 Hz and a duty cycle

ofDC= 50%, with all other kinetic parameters from Figure 1 held the same. Figure 2A

shows the free energy diagrams at the two conditions, with the strong-binding limit

(dH0
I1
= �0.25 eV) in blue and weak-binding limit (dH0

I1
= +0.25 eV) in black. The bind-

ing energy square waveform is indicated as a function of the number of cycles in Fig-

ure 2B. Figure 2C shows the coverages of all surface intermediates, with the dynamic

and steady-state coverages indicated by solid and dashed lines, respectively. At the

strong-binding condition, the coverage of I�1 begins near unity and then decreases as

it is converted to I�2. Before I�1 and I�2 can approach their steady-state values (�0.8 and

�0.2, respectively), the system is shifted to the weak-binding condition, which re-

sults in a monotonic decrease in the coverage of I�1 and a subsequent increase,

then decrease, in the coverage of I�2. Once the surface is completely cleared, the

adsorption of I�1 begins again with the next cycle, as the catalyst is shifted to the

strong-binding condition. Figure 2D shows the instantaneous (solid) and steady-

state (dashed) TOFs with respect to the formation of product P and electrons e�,

which are distinguishable since electrons are formed from the turnover of each

elementary step, while product P is only formed with the turnover of elementary

Figure 1. Steady-state activity maps, coverages, and degrees of rate control for ‘‘symmetric’’

electrochemical symmetry factors

In all subplots, b1 = b2 = b3 = s1 = s2 = s3 = gI�
2
;I�
1
= 0:5. Black ‘‘x’’ markers correspond to an

oscillation condition for potential (E = 0.1 V4E = 0.5 V) at constant binding energy (dH0
I1
= 0 eV), and

white ‘‘x’’ markers correspond to an oscillation of binding energy (dH0
I1

= � 0:25 eV4dH0
I1

= +

0:25 eV ) at constant potential (E = 0.1 V).

(A) TOF activity map (with respect to the production of P; TOF toward the production of e� is

greater by a constant factor of 33 at all conditions).

(B) Coverage of I�1, equal to the negative of the DRC of I�1.

(C) Coverage of I�2, equal to the negative of the DRC of I�2.

(D) DRC of TS1.

(E) DRC of TS2.

(F) DRC of TS3.
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step 3. The TOF with respect to product P increases and decays after shifting to the

weak-binding condition since the accumulated intermediates are desorbed to prod-

uct at this condition. The TOF with respect to e� also increases and decays upon the

shift to weak binding, with an additional spike occurring after the next transition back

to strong binding. The cause of this behavior is elucidated in Figure S1, which shows

the individual rates of each elementary step with respect to the TOF for forming e�.

After each shift from strong to weak binding, the rates of elementary steps 2 and 3

increase, due to the promotion of conversion of I�1 to I�2 and subsequent desorption

of I�2. The net forward rate of elementary step 1 becomes negative, since at this con-

dition, the high coverage of I�1 and the endergonic nature of the elementary step

result in its backward rate being greater than its forward rate. After the shift from

weak to strong binding, the rate of elementary step 1 spikes, corresponding to

the fast adsorption of I�1 and concomitant production of e�. The steady-state TOFs

with respect to products P and e�, shown against the dynamic TOFs in Figure 2D,

are significantly lower than the dynamic TOFs during the weak-binding condition,

indicating that the off-loading of accumulated product during dynamic catalysis is

creating the enhancements in the TOFs over the steady-state condition.

We may then extend the analysis to a wider range of binding energy frequencies and

amplitudes while still holding constant the set of kinetic parameters used to construct

Figures 1 and 2. The enhancement factors, relative to the average steady state (EFSSAVG )

and the maximum steady state (EFSSMAX
) over each binding energy range, are dis-

played in Figures 3A and 3B, respectively. At amplitudes near dH0
I1

= G0:4 eV and

Figure 2. Dynamic catalysis simulation under oscillating binding energy

Kinetic parameters are b1 = b2 = b3 = s1 = s2 = s3 = gI�
2
;I�
1
= 0:5. Duty cycle 50%, frequency

0.1 Hz.

(A) Free-energy diagrams corresponding to two binding energy conditions in a dynamic catalysis

simulation (dH0
I1
= �0.25 eV, blue, dH0

I1
= +0.25 eV, black) at a constant potential of E = 0.1 V.

(B) Binding energy waveform during dynamic catalysis.

(C) Coverages of all surface intermediates during binding energy oscillations.

(D) Dynamic and steady-state TOFs with respect to the production of P and e
�.
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frequencies in the range of 10–1,000 Hz, the average dynamic TOFs are roughly four to

five orders of magnitude greater than the average of the TOFs at the two steady-state

conditions. At the same amplitude/frequency ranges, these average dynamic TOFs

are roughly 1 to 2 orders of magnitude greater than the maximum/optimal steady-

state TOF over the binding energy range. These results corroborate those found by

Ardagh et al., wherein oscillations of binding energy allow one to achieve significant

enhancements over the optimal, static Sabatier maximum rate at several frequency

and amplitude combinations.2

Oscillation of potential

Next, we consider the oscillation of potential between the two black ‘‘x’’ markers out-

lined on each of the heat maps in Figure 1. This entails traversing along the peak of the

Sabatier volcano from a low potential, 0.1 V, to a higher potential, 0.5 V, at a constant

binding energy of dH0
I1
= 0 eV. The free-energy diagrams corresponding to these two

potential conditions are shown in Figure 4A. The major difference from the oscillating

binding energy case is that the overall reaction free energy is driven downhill as poten-

tial is increased. All three elementary step barriers are also driven downhill equally,

since in this case, the symmetry factors are identical for each step. This differs from

the behavior of the oscillating binding energy system, where a strengthening/weak-

ening of binding energy accelerates some elementary steps at the expense of others.

The oscillating-potential results are consistent with the steady-state DRCs from Fig-

ure 1, which indicate that the transition state and intermediate DRCs are identical at

0.1 and 0.5 V (at a constant binding energy of dH0
I1
= 0 eV). This manifests in identical

coverages of intermediates I�1 and I�2 at the two steady-state conditions. Accordingly,

the coverages do not change during dynamic operation either, as shown in Figure 4C.

The result is that the dynamic TOFs, in all cases, are identical to the steady-state TOFs

at both conditions. While the rate is significantly increased at high potential, there are

no additional benefits from transiently switching between the two potential condi-

tions. This also results in the electrochemical energy efficiency metric (EE) being iden-

tical for the steady-state and transient operations. This behavior is maintained for a

wide range of potential amplitudes and frequencies, as shown in Figure S2.

It may be noted that there are some regions on the activity maps from Figure 1 where

a change in potential at constant binding energy does result in a change in some of

Figure 3. Dynamic catalysis enhancement heat maps under oscillating binding energy

Simulated over ranges of dH0
I1
amplitudes (centered around a dH0

I1
= 0 eV) and frequencies (duty

cycle = 50%) at a constant potential of E = 0.1 V. Kinetic parameters are b1 = b2 = b3 = s1 =

s2 = s3 = gI�
2
;I�
1
= 0:5.

(A and B) (A) Log10 EFSSAVG and (B) Log10 EFSSMAX
with respect to the production of product P. A log

enhancement factor of 0 (i.e., no enhancement) is set as the lower limit on both color bar scales so

that regions of low EFSSMAX
do not interfere with highlighting the regions of enhancement.
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the transition state and intermediate DRCs. At exothermic binding energies—for

instance, dH0
I1
= �0.3 eV—moving from 0.1 to 0.5 V results in a change from TS3 be-

ing almost entirely rate controlling at 0.1 V to TS2 and TS3 sharing equal degrees of

rate control at 0.5 V, resulting in a change in the coverage of intermediates (nearly

covered by I�1 at low potential, and equal populations of I�1 and I�2 at higher potential;

see Figure S3). However, a simulation of dynamic catalysis between these two con-

ditions still does not produce any enhancements with respect to either the average

or maximum steady state, and the electrochemical efficiency is unaffected (see

Figures S4 and S5). At low potential, I�2 is simply converted back into I�1, while at

high potential, I�1 converts to I�2 until the two species approach nearly equal cover-

ages. Here, the excursion to low potential provides no benefit in terms of facilitating

the adsorption/accumulation of intermediates; it simply changes the distribution of

coverages between the two intermediates via I�24I�1, but the total coverage remains

constant.

Looking back to the case of oscillating binding energy, it is clear from the plots of

coverage in Figures 1B and 1C that the strong-binding condition favors the accumu-

lation of adsorbates, while the weak-binding condition favors their desorption. One

might then similarly expect that for an oscillation of potential to induce a rate or

efficiency enhancement, one potential condition must prefer the adsorption of inter-

mediates and the other must prefer desorption. This could be expected for situa-

tions where the potential sensitivities (i.e., the symmetry factors) for each of the

elementary step barriers are different. For example, a case where the adsorption

Figure 4. Dynamic catalysis simulation under oscillating potential with identical symmetry factors

Kinetic parameters are b1 = b2 = b3 = s1 = s2 = s3 = gI�
2
;I�
1
= 0:5. Duty cycle 50%, frequency

1 Hz.

(A) Free-energy diagram corresponding to two potentials in a dynamic catalysis simulation (E =

0.1 V, blue, E = 0.5 V, black) with ‘‘symmetric’’ barriers at a constant descriptor binding energy of

dH0
I1
= 0 eV.

(B) Transient potential during dynamic catalysis.

(C) Coverages of all surface intermediates during potential oscillations.

(D) Dynamic and steady-state TOFs with respect to the production of P and e
�.
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step responds weakly to potential (b1/0), while the surface reaction and desorption

steps respond strongly to potential (b2,b3/1), should favor adsorption at low po-

tential and surface reaction/desorption at high potential. Under these conditions,

one may accumulate intermediates at low potential to reach a coverage greater

than would be produced under the high-potential condition (at steady state) and

then shift to the high-potential condition to react and desorb the accumulated

intermediates at a higher rate, due to the decreased barriers for surface reaction

and desorption. A steady-state analysis of the series reaction mechanism (reactions

R1–R3) with an ‘‘asymmetric’’ set of symmetry factors (b1 = 0:1; b2 = 0:9; b3 = 0:9;

s1 = s2 = s3 = gI�
2
;I�
1
= 0:5) is shown in Figure 5, with the two black ‘‘x’’ markers

indicating the points of oscillation in potential. The BEP and thermodynamic scaling

parameters are kept constant here to isolate the effect of varying the electrochem-

ical symmetry factors. The activity map is no longer symmetric with respect to bind-

ing energy, although the rate does still increase monotonically with potential at all

binding energies. Across the range of the potential oscillation (centered at a con-

stant binding energy of dH0
I1
= �0.25 eV), the primary rate controlling species shifts

from TS3 at low potential, to TS2 at intermediate potential, and finally to TS1 at high

potential. This results in the accumulation of I�1 at low potential, followed by its

conversion to I�2 at intermediate potential, and finally to an empty surface at the

high-potential limit. Based on this steady-state behavior, we expect an oscillation

between the two potential points to induce a rate enhancement relative to the

average steady-state condition.

Figure 6 displays the results of a dynamic catalysis simulation corresponding to the

kinetic parameter set used to construct Figure 5. The free-energy diagram illustrates

the implications of the variable symmetry factors—the barrier for the adsorption step

Figure 5. Steady-state activity maps, coverages, and degrees of rate control for ‘‘asymmetric’’

electrochemical symmetry factors

In all subplots, b1 = 0:1; b2 = 0:9; b3 = 0:9; s1 = s2 = s3 = gI�
2
;I�
1
= 0:5. Black ‘‘x’’ markers

correspond to a potential oscillation condition (E = 0.1 V4E = 0.5 V) at constant binding energy

(dH0
I1
= �0.25 eV).

(A) TOF activity map (with respect to the production of P; TOF toward the production of e� is

greater by a constant factor of 3 at all conditions).

(B) Coverage of I�1, equal to the negative of the DRC of I�1.

(C) Coverage of I�2, equal to the negative of the DRC of I�2.

(D) DRC of TS1.

(E) DRC of TS2.

(F) DRC of TS3.
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is nearly constant at both potentials, while the barriers for the surface reaction and

desorption steps are significantly reduced at higher potential. It should be empha-

sized, however, that this scenario is still conceptually distinct from the oscillation of

binding energy, since all steps are driven downhill when potential is increased (as

opposed to some becoming more endergonic, and some more exergonic, for vari-

ation in binding energy). Low potential favors the accumulation of I�1, while at high

potential, both I�1 and I�2 are quickly (relative to the frequency of oscillation, 1 Hz) des-

orbed to form product. This results in a spike in the TOF with respect to both P and

e� when the potential is switched to 0.5 V, as shown in Figure 6D. The main contri-

butions to this spike are from elementary reactions 2 and 3—namely, surface reac-

tion and desorption, both of which produce e� as indicated in Figure S6. Notably,

the spike in TOF induced by shifting to higher potential is higher than the steady-

state TOF at the high-potential condition.

To assess the impact of waveform and prospects for catalytic resonance, the kinetic

parameter set of Figures 5 and 6 is next studied over a range of potential amplitudes

and frequencies in Figure 7A (constant binding energy of dH0
I1
= � 0:25 eV; duty cy-

cle 50%). A small enhancement (about 33% increase) relative to the average steady-

state TOF toward the production of P can be seen around potential amplitudes of

G0.1 V and frequencies around 100 Hz. While this enhancement is small relative

to those observed when oscillating binding energy, the underlying limitation comes

Figure 6. Dynamic catalysis simulation under oscillating potential with disparate symmetry

factors

Kinetic parameters are b1 = 0:1; b2 = 0:9; b3 = 0:9; s1 = s2 = s3 = gI�
2
;I�
1
= 0:5. Duty cycle 50%,

frequency 1 Hz.

(A) Free-energy diagram corresponding to two potentials in a dynamic catalysis simulation with

‘‘asymmetric’’ electrochemical symmetry factors (E = 0.1 V, blue, E = 0.5 V, black) at a constant

descriptor binding energy of dH0
I1
= �0.25 eV.

(B) Transient potential during dynamic catalysis.

(C) Coverages of all surface intermediates during potential oscillations.

(D) Dynamic and steady-state TOFs with respect to the production of P and e
�.
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largely from the fact that the duty cycle is set to 50%. Returning to the particular

example of a 1 Hz oscillation from 0.1 to 0.5 V shown in Figure 6, ‘‘spikes’’ in the pro-

duction of P (seen when the accumulated intermediates desorb at high potential)

occur over such a small time span that the average TOF toward production of P

per cycle is barely affected. However, it can be seen in the coverage plots (Figure 6C)

that nearly the entire time span at the lower potential limit is required to accumulate

an appreciable number of intermediates. This time imbalance between the loading

of intermediates at low potential (slow process) and their unloading at high potential

(fast process) is expected to persist for other combinations of potential amplitude

and frequency because the condition of larger overpotential raises the rate constant

for all steps. Ideally, one would spend a larger fraction of the time in a given cycle at

the low potential, since the process occurring (here, adsorption) will always be

slower than the process that is favored at higher potential (here, surface reaction/

desorption). Then, the system would only spend a small fraction of time at high po-

tential to unload the accumulated intermediates before returning to the low-

potential condition. Interestingly, the number of ‘‘extra’’ electron turnovers (above

steady-state production) that occur at the low-potential condition slightly

outnumber those at the high-potential condition for this balanced duty cycle sce-

nario. This results in a small relative energy efficiency gain of about 1% (Figure 7B).

Adjusting the duty cycle to 0.5% (i.e., 0.5% of the waveform spent at the high-poten-

tial condition) leads to improvements in the TOF enhancement factor relative to the

average steady state. Figures 7C and 7D shows these metrics for the case of a 0.5%

duty cycle (same kinetic parameters as used for the 50% duty cycle analysis in

Figure 7. Dynamic catalysis enhancement heatmaps under oscillating potential

Simulated over ranges of DE amplitudes and frequencies with a constant binding energy of dH0
I1
=

�0.25 eV. Kinetic parameters are b1 = 0:1; b2 = 0:9; b3 = 0:9; s1 = s2 = s3 = gI�
2
;I�
1
= 0:5.

(A) Log10 EFSSAVG with respect to production of P, duty cycle = 50%.

(B) Corresponding energy efficiency gain (DEE), duty cycle = 50%.

(C) Log10 EFSSAVG with respect to production of P, duty cycle = 0.5%.

(D) Corresponding DEE, duty cycle = 0.5%.
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Figures 7A and 7B). In this case, the average TOF can be enhanced by about a factor

of 373 at potential amplitudes of 0.2 V and frequencies of 100–1,000 Hz. The rate

improvements are due to a better balancing of the time spent operating at the

two potential conditions. The energy efficiency remains negligibly impacted near

the optimal amplitude, though at larger amplitudes, a modest efficiency gain is

notable, again due to more ‘‘extra’’ turnovers occurring at the low-potential condi-

tion, while the surface immediately is cleared by the very large upper potential limits.

The variation of amplitude is discussed further in Figures S8–S10, which show induc-

tion periods for establishment of DSS coverages andmark the corresponding poten-

tial limits on replicas of Figures 5 and 7C. The results of a further reduction in duty

cycle to 0.01% (time spent at high potential) are shown in Figure S7. Enhancements

relative to the average steady state reach about 2503, and the frequencies and am-

plitudes that result in this gain correspond with losses of efficiency (DEE) around

15%. The efficiency trade-off is due to the appropriately balanced (for rate) duty

cycle leading to a larger fraction of the ‘‘extra’’ electrons now being passed at the

high-potential condition.

An important distinction remains to bemade between the cases of oscillating poten-

tial versus oscillating binding energy. In all cases studied thus far, under no condi-

tions can an oscillation in potential create TOFs that are greater than the static

Sabatier maximum over a given potential range. Enhancements in TOF or efficiency

are only achieved relative to the time-weighted average steady-state behavior at the

two potential conditions. This is due to the fact that the TOF always increases mono-

tonically (and rapidly so) with potential for a series, faradaic reaction where all steps

are electrochemical in nature. However, this does raise a question as to the source of

experimentally observed rate enhancements (relative to the ‘‘optimal’’ steady state

over a given potential range) observed for some electrochemical reactions. Most

notably, these include the electro-oxidation of small organics such as methanol

and formic acid. These reactions differ from the simple series mechanism, however,

in that they each contain parallel pathways and may also contain site-blocking spec-

tator species. For instance, OH* or O* surface species are typically formed at high

potentials (e.g. > 0.8 V versus RHE on platinum catalysts) during each of these reac-

tions.25 These adsorbed O species block sites for formic acid activation, and even

though they participate in the case of methanol oxidation, their overaccumulation

at high potential also deactivates the catalyst. In the next section, we extend the

model to include the possibility of the adsorption of a faradaically driven spectator

species.37 We acknowledge that this generalized model is simplified relative to the

aforementioned organic electro-oxidations, but it captures the most critical phe-

nomena and provides insight into how site-blocking spectator species influence

the prospects for resonant enhancement in electrocatalytic systems.

Mechanism including spectator species

Here, we consider the samemechanism from the section microkinetic model, except

we now include the adsorption of I�X per reaction (R4), which is a spectator ad species

that blocks sites for the preferred pathway (reactions (R1–R3)). Once again, we start

with a steady-state analysis, which is presented in Figure 8, for the ‘‘symmetric’’ elec-

trochemical symmetry factor case. The major qualitative difference from the pure se-

ries mechanism is that the TOF no longer monotonically increases as a function of

potential. This is due to the accumulation of I�X as potential is increased, indicated

on the coverage plot in Figure 8D. This produces a volcano-shaped activity map

(in both dimensions now; Figure 8A) with a peak at intermediate potentials and bind-

ing energies. We also see that the DRC of TS1 increases with potential, which was not

observed in the absence of the spectator ad species. As the surface becomes
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increasingly saturated with I�X , the adsorption of I�1 becomes commensurately rate

limiting since it must compete for sites as a prerequisite for subsequent turnover

to P. The highest Sabatier maximum is found at intermediate potential because

this balances two competing effects—the increased potential speeds up the rate

of the preferred pathway, but at too high of a potential, I�X accumulates and de-

creases the activity. Therefore, one may expect that by oscillating between two po-

tential points on either side of the static maximum, the system would achieve a high

rate on the preferred path for a certain amount of time, until I�X accumulates and be-

gins to decrease the rate. By returning to low potential, I�X desorbs, freeing up sites

for the next cycle.

A dynamic catalysis simulation, oscillating potential between the two black ‘‘x’’

marker conditions on Figure 8 (and for the same kinetic parameter set), is shown

in Figure 9. All conditions are identical to those studied in Figures 1 and 4, except

the frequency is set to 10 Hz and the spectator-adsorption elementary step is

included. When the potential is stepped to 0.5 V, the coverages of I�1 and I�2 briefly

spike but then decrease, due to being outcompeted by I�X for sites. This produces

spikes in the TOFs (with respect to P and e�) that are significantly larger than the

steady-state TOFs during the high-potential condition, as shown in Figure 9D.

Analyzing this same system over a range of frequencies and potential amplitudes

(Figure 10), one can see that at amplitudes of DE = G0.4 V and frequencies

>100 Hz, the average dynamic TOFs are nearly three orders of magnitude greater

than their average steady-state counterparts. The average dynamic TOFs are

also greater (by roughly 503) than the static Sabatier maximum TOF over the

oscillation-potential range. This type of enhancement was not observed for any

oscillating-potential system in the case of pure series reactions. However, the

Figure 8. Steady-state activity maps, coverages, and degrees of rate control for mechanism containing site-blocking spectator species

In all subplots, b1 = b2 = b3 = bX = s1 = s2 = s3 = sX = gI�
2
;I�
1
= gI�

X
;I�
1
= 0:5 and aRX

= 1 3 10� 3. Black ‘‘x’’ markers correspond to a potential oscillation

condition (E = 0.1 V4E = 0.5 V) at a constant binding energy of dH0
I1
= 0 eV.

(A) TOF activity map (with respect to the production of P).

(B) Coverage of I�1, equal to the negative of the DRC of I�1.

(C) Coverage of I�2, equal to the negative of the DRC of I�2.

(D) Coverage of I�
X
, equal to the negative of the DRC of I�

X
.

(E) DRC of TS1.

(F) DRC of TS2.

(G) DRC of TS3.

(H) DRC of TSX.
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electrochemical energy efficiencies shown in Figure 10C indicate that the rate

enhancements at the high-potential condition lead to a significant reduction

in the efficiency when operating under dynamic conditions—more current is

again passed at a large overpotential relative to the thermodynamic equilibrium

potential. Therefore, TOFs greater than those corresponding to the static

Sabatier maximum may be achieved, but they come at the cost of thermodynamic

efficiency.

Conclusions

Herein, we have illustrated the effects of oscillating electrochemical potential in the

context of achieving catalytic rate enhancements. For a faradaic, series mechanism,

enhancements relative to the average steady-state TOFs at the two potential limits

of a square waveform were found to be possible, provided that the elementary steps

associated with raising and lowering intermediate coverages have different elemen-

tary symmetry factors. Small enhancements in thermodynamic efficiency are also

possible, but no enhancements occur relative to the maximum steady-state TOF

across the potential range. Conversely, when a faradaically driven spectator ad spe-

cies is incorporated into the mechanism, enhancements can be achieved relative to

both the average and maximum steady-state TOFs. However, these enhancements

come at the cost of a loss in thermodynamic efficiency, since a larger fraction of elec-

trons are produced at the higher potential condition, relative to the average steady-

state operation.

Figure 9. Dynamic catalysis simulation under oscillating potential for mechanism containing site-

blocking spectator species

Kinetic parameters are b1 = b2 = b3 = bX = s1 = s2 = s3 = sX = gI�
2
;I�
1
= gI�

X
;I�
1
= 0:5. Duty cycle

50%, frequency 10 Hz.

(A) Free-energy diagram corresponding to the two potential conditions for dynamic catalysis (E =

0.1 V, blue, E = 0.5 V, black) at a constant binding energy of dH0
I1
= 0 eV. Red lines overlayed on the

diagram correspond to the spectator species at both potential conditions.

(B) Transient potential during dynamic catalysis.

(C) Coverages of all surface intermediates during potential oscillations.

(D) Dynamic and steady-state TOFs with respect to the production of P and e
�.
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Based on these observations, we suggest that if the product of an electrochemical

reaction has high enough value to outweigh costs of lost efficiency, there could be

advantages to dynamic operation in permitting the use of smaller, lower-cost reac-

tors. This said, there may be penalties paid beyond the pure kinetic losses, for

example, in the form of extra ohmic losses. Additionally, if the timescales of elemen-

tary steps approach those of the time constant for electrochemical double layer

charging or begin to have an interplay with mass transport of reactants, then the

associated phenomena and resulting complexities must also be considered. For

example, typical double layer time constants on the order of ms to ms would compli-

cate operation at oscillation frequencies approaching 103 to 106 Hz, respectively.

Frequencies at or above the double-layer timescale are not likely characteristic of

any experimentally enhanced systems observed to date—the cases of organic

oxidation reactions studied thus far have typically observed enhancements in the

range of 1–1,000 Hz8,12 with double-layer time constants closer to the ms range.

Oscillation near the timescale of double-layer charging would mainly manifest in

phase shifts between the potential and current, with higher frequencies leading to

pure capacitive current.

EXPERIMENTAL PROCEDURES

Resource availability

Lead contact

Further information and requests for resources should be directed to and will be ful-

filled by the lead contact, Adam Holewinski (adam.holewinski@colorado.edu).

Materials availability

This study did not generate new unique reagents.

Data and code availability

The code generated during this study is available at the following GitHub reposi-

tory (https://github.com/adambaz/Baz-Holewinski-Dynamic-Electrocatalysis) and

is publicly available at the date of this publication.

Computational details

For all dynamic (transient) kinetic systems described in the results and discussion, the

system of ODEs was integrated using theDifferentialEquations.jl library38 in the Julia

coding language using the ‘‘RadauIIA5’’ solver with relative and absolute tolerances

of 1 3 10�8. Square-wave oscillations of binding energy and potential are modeled

Figure 10. Dynamic catalysis enhancement heatmaps under oscillating potential for mechanism

containing site-blocking spectator species

Simulated over ranges of DE amplitudes and frequencies (duty cycle = 50%) with a constant binding

energy of dH0
I1
= 0 eV. Kinetic parameters are b1 = b2 = b3 = bX = s1 = s2 = s3 = sX = gI�

2
;I�
1
=

gI�
X
;I�
1
= 0:5.

(A) Log10 EFSSAVG with respect to production of product P.

(B) Log10 EFSSMAX
with respect to the production of product P.

(C) Gain in electrochemical energy efficiency, DEE (linear scale).
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by solving the system of ODEs at each binding energy/potential condition for pe-

riods of time dictated by the frequency and duty cycle of the oscillation. The adsor-

bate coverages from the final time point of the system integration at the first binding

energy/potential are used as the initial conditions for the integration at the second

set of conditions. This is repeated for many cycles until the system reaches DSS,

where the integrated rates at the end of two subsequent cycles are identical within

a certain percentage tolerance (1 3 10�11%). An example of the coverages during

this ‘‘induction period’’ is shown in Figure S8. For steady-state systems, the time de-

rivatives in Equations 6, 7 and 8 are set equal to 0, yielding a system of non-linear

algebraic equations that are solved using the NLsolve.jl library39 applying a Newton

root-finding algorithm with a tolerance of 1 3 10�60.

SUPPLEMENTAL INFORMATION

Supplemental information can be found online at https://doi.org/10.1016/j.checat.

2022.09.002.
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