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Abstract

Motivated by applications in natural resource management, risk management, and
finance, this paper is focused on an ergodic two-sided singular control problem for a
general one-dimensional diffusion process. The control is given by a bounded variation
process. Under some mild conditions, the optimal reward value as well as an optimal
control policy are derived by the vanishing discount method. Moreover, the Abelian
and Cesaro limits are established. Then a direct solution approach is provided at the
end of the paper.
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1 Introduction

This work is motivated by applications in reversible investment [6, 8], optimal har-
vesting and renewing [10, 11], and dividend payment and capital injection [14, 19]. In
the aforementioned applications, the systems of interests are controlled by bounded
variation processes in order to achieve certain economic benefits. It is well known that
any bounded variation process can be written as a difference of two nondecreasing and
cadlag processes. The two nondecreasing processes will often introduce rewards and
costs to the optimization problems, respectively. For example, in natural renewable
resource management problems such as forestry, while harvesting brings profit, it is
costly to renew the natural renewable resource. One needs to balance the harvesting
and renewing decisions so as to achieve an optimal reward. Similar considerations
prevail in reversible investment and dividend payment and capital injection problems.
In terms of the reward (or cost) functional, the two singular control processes have
different signs. We call such problems two-sided mixed singular control problems.
In contrast, in the traditional singular control formulation, the reward or cost corre-
sponding to the singular control is expressed in terms of the expectation of its total
variation.

We note that most of the existing works on two-sided mixed singular control prob-
lems are focused on discounted criteria. In many applications, however, optimizations
using discounted criteria are not appropriate. For example, in optimal harvesting prob-
lems, discounted criteria largely favor current interests and disregard the future effect.
As aresult, they may lead to a myopic harvesting policy and extinction of the species.
We refer to [2, 20, 23] for examples in which the optimal policy under the discounted
criterion is to harvest all at time 0, resulting in an immediate extinction. Thus, this
paper aims to investigate a two-sided mixed singular control problem for a general one-
dimensional diffusion on [0, c0) using a long-term average criterion. Ergodic singular
control problems have been extensively studied in the literature; see, for example, [12,
13, 15, 22,24, 26, 27] and many others. In the aforementioned references, the cost (or
reward) associated with the singular control is expressed in terms of expectation of
the total variation. Our formulation in (2.3) is different. In particular, in (2.3), while
n(T) contributes positively toward the reward, the contribution from &(7") is negative.
On the one hand, this is motivated by the such applications as reversible investment,
harvesting and renewing, and dividend payment and capital injection problems. On the
other hand, the mixed signs also add an interesting twist to singular control theory as
the gradient constraints in the corresponding HIB equation are different from those in
the traditional setup as those in Karatzas [15], Menaldi and Robin [22], Weerasinghe
[24, 26].

To find the optimal value A of (2.3) and an optimal control policy, one may attempt
to use the guess-and-check approach. That is, one first finds a smooth solution to the
HJB equation (3.1) and then uses a verification argument to derive the optimal long-
term average value as well as an optimal control. Indeed this is the approach used in
Karatzas [15], in which the Abelian and Cesaro limits are established for a singular
control problem when the underlying process is a one-dimensional Brownian motion.
The result was further extended to an ergodic singular control problem for a one-
dimensional diffusion process in Weerasinghe [24] in which the drift and diffusion
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coefficients satisfy certain symmetry properties. While this approach seems plausible,
it is not easy to guess the right solution. In particular, since the underlying process
X is a general one-dimensional diffusion on [0, co) (to be defined in (2.1)) and the
rewards associated with the singular controls & and n have mixed signs in (2.3), our
problem does not have the same kind of symmetry as in Karatzas [15] and Weerasinghe
[24]. In addition, the gradient constraint ¢; < u’(x) < ¢, brings much difficulty and
subtlety in finding the free boundaries that separate the action and non-action regions.
Besides, this approach does not reveal how the ergodic, discounted and finite-time
horizon problems (to be defined in (2.3), (2.6), and (2.7), respectively) are related to
each other.

In view of the above considerations, we adopt the vanishing discount approach
developed in Menaldi and Robin [22] and Weerasinghe [26]. First, we observe that
under Assumption 3.2, careful analysis using reflected diffusion process on an appro-
priate interval [a, b] reveals that Ao > 0. We next use Assumptions 4.2 and 4.3 to
show that lim, o7V, (x) = Ao for any x > 0 and that there exist two positive con-
stants a, < b, for which the reflected diffusion process on [ay, b,] is an optimal state
process, where V,(x) is the value function of the discounted problem (2.6). These
results are summarized in Theorem 4.4. Furthermore, we show in Theorem 5.1 that
the Cesaro limit holds as well. As an illustration, we study an ergodic two-sided sin-
gular control problem for a geometric Brownian motion model using this framework
in Sect. 6. This approach fails when some of our assumptions are violated. Indeed, the
case study in Sect. 6.1 indicates that the long-term average reward can be arbitrarily
large under suitable settings. Upon the completion of this paper, we learned the recent
paper [1], which deals with an ergodic two-sided singular control problem for a general
one-dimensional diffusion on (—o00, co). The formulation in Alvarez [1] is different
from ours because the rewards associated with the singular controls are both positive.
Under certain conditions, the paper first constructs a solution to the associated HIB
equation and then verifies that the local time reflection policy is optimal. The approach
is different from the vanishing discount method used in this paper, which also helps
to establish the Abelian and Cesaro limits.

Thanks to the referee who also brought our attention to the paper [3], which studies
the optimal sustainable harvesting of a population that lives in a random environment.
It proves that there exists a unique optimal local time reflection harvesting strategy
and establishes an Abelian limit under certain conditions. In contrast to the problem
considered in this paper, Alvarez and Hening [3] is focused on a one-sided singular
control problem without running rewards and hence it is simpler than our formulation
in (2.3).

Motivated by the two papers mentioned above, we add Sect. 7 to provide a direct
solution approach to (2.3). Following the idea in Alvarez [1] and Alvarez and Hening
[3], we first impose conditions so that the long-term average reward for an (a, b)-
reflection policy A(a, b) achieves its maximum value A, = A(ax, by) at a pair 0 <
a, < by < o0o. The maximizing pair (ax, b,) further allows us to derive a C 2 solution
to the HIB equation (3.1). This, together with the verification theorem (Theorem 3.1),
reveals that Ao = A, and the (a, b,)-reflection policy is optimal.
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The rest of the paper is organized as follows. Section 2 begins with the formulation
of the problem; it also presents the main results of the paper. Section 3 collects some
preliminary results. The Abelian and Cesaro limits are established in Sects. 4 and 5,
respectively. Section 6 is devoted to an ergodic two-sided singular control problem
when the underlying process is a geometric Brownian motion with Sect. 6.1 providing
a case study for © = 0 and h(x) = x?, p € (0, 1). Finally, we provide a direct
solution approach in Sect. 7. An example on ergodic two-sided singular control for
Verhulst-Pearl diffusion is studied in Sect. 7 as an illustration.

2 Formulation and Main Results

To begin, suppose the uncontrolled process is given by the following one-dimensional
diffusion process with state space [0, 00):

dXo(s) = n(Xo(s))ds + o (Xo(s))dW(s), Xo(0) =x0 € [0,00), (2.1

where W is a one-dimensional standard Brownian motion, and i and o are suitable
functions so that a weak solution X exists and is unique in the sense of probability
law. We refer to Sect. 5.5 of Karatzas and Shreve [16] for such conditions. Assume
throughout the paper that 0 is an unattainable boundary point (entrance or natural)
and that oo is a natural boundary point; see Chapter 15 of Karlin and Taylor [17] or
Sect. 5.5 of Karatzas and Shreve [16] for more details on classifications of boundary
points for one-dimensional diffusions. Note that if O is an entrance point, then it is
part of the state space for Xo; otherwise, if 0 is a natural point, then it is not in the
state space. While an entrance point cannot be reached from the interior, it is possible
that the process X will start from an entrance boundary point and quickly move to
the interior and never return to it. The choice of [0, oo) as the state space for X is
motivated by the following consideration. The states of interest in applications such
as reversible investment, optimal harvesting and renewing, and dividend payment and
capital injection problems are all bounded from below. For notational convenience,
we then choose [0, co) as the state space for Xj.

Throughout the paper, we suppose that both the scale function S and the speed
measure M of the process X are absolutely continuous with respect to the Lebesgue
measure. The scale and speed densities are given by

s(x) = exp{ — /x 2M(y)dy}, m(x) : 1 x>0,
1

o2(y) T o2(0)s(x)’

respectively. The infinitesimal generator of the process X is

! 1d (d
Lf(x):= Eoz(x)f”(x) + ) f () = ( f(x)

2
FTAGET: ) Vf e C ([0, 00)).
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We now introduce a bounded variation process ¢ = & — 1 to (2.1), resulting in the
following controlled dynamics:

dX(s) = u(X(s))ds + o (X(s)dW(s) + d&(s) —dn(s), s3>0, 2.2)
X(0-)=x>0. '

Throughout the paper, we assume that the control process ¢(-) = &(-) — n(-) is
an adapted, cadlag process that admits the minimal Jordan decomposition ¢(t) =
E(t) — n(t), t > 0. In particular, &, n are nonnegative and nondecreasing processes
satisfying £(0—) = 1n(0—) = 0 such that the associated Borel measures d¢ and dn on
[0, co) are mutually singular. In addition, it is required that under the control process
¢(+), (2.2) admits a unique nonnegative weak solution X (-). Such a control process
@(+) is said to be admissible.
The goal is to maximize the expected long-term average reward:

1 T
Ao := sup liminf —IEX|:/ h(X(s))ds + cin(T) — CQE(T):|, 2.3)
o(yed, T—00 T 0

where ¢] < ¢, are two positive constants, 4 is a nonnegative function, and o7 is the
set of admissible controls, i.e.,

o = {go = (&, ) is admissible and satisfies

E [6(T)] < Ki(x)T" 4 K»(x) forall T > 0}, 24)
where K1(x) and K»(x) are positive real-valued functions, and n € N is a positive
integer. The requirement that E,[£(T)] < K;(x)T" 4+ K>(x) ensures that the expec-
tation in the right-hand side of (2.3) as well as the discounted and finite-time horizon
problems (2.6) and (2.7) are well-defined. The set is clearly nonempty because the
“zero control” ¢(t) = 0 is in o7;. Lemma 3.4 below indicates that <7, includes local
time controls as well. It is also apparent that the value of Ao does not depend on the
initial condition x since an initial jump dose not alter the value of the limit in (2.3). In
addition, it is obvious that 1o > 0.

In this paper, we aim to find the value Ao and an optimal control policy ¢* that
achieves the value 1. Motivated by Weerasinghe [26], we will approach this problem
via the vanishing discount method and show that A¢ is equal to the Abelian limit as
well as the Cesaro limit. In other words, we will demonstrate that

%
b =limrV,(x) = lim o) 2.5)
r

T—-oo T

where V,(x) and Vr(x) denote respectively the value functions for the related dis-
counted and finite horizon problems

Vi(x) ;== sup ]Ex|:/ e (X (s))ds + c1dn(s) — czdS(s)]], (2.6)
o) ey 0
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T
Vr(x) := sup ]Ex|:/ h(X(s))ds +cin(T) — CZE(T)} 2.7
p(-)edy 0

The main result of this paper is given next.

Theorem 2.1 Under Assumptions 3.2, 4.2, and 4.3, the following assertions hold:

(1) There exist 0 < a, < by, < 00 so that the reflected diffusion process on the
interval [a., by] (if the initial point is outside this interval, then there will be an
initial jump to the nearest point of the interval) is an optimal state process for
the ergodic control problem (2.3). Hence the optimal control policy is given by
¢« = Lq, — Lp,, in which L,, and Ly, denote the local time processes at a,. and
b, respectively.

(i1) The Abelian and Cesaro limits in (2.5) hold.

The proof of Theorem 2.1 follows from Theorems 4.4 and 5.1, which will be
presented in the subsequent sections.

Remark 2.2 Since the optimal state process is a reflected diffusion on the inter-
val [ax, bi] C (0, 00), it follows that it possesses a unique invariant measure
. According to Chapter 15 of Karlin and Taylor [17], the invariant measure is
m(dx) = m M (dx). Moreover, using the ergodicity for linear diffusions in Chap-
ter II, section 6 of Borodin and Salminen [4], we have

C1 2

2Mlax, bels(by)  2Mlay, bils(ax)

by
x0=/ h(x)7(dx) +

3 Preliminary Results

In this section, we provide some preliminary results.

Theorem 3.1 Suppose there exists a nonnegative function u € C>([0, 00)) and a
nonnegative number ). such that

max {Eu(x) +hx) =X, u'(x)—co, —ut/(x)+ C]} =0. 3.1
Then Ay < A.

Proof Let x € [0,00) and ¢(-) = (§(-), n(-)) € 4 be an arbitrary control policy
and denote by X the controlled state process with X(0—) = x. Forn € N, let
By :=inf{t > 0: X(¢) > n}. By Ito’s formula we have
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T ABn TABn
u(X(T A Bp)) = u(x) +/0 Lu(X(s))ds — /0 u' (X (s=))(dn§ — d&y)

T A
+ / W (X(5)o (X (5))dW (s)
0
+ ) [u(X(5) —u(X(s—)]. (32)

0<s<TAB,

The HIB equation (3.1) implies that ¢; < u’(x) < c¢;. Note also that AX(s) =
AE&(s) — An(s). Consequently, we can use the mean value theorem to obtain

u(X(s)) —u(X(s—)) < cA&(s) — c1An(s). (3.3)

Note that (3.1) also implies that Lu(x) < —h(x) + A. Plugging this and (3.3) into
(3.2) gives us

T ABn
W(X(T A B) < u(x) — / (X ())ds + AT A )
0
TAfn
+ /0 W (X ()0 (X($)AW(S) — ein(T A o) + c2(T A B).

Rearranging terms and then taking expectations, we arrive at

TABy
. [/0 h(X(s))ds +cin(T A Bn) — c26(T A ,Bn)}
FE[u(X(T A Bn))] = u(x) + AEL[T A Bal.

Passing to the limit as n — oo and then dividing both sides by 7', we obtain from the
nonnegativity of u and the monotone convergence theorem that

1 T
lim sup —E, [/ h(X(s))ds +cin(T) — CQE(T)] <A
T—oo T 0

Finally, taking supremum over ¢(-) yields the assertion that 1y < X. O

To proceed, we make the following assumption.

Assumption 3.2 (i) limy o[h(x) + copu(x)] < 0 and lim, _, oo[2(x) + c1p(x)] < O.
(i1) There exist 0 < a < b < oo satisfying

1 2

2s(b) 2s(a)

b
/ h(y)m(y)dy + > 0. (3.4
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Lemma 3.3 Suppose Assumption 3.2 holds. Then there exists a positive number ). =
A(a, b) so that the following boundary value problem has a solution:

{%02<x>u”<x> + RO ) +h() =1, x € (a.b), s

u'(a) =cy, u'(b)=cy.

Proof Forany0 < a < b < coand A € R given, a solution to the differential equation
%Uz(x)u”(x) + u()u'(x) + h(x) = A is given by

X b
u(x) =cix +/ 2s(u)/ [eciu(y) + h(y) — Alm(y)dydu, x € [a,b]. (3.6)

a

Note that u’(b) = c1. The other boundary condition u’(a) = c¢; gives

b
¢+ 2s(a) / 1 (y) + h(y) — Mm(y)dy = ca.

Note that

b 1 1
/a u(y)m(y)dy = B0 2@ Vla, b] € (0, 00). (3.7

Hence it follows that

A =A@, b) = — a @ +2/bh d 38
= AMa, )—m(@ m ; m(y) y), (3.3)

where M|a, b] = fabm(y)dy > 0 is the speed measure of the interval [a, b]. In
particular, it follows from (3.4) that X is positive. O

Lemma3.4 Forany 0 < a < b < oo, let X be the reflected diffusion process on
[a, b]:

X(t)=x+f
0

where without loss of generality we can assume that the initial condition x € [a, D],
and L, and Ly denote the local time processes at a and b, respectively. Then there
exist some positive constants K1 and K> so that

t

t
n(X(s))ds + / o(X(s)dW(s) + La(t) — Lp(r),  (3.9)
0

Ex[Ly(t) + Lp(t)] < K1t + K2, foranyt > 0.
In particular, the policy L, — Ly, € <.
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Proof For the given 0 < a < b < 00, as in the proof of Lemma 3.3, we can verify
that the function given by

X b
v(x) i=—x+a+ 2/ S(y)/ [—1n(2) + Kilm(z)dzdy, x € [a, D]
a y
is a solution to the boundary value problem

302V () + (V' (x) + K1 =0, x € (a,b),
Via) =1, V() =-1,

where K| = K| (a, b) = m(%ﬂ) + S(Lb)) > 0.

It is well-known that equation (3.9) has a unique solution X; see, for example,
[9,Sect. 2.4] or [5]. We now apply Itd’s formula to the process v(X(¢)) and then take
expectations,

! 1
Ex[v(X(1)] = v(x) + Ex[/o (M(X(S))v’(X(S)) + EUZ(X(S))U"(X(S)))dS]

+ Ec[v' (@ La(1) = ' (b)) Lp(1)]
=v(x) — Kit + E¢[La (1) + Lp(1)].

Since v is continuous and X (¢) € [a, b] for all + > 0, it follows that there exists
a positive constant K» = K> (a, b) such that E,[L,(t) + Lp(¢)] < K1t + K>. The
lemma is proved. O

Corollary 3.5 Suppose Assumption 3.2 holds, then Ao > O.

Proof To show that Ay > 0, we consider the function u of (3.6) in which we choose
0 <a < b < oosothat A = A(a, b) of (3.8) is positive. Now let X be the reflected
diffusion process on [a, b] given by (3.9). Thanks to Lemma 3.4, the policy L, — L, €
oy Apply Itd’s formula to u (X (¢)) and then take expectations to obtain

t 1
E[u(X()] = u(x) +Ey [/0 (u(X(S))u’(X(S)) + 502(X(S))u”(X(S)))dS}
+ Ex[u'(@)La(t) — u'(b)Lp(1)]

t
=u(x)+ E; [/ [A —h(X(s))]ds + caL,(2) — clLb(t)}.
0
Rearranging terms, dividing by ¢, and then passing to the limit as t — 0o, we obtain
1 t
lim —]Ex[f h(X(s))ds —cpLa(t) + clL;,(t)} = A= A(a, D),
t—o0 t 0

where A(a, b) is defined in (3.8). In other words, the long-term average reward of the
policy L, — Ly is A(a, b) > 0. Now by the definition of X9, we have Ao > A > 0. O
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4 The Abelian Limit

For a given r > 0, recall the discounted value function V,(x) defined in (2.6). Also
recall the definition of Ay given in (2.3). The following proposition presents a rela-
tionship between the discounted and long-term average problems.

Proposition 4.1 We have liminf, o7V, (x) > Ag for any x € [0, c0).

Proof Since V,(x) > 0, the relation liminf, o7 V,(x) > Xo holds trivially when
Xo = 0. Now assume that 1y > 0. Let x € [0, 00). Forany 0 < K < A, there exists
apolicy ¢ = & — n € @, so that

T
Ao > liminf %Ex[/ h(X(s))ds — c26(T) + clr](T):| > K; 4.1
0

T—o00

here X is the controlled process corresponding to the policy ¢ with initial condition
X(0—) = x. Let F(T) := E.[ [y h(X(5))ds — c26(T) +cin(T)] and G(T) := £
for T > 0. Thanks to (4.1), there exists a 71 > 0 such that F(T) > O forall T > Tj.
Consequently we can use integration by parts and Fubini’s theorem to obtain

T T
E, |:/ e " (h(X(s))ds — cpd&(s) + cldn(s))i| = "TF(T) +r / e " F(s)ds
0 0

T
zr/ e " F(s)ds,
0

forall T > Tj. Then it follows from the dynamic programming principle (see [8]) that
forall T > Tj,

T
rVy(x) > sup rEx[[ e (h(X(s))ds — c2dé(s) + c1dn(s)) + e’TVr(X(T))}
pedy 0

T
> rE, [/ e " (h(X(s))ds — cad&(s) + Cldﬂ(s))]
0
o0 o
> r2/ e "SF(s)ds = r2/ e "S(s + DG (s)ds
0 0
o
= / e 't +r)G(t/r)dt.
0
In view of (4.1), for any ¢ > 0, we can find a T, > 0 so that G(T) = I;(—JFTI) >K —c¢

forall T > T,. Denote Ty := T7 V T>. Then we can estimate
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o0

rT
rVe(x) > / ’ e 't +r)G(t/r)dt + / e 't +r)G(t/r)dt
0 rTy

r1q 00
> / ’ e "F(t/r)dt + f e 't +r) (K —¢e)dt
0 r

To
> —r’Ty max F(t)+ (K —e&)(1 +r —r>(To + 1)).
t€[0,To]

Letting | 0, we obtain liminf, o7V, (x) > K — €. Since ¢ > 0 and K < A¢ are
arbitrary, we obtain liminf, o 7 V. (x) > Ao, which completes the proof. O

Usually one can show that the value function V- of (2.6) is a viscosity solution to
the HIB equation

min{rv(x) — Lv(x) — h(x), —v'(x) +c2, V' (x) —c1} =0, x € (0,00). (4.2)

Under additional assumptions such as concavity of the function #, for specific models
(such as geometric Brownian motion in Guo and Pham [8]), one can further show that
V, is a smooth solution to (4.2) and that there exist 0 < a, < b, < 00 so that the
reflected diffusion process on the interval [a,, b,] is an optimal state process. In other
words, the policy L, — L, is an optimal control policy, where L, and L, denote the
local times of the controlled process X at a, and b,, respectively. If the initial position
X (0—) is outside the interval [a,, b, ], then an initial jump to the nearest boundary
point is exerted at time 0. We also refer to Matoméki [21] and Weerasinghe [25] for
sufficient conditions for the optimality of such policies for general one-dimensional
diffusion processes under different settings.
Motivated by these recent developments, we make the following assumption:

Assumption 4.2 For each » > 0, there exist two numbers with 0 < a, < b, <
so that the discounted value function V,(x) of (2.6) is C2([0, 00)) and satisfies the
following system of equations:

rVe(x) =LV, (x) —h(x) =0, ¢; <V/(x) <c2, x€(arby),
rVe(x) = LV, (x) — h(x) >0, V/(x)=ci, x > b,, 4.3)
rVe(x) — LV (x) = h(x) >0, V/(x)=c2, x <ay.

In addition, the following assumption is needed for the proof of Theorem 4.4.

Assumption 4.3 The functions /4, i, and o are continuously differentiable and satisfies
inf yeqa,p] o2(x) > 0 for any [a, b] C (0, c0).

We now state the main result of this section.

Theorem 4.4 Let Assumptions 3.2, 4.2, and 4.3 hold. Then there exist positive con-
stants ay < by so that the following statements hold true:

(i) lim, o7V, (x) = Ao forall x € R.
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(ii) The reflected diffusion process on the state space [ay, by (if the initial point is
outside this interval, then there will be an initial jump to the nearest point of the
interval) is an optimal state process for the ergodic control problem (2.3). Hence
the optimal control policy here is given by ¢y = Ly, — Lp,, in which Ly, and Ly,
denote the local time processes at a, and by, respectively.

To prove Theorem 4.4, we first establish a series of technical lemmas.

Lemma 4.5 Suppose Assumptions 3.2 (i) and 4.2 hold. Then Ao > 0 if and only if
liminf, ga, > 0.

Proof Recall that the function V, € CZ%(0, c0) satisfies rV,(x) — X))V (x) —
%Gz(x)Vr”(x) — h(x) = 0 for x € (ar, b;) and V,(x) = cox + V,(0+) for x < a,,
where V,(0+) = lim, o V- (x) = V,-(a;) — c2a,. Therefore the smooth pasting prin-
ciple for V, at a, implies that V/(a,) = ¢z and V,”(a,) = 0. Thus it follows that

r(caar + V,(0+)) — coula,) — h(a,) =0 or
rV.(04+) = h(a,) + coplar) —reaay. 4.4)

(i) Suppose first that A9 > 0. Then Proposition 4.1 implies that any limit point of
{rV,(0+)} must be greater than 0. If there exists a sequence {r,} C (0, 1] for
which lim,,_, o a,, = 0, then passing to the limit as n — oo in (4.4) will give us
lim,,— 00 7, V;,, (04+) = lim,,—, 0 [h(ay,) + 2t (ar,)] < O thanks to Assumption 3.2
(i). This is a contradiction.

(ii) Now if liminf, o a, = 0, then using (4.4) again, we obtain lim,_, o 7, V., (0+) =
0 for some sequence {r,} such that lim, o1, = 0 and lim,,_,~ a,, = 0. This,
together with Proposition 4.1, indicates that Ag = 0.

Lemma 4.6 Suppose Assumptions 3.2 (i) and 4.2 hold. Then lim sup,. o by < 00.

Proof As in the proof of Lemma 4.5, we can use the smooth pasting for the function
V, at b, to obtain

0 <rV,(by) = ciu(br) + h(by). (4.5)

Suppose that there exists some sequence {r,} C (0, 1] so that lim, . 7, = 0 and
lim;,— o by, = 00. Now passing to the limit as n — oo in (4.5), we obtain

0< lim ryVy,(by,) = lim (c1a(by,) +hby,)) <0
n—00 n—00

thanks to Assumption 3.2 (i). This is a contradiction. Hence lim sup,. o b» < oo and
the assertion of the lemma follows. O

The following lemma can be obtained directly from Corollary 3.5 and Lemmas 4.5
and 4.6.
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Lemma 4.7 Suppose Assumptions 3.2 (i) and 4.2 hold. Then there exist constants
O<rg<land0 < Ky < Ky <ocosothat Ky <a, <b, < KpforallQ <r <ry.

Lemma 4.8 Let Assumptions 3.2, 4.2, and 4.3 hold. Then there exists a function
w, € C1((0, 00)) N C%((0, 00) \ {ay, by }) satisfying

3020w/ (x) + (00" (x) + ) w, (x) — (r — W/ @E)w,(x) +h'(x) =0,  x € (ar, by);

c1 S wr(x) <2, x € (ar, by),
wy(x) =2, wi(x) =0, x <ay,
wr(x) =c1, w.(x)=0, x > b,.

(4.6)

Proof Recall Assumption 4.2 indicates that V, of (2.6) satisfies

%o%x)v,”(x) ROV = V@) +h() =0, x € (@pb), (@47

c1 < V/(x) <c2, x€(a, by,

and
V!(x) = ¢z, forx <a,, V/(x)=cj, forx > b,, and
V! (x) =0forx <a, orx > b,.
Now differentiating (4.7) and denoting w, := V/, then w, satisfies (4.6). O

Lemma 4.9 Let Assumptions 3.2, 4.2, and 4.3 hold. Then there exist two positive
constants a, < by, a constant ly > 0, and a function wy € (0, 00) satisfying

F02 () w)(x) + p@wo(x) +h(x) =lo,  x € (as, by,

Cl S wO(x) S 2, X € (a*9b*)7

4.8)
wO(x) = C27 wé)(-x) = Ov X S a*7
wo(x) = c1, wy(x) =0, x > by.

Proof Thanks to (4.6), w, is uniformly bounded. Next we integrate the first equation
of (4.6) from a, to x (x € (a,, b,)) to obtain

1 X
Eaz(x)wi(x) = copl(ay) + h(ay) — p(xX)wr(x) +r / wr(y)dy — h(x). (4.9)

Thanks to Lemma 4.7 and the continuity of & and u, the right-hand side of (4.9)
is uniformly bounded on [K, K;] for all r € (0, ro], where rg, K1, and K, are the
positive constants found in Lemma 4.7. This, together with Assumption 4.3, implies
that {w/.(x), r € (0, rol} is uniformly bounded on [K, K2]. Consequently, {w, (x), r €
(0, ro]} is equicontinuous.
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Now we rewrite the first equation of (4.6) as

1
EGZ(X)wf(X) = —(0 ()0’ (x) + pNw.(x) + (r = W (D)w, (x) — k' (x),

x € (ar, by).

Since {w,} and {w,} are uniformly bounded and o, o/, 1/, and &’ are continuous, it
follows from Assumption 4.3 that there exists a positive constant K independent of r
such that

lw/(x)| < K, forall x € (a,, b;) C [Ki, K2], forany r € (0, rol.

This, together with the fact that w/.(x) = 0 for all x € [K1, K2]\ (ar, b;) (c.f. (4.6)),
implies that {w)., r € (0, o]} is equicontinuous on [K, K>].

Meanwhile, Lemma 4.7 implies that there exists a sequence {r,},>1 such that
lim,,—, o0 ¥, = O for which

lim a,, =a,, lim b, =b, (4.10)
n—oo n—oo

for some 0 < K| < a, < b, < K> < 00. Since u and & are continuous, we have
nli)rgo(czu(arn) + h(ay,)) = copulay) + hiay) =: ly.

Recall that (4.4) indicates r V,.(0+) = h(a,) + caopu(a,) — rcaa,. Thus [y is a limiting
point of {rV,(0+)}. This, together with Proposition 4.1, implies that [y > Xo.

Since {w,,} and {w;n} are equicontinuous and uniformly bounded sequences on
[K1, K2], by the Arzela—Ascoli theorem, there exists a continuously differentiable
function wp on [Kj, K] such that for some subsequence of {r,} (still denoted by
{r,}), we have

lim w,, (x) = wo(x)  lim w, (x) = wy(x). 4.11)
n—00 n—oo 'n

Passing to the limit along the subsequence {r, } in (4.9) and noting that w,, is uniformly
bounded, we obtain from (4.10) and (4.11) that

1
07w + p@wo(x) +h(x) =lo, X € (@x, by).

Since {w,, } and {w;n} are equicontinuous, we can extend wg to (0, 0o) so that wy is
continuously differentiable and that the third and fourth lines of (4.8) are satisfied.
That c; < wp(x) < ¢y for all x € (ay, by) is obvious. This completes the proof of the
lemma. O

We are now ready to prove Theorem 4.4.
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Proof Let the positive constants /g and a, < b, and the function wg be as in the
statement of Lemma 4.9. Define the function Q by

Ox) = /x wo(u)du, x € (0, 00).
0

Since wy is positive and satisfies (4.8), it is easy to see that Q is nonnegative and
satisfies

302()Q"(xX) + u(x) Q' (x) + h(x) =ly,  x € (ax, by),
Q'(x) = c2, x < ay, (4.12)
Q' (x) =cy, x > b,.

Without loss of generality, we assume that x is in the interval [a., b.]. Let X, be
the reflected diffusion process on the interval [ay, b,] with X,(0) = x; that is,

t

t
Xo(0) = x + / J(X())ds + / & (Xo()AW(s) + La. (1) — Ly, (1),
0 0

where L,, and L, denote the local time processes at a,. and b, respectively. Thanks
to Lemma 3.4, L,, — L, € o/, and X, is an admissible process.
We now apply Itd’s formula to Q (X (7)) and use (4.12) to obtain

Ex [Q(X«(T)]

T
=0+ T + Ex[ - / h(X«(s))ds + c2Lg, (1) — ClLb*(t)].
0

Rearranging terms, dividing both sides by 7', and then letting T — oo, we obtain

T
lim iEx[/ h(X(s))ds + c1 Ly, (T) — cha*(T)] = Io.
T—oo T 0

This implies that [ < X¢. Recall we have observed in the proof of Lemma 4.9 that
lp > Ao. Hence we conclude that [y = A¢ and ¢ = L,, — Ly, is an optimal policy.

Recall from the proof of Lemma 4.9 that /j is a limiting point of {r V,(0+)}. Since
Ao = lp, it follows that any limiting point of {rV,(0+)} is equal to 19. Moreover, for
any x € (0, 0o0), we have

limrV, =1 V, - V.0 limrV, (0
im PV, () = lim r(V, () =V, 04)) + lim 7V, 04)
= limrw,(@x)x + Ao
rl0
= o,

where 6 € [0, 1]. Note that we used the fact that w, is uniformly bounded to obtain
the last equality. The proof is complete. O
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5 The Cesaro Limit

This section establishes the Cesaro limit lim7_, o %VT (x) = Ao, where Vr(x) is the
value function for the finite-horizon problem defined in (2.7).

Theorem 5.1 Let Assumptions 3.2,4.2, and 4.3 hold. Then we have
. 1
lim —Vr(x) = Xo. 5.1
T—oo T

Proof The proof is divided into two steps.
Step 1. We first prove

1
lim inf —Vr(x) > Ap. 5.2)
T—oo T

Note that (5.2) is obviously true when Ao = 0. Now we consider the case when 1o > 0
and let K be a constant so that K < Xp. By (2.3) there exits an admissible control
¢ := (&, 1) € o so that

1 T

liminf —E, |:/ h(X(s))ds + cn(T) — 62§(T)} > K.
T—oo T 0

For any T > 0, by the definition of V7 (x), we have E, [fOT h(X(s))ds + cin(T) —

c26(T)] < Vr(x) and hence

1 r 1
K < liminf —E, |:/ h(X(s))ds +cin(T) — Qé(T)] < liminf — V7 (x).
T—oo T 0 T—oo T

Since K < Ag is arbitrary we conclude that A9 < liminfr_, %VT (x). This gives
(5.2).
Step 2. We now show that

1
lim sup TVT(X) < Xo. (5.3)

T—o0

To this end, consider any ¢ € ., for which E, [fOT h(X(s))ds +cin(T) — c2E(T)] >
(Vr(x) — 1) v 0, where X is the corresponding controlled process with X (0—) = x €
(0, 00).

Let r > 0 and consider the functions V, and w, defined respectively in (2.6) and
(4.6). Recall that w, = V/ € [c1, ¢2]. Hence for any x > 0, we can write

Vr(x) =V (0) +/ wr(y)dy = V- (0) + crx. (5.4
0
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We now apply Itd’s formula to the process e 7V, (X (T)) to obtain
E[e™" TPV (X(T A )]
TABn
=V, (x) +Ex|:/ e " (=rV, 4+ LV)(X(s))ds
0

+e V(X ())(dE(s) — dﬂc(s))}

—HEX[ > e”[Vr(X(S))—Vr(X(S—))]}

0<s<TABn

where 8, := inf{t > 0 : X(¢#) > n} and n € N. Since V, satisfies the HIB equation
(4.2), we have

Ecle™ TV (X(T A Bu)] < Vi (x)
T/\IBH
+ Ex [/ e "[=h(X(s))ds + c2dé(s) — Cldn(S)]]
0
Rearranging terms and using (5.4) yield

T ABn
E[ / e (X (s))ds — cadé(s) + qdn@)]}
0

< Vp(x) = Ex[e " TV (X (T A Bu))]
< Vo(x) = Ey[e " TV, (0) + e " T e X(T A By)]
<V, (x) = Ex[e 7Ty, (0)].

Then it follows that

T
Ex|:/ e " (h(X(s))ds — c2d&(s) + CIdn(S))] < Vi) —eTV0).  (55)
0

Using integration by parts, we have

T
e—rTEx[ / h(X(s))ds — 26 (T) + cm(T)}
0

T
=E, [/ e " (h(X(s))ds — c2dE(s) + qdn(S))]
0

T f
—rE, |:/ e ! |:/ h(X(s))ds — c2E(t) + cm(t)j|dt:|.
0 0
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Plugging this observation into (5.5), we obtain

T
e TR, [ / h(X (s))ds — c26(T) + cm(T)]
0
T t
svr(x>—e—’Tvr(0)—rEx[ / e—”[ / h(X(S))dS—CzE(I)Jrcm(t)}dt}
0 0
T
< V() = TV 0) + rea [ ¢ TELE(1)]dr
0

T
<V, () — e TV 0) + res / (K (" + Ka(0)dt
0

=V,(x)—e TV, (0) + c2KiGn! (1 —e T Z (r;)l> + Ky(x)(1 — e 1)
— !

r‘l

— (1= TV 0) + 1V, () = V()] + SR (et Z (rT)f
r’ ~
+ K@) (1 -,

where the third last step follows from (2.4). Now we pick r = % for some 6 € (0, 1)
and divide both sides by T to obtain

T
-S%Ex [ /0 h(X())ds — c28(T) + ¢ rl(T)]

=<

—e? Vi(x) —e %V, (0) oKy (x)n!T" ! s &
rv:(0) + - + = ( 2(:) 7 )

Ka(x)(1 —e™?)
——

Since lim; o7V, (0) = Ao thanks to Theorem 4.4, we first let § | O and then let
T — oo to obtain

T
lim sup %Ex[/ h(X(s))ds — c26(T) + cm(T)} < Xo.
0

T—o0

This is true for any ¢ € 7% and hence it follows that lim sup;_, o, VTT(X) < Ao;

establishing (5.3). The proof is complete. O

6 Geometric Brownian Motion Models

In this section, we apply the vanishing discount method to study a two-sided singular
control problem when the underlying process is a geometric Brownian motion. That
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is, we consider the following long-term average singular control problem

1 T
Ao := sup liminf —Ex[/ h(X(s))ds + cin(T) — czé(T)],
(e, T—oo T 0 (6 1)
. dX(s) = uX(s)ds + o X (s)dW(s) + d&(s) —dn(s), s >0, '
subject to
X0—-)=x>0,
where © < 0,0 > 0,0 < ¢| < ¢ are constants, / is a nonnegative function satisfying
Assumption 6.2 below, and the singular control ¢ = & — 1 is admissible as in Sect. 2.
In problem (6.1), the underlying uncontrolled process is a geometric Brownian
motion with state space (0, c0). Using the criteria in Chapter 15 of Karlin and Taylor
[17], we see that both 0 and oo are natural boundary points. Moreover, the scale and

. . . —2u Ao
speed densities are respectively given by s(x) = x o> and m(x) = ﬁxvz ,x > 0.

Remark 6.1 Let us explain why we need to assume u < 0 in (6.1). Suppose that
w > 0, then one can show that Ly = oo. Indeed, for any x > 0 and any sequence
tr — 00 as k — 0o, we can construct an admissible policy ¢(-) = (£(-), n(-)) as
follows. Let £(t) = O forallt > 0, n(r) = O fort < t; and n(t) = An() =
Xo(tr) = xexp{(n — %az)tk + o W(ty)} for all ¢t > t;. In other words, under the
policy ¢(-), the manager does nothing before time #; and then harvests all at time #.
Since Xo(fx) = x exp{(n — %0’2)[]( + o W(tx)}, we have

Ao > lim lI[-Ex [c1n(t)] = lim lIEx[cho(tk)] = lim lcl)ce’”" = 00.
k—o00 T k—o00 I k—o00 I
When = 0, in the presence of Assumption 6.2 below, we no longer have
limy_, oo (h(x) + cipux) < 0, thus violating Assumption 3.2 (i). Consequently the
vanishing discount method is not applicable. We will present in Sect. 6.1 a case study
which indicates for the Cobb Douglas function 4(x) = x?, p € (0, 1), the optimal
long-term average reward can be arbitrarily large.

We need the following assumption throughout this section:

Assumption 6.2 The function / is nonnegative and satisfies the following conditions:

(i) & is strictly concave, continuously differentiable and nondecreasing on [0, 00),
and satisfies 2(0) = 0;
(ii) 4 has a finite Legendre transform on (0, co); that is, for all z > 0

D), (z) :=sup {h(x) — zx} < oo. (6.2)

x>0
(ii1) h satisfies the Inada condition at 0, i.e.,

lim@ =

6.3
x0 X 6.3)
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Remark 6.3 Assumption 6.2 is common in the finance literature; see, for example, Guo
and Pham [8] and De Angelis and Ferrari [6]. The Inada condition at O implies that
the right derivative h’(0+) of the function # is infinity. If this condition is violated,
say, there exists some ¢ € [c1, ¢2] such that

h'(04) + pe <0, (6.4)

then one can show that Ay = 0.

Indeed, in the presence of (6.4), we can immediately verify that the function u(x) =
cx and A = 0 satisfy (3.1). Consequently it follows from Theorem 3.1 that Ao = O.
Moreover, we can construct an optimal policy in the following way. Suppose X (0—) =
x > 0.Let&(t) = 0and n(t) = An(0) = x; that is, the policy harvests all and brings
the state to 0 at time 0. The long-term average reward for such a policy is 0.

The main result of this section is presented next.

Theorem 6.4 Under Assumption 6.2, there exist 0 < a, < by < 00 such that the
reflected geometric Brownian motion on the interval [a, by is an optimal state process
(if the initial point is outside this interval, then there will be an initial jump to the
nearest point of the interval). In other words, the optimal value Ao of (6.1) is achieved
by ¢«(-) := L4, (-) — Lp,(+), in which L, (-) and Ly, () denote respectively the local
times of X at a, and by. Moreover, the Abelian and the Cesaro limits (2.5) hold.

Proof In view of Theorem 2.1, we only need to verify Assumptions 3.2, 4.2, and 4.3
hold. Assumption 4.3 obviously holds. Under Assumption 6.2, it is established in Guo
and Pham [8] that there exist two positive numbers a, < b, so that the discounted
problem V. is a classical solution to (4.3), which verifies Assumption 4.2.

It remains to show Assumption 3.2 holds. Since 2(0) = 0, we have lim, o[A(x) +

capx] = 0. In view of (6.2) and the fact that 1 < 0, we have h(x) — (=55)x <
@, (=5£) < oo. Consequently it follows that

. . —Cc1i cl1i
lim [A(x) + ciux] < lim |:d>h( ) - —Xx+ cluxi| = —00.
X— 00 x—00 2 2
Assumption 3.2 (i) is therefore verified. To verify Assumption 3.2 (ii), we recall that
the scale and speed densities of the geometric Brownian motion are respectively given

_ 2 21
by s(x) =x o> and m(x) = ﬁx o2 2, x > 0. Next we observe that condition (6.3)
h(y)

implies that there exists a positive constant § so that ;

Now let b > § > a. Then we have

b 8
C1 2 1) hy) 1 2_,
+/ h(y)m(y)dy = — +/ — —Gzyoz dy
a a

> —2ucy forall y € (0, §).

2s(b)  2s(a) 2s(a) y
e I g
__c — -2 o2 °d
> 2@ +02/0( me2)y y
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_ ) 1 1
YY) +”(s(a) - s(a))

¢ c
-— >

2s(a)  s(5)

’

by choosing a > 0 sufficiently small so that ﬁ > ﬁ This gives (3.4) and hence
verifies Assumption 3.2 (ii). O

6.1 Case Study: £ = 0and h(x) =x",p € (0, 1)

In this subsection, we consider the problem (6.1) in which u = 0and h(x) = xP, p €
(0, 1). We will demonstrate via probabilistic arguments that 1y = co. To this end, we
first present the following lemma.

Lemma 6.5 Suppose u = 0 and h(x) = x? for some p € (0, 1), then for all A > 0
sufficiently large satisfying

2 _1 - 1_ 2
P 51 < e-a and co)\P b ——1In2A, (6.5)
o2(1—p) 2 op
the function
2 P _ 22 ;
X ogx + Cx, if x > ay,

u(x) = o?p(1-p) o2 08 f * (6.6)

2 (x — ax) + u(ay), if0<x <ax

is twice continuously differentiable, nonnegative, and satisfies the following system

Lu(x)+h(x)—1=0, if x > ay,

c1 <u'(x) < e, ifx > ay, ©67)
Lu(x)+hx)—1r<0, ifx <ay, '
u'(x) = c2, ifx < ax.

Here a, = AP and C = ¢y — #’im 1_%
Proof Note that condition (6.5) implies that C > ¢; — %5 = % > c1. The fact
thatu € CL1((0, 00)) N C2((0, c0) \ {a.}) is a direct consequence of the definition of u
in (6.6). Detailed calculations reveal that lim |4, #” (x) = 0 and hence u € C?(0, 00).
In addition, the equalities in (6.7) can be verified by direct computations. We next show
the inequalities in (6.7) hold as well.

For x < a,, we have

Lu(x)+h(x)—A=hx)—A<h(ay) —1=0.
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For x > a,, we have

2 2

/ - = =1
2 2 2)
u”(x) = __pr—z + —2x_2 = —2x_2(1 —xP)<0.

o o o
These imply that u/(x) < u'(a,) = cp for all x > a,. Also we notice that
limy_ 00 4’ (x) = C > cy1. Hence it follows that ¢; < u/(x) < cp for all x > ay.

2 A > 2 1
Also observe that u(a*) = m(m — Klnk) + Cir = m(; — p))\. +
1

(cz)J’_l — % In A)A > O thanks to the second inequality of (6.5). Hence u(x) > 0
for all x > 0. The proof is complete. O

Proposition 6.6 Suppose u = 0 and h(x) = x? for some p € (0, 1), then Ly = oo.

Proof For any A > 0 satisfying (6.5), we construct a policy whose long-term average
reward equals A. Since X is arbitrary, it follows that Ao = oco. To this end, recall that
ax, = AP Let b, = log a, and consider the drifted Brownian motion reflected at
by:

V(1) = by — %azt +oW(@)+ o) > by, >0,

where ¢ () = — infofsft{—%a% + o W (s)}. One can verify immediately that ¢ is a
nondecreasing process that increases only when () = b,; i.e.,

13
¢ (1) =/0 L,y (Y (5))dep (s). (6.8)

Now let X (7) := e¥ . Note that X(0) = a,. By It6’s formula, we have

0'2 O'2
dX(t) = ( -+ 7>X(r)dt + o XOAW () + X(1)de (1)
= o X()AW (1) + dLa+ (1), (6.9)

where L, (t) := fot X (s)d¢ (s). We make the following observations.

(i) X(t) = a4 forall t > 0. This is obvious since ¥ () > b, for all t > 0.
(i1) L., is anondecreasing process that increases only when X (t) = a.. Indeed, using
(6.8) and note that X () = a, if and only if 1 (¢) = b, it follows that

t t
La(t) = / X(5)d(s) = / X(5) Loy (¥ (5))db (s)
0 0 (6.10)

t t
:/o 1o,y (X (s)) X (s)d (s) =/O L,y (X (s))dLax(s).
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We now apply Itd’s formula to the process u (X (¢)), where X is given by (6.9) with
X (0) = ay. Since X (t) > a, for all t > 0 and u satisfies (6.7), we have

tABn IABn
E[u(X(t A B)] = ulay) +1E[ / Lu(X(s))ds + / u’(X<s)>dLu*<s>}
0 0
tABn
= u(ay) + E|: - / h(X(s))ds + oLy, (t A ,3n):| + AE[? A B,
0

where 8, := inf{t > 0 : X(tr) > n} and n € NN (a,, 00). Since u is nonnegative,
rearranging the terms yields

tABn
E[ | rexenas = e m} < uaz) + XElt A Bul.
0

Now dividing both sides by ¢, and passing to the limit first as n — oo and then as
t — 00, we obtain

t
lim sup 1E|:/ h(X(s))ds —c2Lg, (t):| <A (6.11)
0

1—0o0

In view of Sect. 15.5 of Karlin and Taylor [17], the process X of (6.9) has a unique
stationary distribution w(dx) = axx2dx,x € (ax, 00). The strong law of large
numbers [18,Theorem 4.2] then implies that as t — oo

t o0
%/ hn(X(s))ds—>f h,(x)w(dx), a.s.
0 A

where h,(x) := h(x) An and n € N. For each n € N, the random variables
{% fot h,(X(s))ds,t > 0} are non-negative and bounded above by n. Thus we can
apply the bounded convergence theorem to obtain

hmE[/ﬁAmmm}szmummn

—0o0

On the other hand, since & > h, and h, 1 h, we have

t—0o0 n—o00 t—0o0

1 13
11m1anE|:1/ h(X(s))ds:| = lim 11m1anE|:1/ h(X(s))ds]

v

t
lim liminfE[%/ h,,(X(s))ds]
0

n—0o00 —0o0

o
= lim/ hy, (x)m(dx)
n—0o0 J,

/wh@mmm
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Y
G Y (6.12)
1-p 1—-p

where the second to the last line follows from the monotone convergence theorem and
the equality in the last line follows from the fact that a, = A/,

We next estimate E[L,, (¢)]. To this end, we observe from the third equality of
(6.10) that

t
Lo(t) = /O Ly (X ()X (5)d(s) = ax (1),

andhence E[L,, ()] = a+E[¢(¢)]. Onthe other hand, since ¢ (t) = —infossst{—%ozs
+oW(s)} = supOSSt{%azs + o (—=W(s))}, it follows from (1.8.11) of Harrison [9]

that
S —y — Lo?t
P{p(1) <y} = <I><—2) - ey®<—2),

o/t o/t
where @ is the standard normal distribution function ® (x) := f o ﬁ 2 dz. Then
we can compute
E[¢ (1]
= 02D (oNi)2) + ﬁfd? - Ooo yey<p<_y;7&‘;2/2)dy. (6.13)

To estimate the last integral, we use the tail estimate for the standard normal distribution
function (see, for example, [7,Sect. 7.1]):

- () /oo e Tay 2 a e 0
—d(x) = e >[x" —x e , x>0,
x 2 Y

to obtain

2 2
—y —t 2 t 2
CI)( y—to”/ ):1—(I)<y+ 0/)
o1 ot
o/t [ ot } 1 _o+e?p?
- 1-— e 2021 .
y+102/2 (y+102/2)? | /2x

Moreover, we have

2
lim “_ﬁ[l_(o_']:m.

>%00yy+to2 2 +t02/2)2
y
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Therefore, for any ¢ > 0, there exists an M > 0 so that

oAt |:1 ot

YS¥22l T G xial22

] >o1(1—¢) forally > M.
Then we can compute
[
e —
0o’ N

e’} 2
—y—ta/Z)
> ALY A I
—/My ( ovi )7

s ' 24 1 _o+e?2)?
>/ yve” G\/; |:1— g 5 2i| e 2% dy
M y+ta2/2 (v +10°/2)" |27

/00 \/_ 1 v _(y+ta§/2)2 q
> o/t(l —e) ede 2021 y
0 2
M 292
1 _ (y+ta?/2)
— o /1(l —¢) ede 2wk dy
/0 V2

MeM
> o/1(1 —)o1®P(o1/2) —o/i(l —¢)

NoI S
Plugging this estimation into (6.13) gives
o2t
Yoo
El¢ ()] < 0t (0v/1/2) + % — o1l —)aVid(ov/1/2)
M
oIl —e) Ajz_n
_oZt oM
=2t (o1/2)e + % +o il — g) ik
Hence, we have
lim sup ]E[La* ] = hm sup ]E[a*cb(t)] < 0*028 (6.14)

—>0o0

Now combining (6.12) and (6.14) yields

1 t
lim me[ f h(X(s))ds — caLg, (t)] > ) — cra,0°¢.
—> 00
Since ¢ > 0 is arbitrary, it follows that

—>00

t
hm1nfE|: / h(X(s))ds — cha*(l)i| > A
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This, together with (6.11), implies that the policy L, of (6.10) has along-term average
reward of A. The proof is concluded. O

7 A Direct Solution Approach

In the previous sections, we obtained the solution to the ergodic two-sided singular
control problem (2.3) via the vanishing discount method. A critical condition for this
approach is that we need to first solve the discounted problem (2.6). In this section,
we provide a direct solution approach to the problem (2.3).

Let us briefly explain the strategy on how to derive A of (2.3). First we focus on a
class of policies that keeps the process in the interval [a, b]. The proof of Corollary 3.5
shows that the long-term average reward for such a policy is equal to A(a, b) of (3.8).
Next we impose conditions so that A (a, b) achieves its maximum value A, = A(ay, by)
atapair 0 < a, < b, < co. The maximizing pair (a, b,) further allows us to derive
a C? solution to the HIB equation (3.1). This, together with the verification theorem
(Theorem 3.1), reveals that Ao = A, and the (ay, b,)-reflection policy is an optimal
policy.

This approach is motivated by the recent paper [1], which solves an ergodic two-
sided singular control problem for general one-dimensional diffusion processes. Note
that the setups in Alvarez [1] are different from ours. In particular, the cost rates
associated with the singular controls are all positive in Alvarez [1]. By contrast, our
formulation in (2.3) has mixed signs for the singular controls 1 and £. We also note that
Theorem 2.5 in Alvarez [1] only proves that the (a., b, )-reflection policy is optimal in
the class of two-point reflection policies. Here we observe that the (a,, b,)-reflection
policy is optimal among all admissible controls by the verification theorem.

Recall from the proof of Corollary 3.5 that the long-term average reward for the
(a, b)-reflection policy is equal to A(a, b) of (3.8). Now we wish to maximize the
long-term average reward A (a, b). First, detailed computations reveal that

O sty = "D bab
% (av )_ M[a,b][ (a’ )—772(“)]»
9@y = k) - aab)
op @0 = gy (0 = Aa bl
where
T (x) = h(x) +cipu(x), and m(x) =h(x)+ cou(x). (7.1)

Therefore the first order optimality condition says that a maximizing pair a, < by
must satisfy

Aax, by) = 71 (bs) = m2(ax). (7.2)
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Furthermore, (7.2) is equivalent to

by

(m2(6) = ma(@))m (@)dx + - (bcf 0, (1.3)
by _
/ (m1(x) — 71 (b))m(x)dx + 22 = (7.4)
a 2s(ay)

To see this, we note that using the definition of A(a, b) in (3.8), we can write

SMa.b) = M[( )b][ 1(b) = (a, b)]
_ Aﬁ[(:)b](/b 71 (bym (x)dx — fabh(")m(")d" ok 2;(261))
_ %( 1) - m@ymds + / oy - zsc(lb> " 2;(2@)
_ ’"(") (/ (r1(6) = mm(dx + 31)

This gives the equivalence between A(ay, by) = m1(b,) and (7.4). The equivalence
between A(ay, by) = mp(ay) and (7.3) can be established in a similar fashion.

To show that the first order condition (7.2) or equivalently the system of equations
(7.3)—(7.4) has a solution, we impose the following conditions:

Assumption 7.1 (i) The functions 2 and wu are continuously differentiable with
K (x) > 0 for all x > 0. In addition, 4(0) = u(0) = 0.

(ii) Fori = 1, 2, there exists an x; > 0 such that 77; (x) is strictly increasing on (0, X;)
and strictly decreasing on [X;, 00). In addition limy_, » 71 (x) < 0. Consequently,
there exists a by > x; such that 1 (by) = 0.

(iii) It holds true that

imint | [ () — 71 oy mdy + =2 ] 5 0 7.5)
nglilon A 71(y) — w1 (bo)Im(y)dy @) > 0. (7.

Remark 7.2 'We remark that Assumption 7.1 (i) is standard in the literature of singular
controls; see, for example, [1, 3] and [26]. Condition (ii) is motivated by similar
conditions in Alvarez [1] and Weerasinghe [26]. In addition, these conditions are
satisfied under the setup in Guo and Pham [8] as well. Condition (iii) is a technical
one and it guarantees the existence of an optimizing pair 0 < a, < b, < oo satisfying
the system of equations (7.3)—(7.4); see the proof of Proposition 7.4.

Remark 7.3 We also note that the extreme points X7, X1 in Assumption 7.1 must satisfy

X7 < X1. Suppose on the contrary that X; < X». Then since 71 achieves its maximum
at x and 3 is strictly increasing on (0, X7), we have

i (E) =h'GE) +ep'G) =0, and  my(E) =1 (%) + i’ (F1) = 0.(7.6)
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On the other hand, Assumption 7.1 (i) says that A’(x;) > 0. This, together with fact
that 0 < ¢1 < ¢2 < oo, implies that

. . . . h'(x1) e
(X)) = h'(R) + oap' () =h'(&) — e P

2y < 0
C1

resulting in a contradiction to (7.6).

Proposition 7.4 Let Assumption 7.1 hold. Then there exists a unique pair 0 < a, <
b, < oo satisfying the system of equations (7.3)—(7.4).

Proof Since X < X thanks to Remark 7.3, we only need to consider two cases:
m2(X2) = w1 (%1) and w2 (X2) < 71 (%1).

Case (i): mp(x2) > m1(x1). In this case, thanks to Assumption 7.1, there exists a
y1 € (0, xp] suchthat w5 (y;) = 71 (X1). In view of Remark 7.3, we have y; < X, < Xj.
In addition, Assumption 7.1 also implies that for any a € [0, y;], there exists a unique
b, € [X1, bo) such that 71 (b,) = 73 (a). Consequently we can consider the function

C1

2
m—m, ae[O,yl].

by
L(a) = / h(x)m(x)dx — w1 (by)M]a, b,] +
’ 7.7

Using (3.7) and the fact that 1 (b,) = m2(a), we can rewrite £(a) as

ba

(@) = [ ) - m@in@xds + 22
@= | @ - n@in@dr + 5=
ba _
= | e = m G + %

Since by, = X1, we have

X1 _
tn) = / [11(x) — 11 GDIm ) dx + S
i 2s(y1)

Recall from Assumption 7.1 that 7 is strictly increasing on (0, 1) and ¢ < ¢p.
Hence it follows that £(y;) < 0.

Next we show that £ is decreasing on [0, y;] and hence £(0+) := lim, ¢ £(a) exists.
To this end, we consider 0 < a1 < ap < y; and denote b; = b,, fori = 1, 2. Since
w1(b1) = ma(ay) < ma(ap) = 71 (by) and 7y is decreasing on [X1, 00), it follows that
X1 < by < by. As aresult, we can compute

by

h(x)m(x)dx—{—f h(x)m(x)dx

by

—my(by)Mlay, bi] + w1 (b2)M|az, bs]
Cl () C] 2

T 50D " @) 2502 | 25(a)

az

Uar) — t(az) = /

ai
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a by
_ f [ra () — maan)m(dx + [ (o) — 71 (b)) Im(x)dx
ai

by

+ [m1(b2) — 71 (b1)IM|[az, ba].

Thanks to Assumption 7.1, the terms 7y (x) — ma(ay), m1(x) — m1(b1), and w1 (b2) —
m1(by) are all positive. Therefore £(a;) — £(az) > 0 as desired.

Using Assumption 7.1 (iii), we have £(0+) > 0. Since the function ¢ is also
continuous, there exists a unique a, € (0, y;] such that £(a,) = 0. Denote b,. = b,, €
[X1, bo). Then

by Cl 2
0="{(ay) = /a* h(x)m(x)dx — 101 (bs) Mlax, by + 25(by)  2s(as)

by c) (o) C1 (o)
- / 200 = (@)l = 5 G5 ¥ astan T 250 25(an)
by _
= / a0 = Tl + %

This gives (7.3). Similar calculations reveal that

b cl—C2
0=4t(a,) = [71(x) — w1 (bs)Im(x)dx +
ax 2s(ax)

)

establishing (7.4).

Case (ii): mp(X2) < m1(X1). In this case, for any a € [0, X;], there exists a b, €
[%1, 00) such that 7 (a) = 71(b,). Consequently we can define the function £(a) as
in (7.7) for all a € [0, x3]. Let y; € [X], 00) be such that 72 (X2) = 71(y2). Then we
have b;, = y> and

R 2 R 1 —
L(x2) = [m2(x) — m2(X2)Im(x)dx + 3
X S()’z)

<0

The rest of the proof is very similar to that of Case (i). We shall omit the details for
brevity. O

Proposition 7.5 Let Assumption 7.1 hold. Then there exist a function u € C%([0, 0))
and a positive number L, satisfying the HJB equation (3.1).

Proof Let(0 < a, < b, < 0o be as in Proposition 7.4 and define

A -—;[/b*h() ()dx + —4 2 } (1.8)
T Mlan b L e T T 250 T 250 | '
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In addition, we consider the function

cr1x + [ 2s(u) [ m1 () — Aulm()dydu,  x € [ay. by,
ux) = yei(x —by) +uby), x > by, (1.9)

c2(x — ay) + u(ay), X < Q.

We next verify that the pair (u, A,) satisfies (3.1). First it is obvious that u is continu-
ously differentiable and satisfies u’(x) = ¢| for x > by and u/(x) = ¢, for x < a,.

Next we show that u is C2 and satisfies Lu(x) 4+ h(x) — A, = 0 for x € (ay, by).
To this end, we compute for x € (a, by):

by
W(x) =ci+25x) [ [m1(y) = redm(y)dy,
p(x) b

u’(x) = —4s(x) )

[71 () = Aslm(y)dy + 25 () [—71 (x) + Aslm(x).

Consequently it follows that u satisfies Lu(x) + h(x) — A, = 0 for x € (ax, by).

To show that u is C2, it suffices to show that u is C? at the points a, and b.
Recall that a, < b, and A, satisfy (7.2) thanks to Proposition 7.4. Therefore it follows
immediately that u’(by—) = c| and u”(b,—) = 0. In addition, we can use (7.4) to
compute

by _
u'(a+) =c1 + 2S(a*)f [r1(y) — Adm(y)dy = c1 + ZS(a*)CZZ—C1 = ¢,
as s(as)
and
" _ m(as) b
u(asx+) = —4s(ax) o2 (@) [1(y) = Asdm(y)dy + 2s(as)[—m1(ax) + Axlm(as)
= —4s(ay) ma) ¢l 2 [—mi(as) + Mgl

02(ay) 2s(a) o2y
=—;%5ﬂq—qmmg+mmu—MJ

=0,
where the last equality follows from (7.2). Therefore we have shown that u €
C2((0, 00)).

Recall that the function 7| is decreasing on [X1, c0) and b, € [X], 00) by the proof
of Proposition 7.4. Therefore for any x > b,,

Lu(x) +h(x) —Ax = crpp(x) + h(x) — A = m1(x) — As < T1(bs) — A = 0.

Similar argument reveals that Lu(x) + h(x) — A, < 0 for all x € ay.
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It remains to show that u’(x) € [c1, 2] for x € (ay, by). To this end, we first
consider the function

bs
k(x) = [m1(y) — Aedm(¥)dy, x € [ax, by].

X

We claim that k is nonnegative, which, in turn, implies that v’ (x) = ¢ +2s(x)k(x) >
c1 on [ay, b,]. To see the claim, we consider two cases. (i) If w1(y) > A, for all
v € [as, by], then k(x) > O for all x € [a, by]. (ii) Otherwise, since a, < X < X1,
b, > X1, the monotonicity of 7r; implies that there exists a y; € (ay, by) so that
1 (y) — Ay 1S negative on [a,, y1) and positive on (y1, b,). Consequently the function
k is increasing on [a, y1) and then decreasing on (y1, b,). On the other hand, we have
k(by) = 0, and thanks to (7.4), k(ay) = ;i(_ail) > (. Therefore we again have the claim
that k(x) > 0 for all x € [ay, bs].
Finally, to show that v'(x) < ¢ on [ay, bs], we consider the function

p(x) = k(X)+ 2 - ) x € [ay, by].

Note that p(by) = ;(b‘z < 0. In addition, p(as) = €(as) = 0 thanks to the proof of

Proposition 7.4. Next we compute

ci—c 2px)
2 o2(x)s(x)

p'(x) = — (1 (x) — A m(x) + = (s — m2(x))m(x).
As a result, if L, — mo(x) < O for all x € [ay, by], then p(x) < p(ay) = O for all
X € [ay, by]. Otherwise, using the monotonicity assumption of 775 in Assumption 7.1,
there exists some y» € (ax, by) so that A, — mp(x) < O for x € [ay, y2) and > O for
x € (y2, by]. This, in turn, implies that p(x) is decreasing on [a,, y2) and increasing
on (y2, by]. In such a case, we still have p(x) < 0 for all x € [ax, b«]. Then it follows
that 2s (x)k(x) < c» — c¢1 and hence v'(x) = ¢1 + 2s(x)k(x) < c».

To summarize, we have shown that the function u of (7.9) is C? and satisfies

Lu(x) +h(x) =i =0, ¢; u'(x) <c2,  x € (ay, by),
Lu(x)+h(x) —re <0, u'(x)=co, x < ay,

Lu(x)+h(x) —ie <0, /' (x) =cy, X > by.

In particular, (u, A,) satisfies the HIB equation (3.1). This concludes the proof. O
Now we present the main result of this section.

Theorem 7.6 Let Assumption 7.1 hold. Then there exist 0 < a, < b, < 00 so that the
(ay, by)-reflection policy is optimal for problem (2.3). In addition, Ly = Ay, where hy
is defined in (7.8).

Proof Since (u, A,) is a solution to the HIB equation, where the function u of (7.9)
is bounded from below, it follows from Theorem 3.1 that Ao < A,. Furthermore, the
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proof of Corollary 3.5 says that the long-term average reward of the (ax, b,)-policy is
equal to A, and therefore optimal. The proof is complete. O

Example 7.7 In this example, we consider the ergodic two-sided singular control prob-
lem for the Verhulst-Pearl diffusion:

dX (1) = uXO)(1 — yX(©)dt + o X(O)AW (1) + d&(1) — dn (1),

where u > 0 is the per-capita growth rate, % > 0 is the carrying capacity, and 6> > 0
is the variance parameter measuring the fluctuations in the per-capita growth rate. The
singular control ¢ := & — 7 is as in Sect. 2. Here, we can regard £(¢) and 7 (t) as the
cumulative renewing and harvesting amount up to time ¢, respectively. The scale and
speed densities are

—aeya(x—l)’ a—Ze—ya(x—l)’

1
s(x) =x m(x) = —X x>0,
o

where o = i—‘; Detailed computations using the criteria given in Chapter 15 of Karlin
and Taylor [17] reveal that both 0 and oo are natural boundary points.

For positive constants ¢; < ¢ and a nonnegative function £ satisfying Assump-
tion 6.2 (i) and (ii), we consider the problem

1 T
Ao ;= sup liminf —Ex[/ h(X(@))dt +cin(T) — czé(T)], (7.10)
o(yedd, T—00 T 0

where o7, is the set of admissible controls as defined in (2.4).

We now claim that Assumption 7.1 is satisfied and hence in view of Theorem 7.6, the
optimal value A of (7.10) is achieved by the (ax, b)-reflection policy, where 0 < a, <
b, < oo. Assumption 7.1 (i) is obviously satisfied. We now verify Assumption 7.1
(@ii). Fori =1, 2, we have m; (x) = h(x) 4+ c;jux(1 — yx) and hence

7/ (x) =h'(x) +cip —2cipyx, x> 0.

Noting that 2’'(x) > 0 and ¢;, u > 0, we see from the above equation that ni’ (x)>0
for x > 0 in a neighborhood of 0. Since 4 satisfies Assumption 6.2 (i) and (ii), it
follows that there exists some positive number M so that #’'(x) < 1 for all x >
M. Thus limy_, o 7/(x) = —oo. Then the continuity of 7/(x) implies that there
exists a X; > 0 so that 77/(X;) = 0. Furthermore, since 4 is strictly concave, h’(x) is
deceasing. Therefore ni’ (x) < O forall x > X;. Hence 7; is first increasing on [0, X;)
and then decreasing on [X;, 00). On the other hand, using Assumption 6.2 (ii), we
have lim,_, o 7; (x) = —o0 and hence there exists a by > X so that w1 (by) = O.
Assumption 7.1 (ii) is verified.

Finally, note that the arguments in the previous paragraph also reveal that m is
strictly positive on (0, bo). This, together with facts that 771 (bg) = 0 and lim, o % =
0, leads to (7.5) and hence Assumption 7.1 (iii) is in force. The proof is complete.
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