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Abstract: We present a new method for robust high-dimensional linear
regression when the scale parameter of the additive errors is unknown. The
proposed estimator is based on a penalized Huber M-estimator, for which
theoretical bounds on the estimation error have recently been proposed in
high-dimensional statistics literature. However, the variance of the error
term in the linear model is intricately connected to the optimal parameter
used to define the shape of the Huber loss. Our main idea is to use an
adaptive technique, based on Lepski’s method, to overcome the difficulties
of solving a joint nonconvex optimization problem with respect to the lo-
cation and scale parameters. Furthermore, by including a weight term in
the definition of the M-estimator, our consistency results hold even when
the covariates are heavy-tailed. We then derive asymptotic normality of a
one-step estimator constructed from the penalized Huber estimator, which
can be used to construct confidence regions for subsets of coordinates. The
one-step estimator is shown to be semiparametrically efficient when the co-
variates are sub-exponential. Our results substantially generalize previous
work on high-dimensional inference, derived under sub-Gaussian assump-
tions on both the covariate and error distributions.
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1. Introduction

Robust statistics, in its classical form, is a mature and established field [37,
57, 32]. Recently, notions from robust statistics such as e-contamination and
influence functions have surfaced in theoretical computer science and machine
learning [20, 48]. The use of the Huber loss in place of a squared error loss to
encourage robustness has long been adopted in engineering fields, as well [25].

In statistics, a small but growing body of work concerns analyzing high-
dimensional analogs of classical robust estimators [47, 78, 56, 10, 53, 23, 70,
71, 27]. The basic premise is that although it is relatively straightforward to
devise reasonable high-dimensional estimators, theoretical analysis may become
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somewhat trickier in high dimensions [2]. Furthermore, special care must be
taken when optimizing such objective functions over a high-dimensional space
[1].

Our previous work [53] developed a theory for robust high-dimensional linear
regression estimators using penalized M-estimation. The main contribution was
to show that global optima of ¢;-penalized M-estimators enjoy the same rates
of convergence as minimizers of the Lasso program, when the M-estimation loss
function is convex and has a bounded derivative—without requiring a Gaus-
sian or sub-Gaussian assumption on the additive errors. In fact, we also estab-
lished that local optima of penalized M-estimators with a nonconvex, bounded-
derivative loss are statistically consistent within a constant-radius region of the
global optimum, and such local optima may be obtained via a two-step process
initialized using a global optimum of the ¢;-penalized Huber loss.

However, a drawback of Loh [53], as well as other related work on penalized
M-estimation [23, 71], is that the theoretically optimal choice of the parame-
ter involved in defining the Huber loss depends critically on the scale of the
additive errors. This should not be surprising, given that similar complications
were recoghized in low-dimensional settings for location estimation, when prior
knowledge of the scale was unavailable [36]. The “adaptive” methods proposed
for low-dimensional robust regression [39, 34] are mostly heuristic suggestions
involving, e.g., computing the Huber regression estimate over a grid of values
and choosing the parameter that minimizes a surrogate for asymptotic vari-
ance. Even in low dimensions, a theoretical gap has remained in terms of how
to rigorously calibrate the Huber loss function in a finite-sample setting.

In this paper, we introduce a new solution to the problem of adaptively
choosing the scale parameter of a robust M-estimator. The key tool is Lepski’s
method, and the key observation is that whenever the Huber loss parameter
is larger than the true scale parameter of the additive errors, it is possible to
derive ¢1- and fs-error bounds on the global optimum that increase linearly
with the choice of Huber parameter. This allows us to apply Lepski’s method
to obtain an estimator that behaves comparably well to the oracle estimator.
Importantly, our method bypasses the hard optimization problem of jointly
estimating the location and scale. We note that Lepski’s method could also be
invoked in the low-dimensional, unpenalized setting to rigorously obtain robust
regression estimators without needing to optimize a nonconvex problem in an
ad hoc manner. In addition to relaxing the usual sub-Gaussian distributional
assumptions on the additive errors to a finite variance requirement, we also
show how to introduce a weight function to downweight leverage points, thus
allowing our theory to be applied to a broader range of heavy-tailed covariate
distributions, as well.

We further explain how our estimation results can be used to construct con-
fidence intervals for coordinates of the regression vector when the covariates are
sub-exponential. Our approach builds directly on recent literature from high-
dimensional inference [75, 43], where confidence regions are derived based on
asymptotic normality of one-step corrections of an ¢;-penalized M-estimator.
However, as the success of these methods relies on suitable nonasymptotic error
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bounds on the initial estimator, our results on the ¢;-penalized Huber esti-
mator fill a gap by providing an appropriate initial estimator which can be
used for a wider range of error distributions. One-step estimators themselves
originate from classical robust statistics [7], as a method for improving the ef-
ficiency of initial (and more computationally tractable) M-estimators. In the
same way, whereas the ¢i-penalized Huber estimator may suffer from a loss
of efficiency—especially when weight functions are introduced to tame the co-
variate distribution—we show that our proposed one-step estimators enjoy the
property of semiparametric efficiency, thus implying optimality of the resulting
confidence regions.

Related work: Other proposals for regression with heavy-tailed errors in-
clude work by Hsu and Sabato [35], Minsker [58], and Lugosi and Mendelson [55].
However, many of these methods focus on situations where the covariates are
well-behaved, and all of them assume knowledge of an upper bound on the error
variance. In contrast, our method produces consistent estimators under much
milder assumptions on the covariates, and encompasses situations where prelim-
inary scale estimates are notoriously difficult to obtain. Nonetheless, a benefit
of the methods introduced in the aforementioned papers is that they can also
be shown to be robust in situations where a constant fraction of the data is
adversarially contaminated [46, 19, 51, 18, 15, 67, 62, 3].

Another important related work is by Chichignoud et al. [17], who suggest an
adaptive method for tuning parameter selection in the Lasso based on Lepski’s
method. However, the main focus in that paper is in obtaining near-optimal
bounds on the f.-error. Importantly, the objective function still involves a
least-squares loss as in the classical Lasso, whereas our objective functions are
designed for robust regression and have the corresponding parameter linked to
the regularization parameter involved in the ¢;-norm.

On the topic of inference, Belloni et al. [6] introduced a different method for
constructing confidence intervals in high-dimensional regression settings based
on a one-step correction to £1-penalized M-estimators. Although this approach
is somewhat orthogonal to ours, one benefit of Belloni et al. [6] is that the
method can be applied to a broader class of M-estimators than ours, since
the smoothness conditions on the loss function are not as stringent. On the
other hand, our approach has benefits in terms of semiparametric efficiency for
estimation of multiple target parameters (cf. Remark 8 in Section 4.3 below).

Finally, we mention another recent proposal for calibrating the tuning pa-
rameter in high-dimensional penalized Huber regression [80]. This is a some-
what heuristic method based on iteratively solving the empirical version of
a system of equations which, at the population level, has a unique solution
equal to the theoretically optimal parameter. We end by noting that although
several alternative tuning-free approaches for high-dimensional regression have
been proposed, e.g., based on penalized quantile regression [11, 79, 77, 22], the
square root Lasso [5], or the Wilcoxon loss from nonparametric statistics [81],
to the best of our knowledge, these alternative approaches also require stronger
assumptions on the covariate distributions than we impose in our paper. It is
unclear whether the analysis in these papers could be extended to settings where
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weights are introduced to dampen the effect of outliers.

Notation: For a vector v € RP, we write supp(v) C {1,...,p} to denote the
support of v, and for an arbitrary subset S C {1,...,p}, we write vs € R® to
denote the vector v restricted to S. For a matrix M, we write [| M|, to denote the
{4-operator norm, and we write ||M||max to denote the elementwise f-norm.
We write vec(M) to denote the vectorized version of the matrix. Let Ry denote
the positive reals.

We use the notation ¢, C’, g, etc., to denote universal positive constants,
where we may use the same notation to refer to different constants as we move
between results. We use the abbreviation “w.h.p.” to refer to an event occurring
with probability tending to 1 as the problem parameters n,p — oco. We use the
standard big-O notation, so that two functions f(n) and g(n) satisfy f = O(g)
if there exist a constant C' and an integer ng such that f(n) < Cg(n) for all
n > ng. We also write f = ¢, and we define f 7= g (equivalently, f = Q(g))
analogously. Finally, for sequences of random variables {X,,} and {Y,,}, we write
X, = Op(Y,,) to denote boundedness in probability, i.e., for any e > 0, there

ii_’ >B6> < eforalln > ne.

n
n

exist a constant B, and an integer n. such that P (

We write X,, = op(Y},) to mean that );—T £ 1. We write f(n) = polylog(n) when

f(n) = g(logn), for some polynomial function g.

2. Background and problem setup

We begin by describing the regression model to be studied in our paper. We
also discuss several previously existing proposals in the literature.

2.1. Model and assumptions

Consider observations {(x;,y;)}" , from the linear model
yi = B + e, (2.1)

where 8* € RP is the unknown regression parameter vector. We will also assume
that [|5*]|o < k, where k < n < p, and denote S := supp(8*).

We will work in a random design setting, where the x;’s and ¢;’s are i.i.d.
draws from covariate and error distributions, such that z; Il ¢; and Ele;] =
E[z;] = 0. Our results could be adapted to the fixed design setting in a fairly
straightforward manner; however, we are primarily interested in a setting where
the distribution of the covariates is heavy-tailed, leading to high-leverage points.
We will denote the covariance matrix of the x;’s by X,. We will also assume that
Cmin < Amin(Z2) < Amax(Zz) < Cmax, for some constants cpin, Cmax € (0, 00).

Turning to the error distribution, we will assume throughout the paper that
o* := /Var(e;) is finite. We will assume that the distribution of €; is symmet-
ric, as is customary in classical robust statistics to ensure consistency of regres-
sion M-estimators. Note, however, that this is not a major limitation of our
work—we could first postprocess the data to obtain the transformed dataset
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2
{(W—\}g“l , IZF\;;”)}ZLZ : and then run the regression algorithm on these
points.

We will introduce additional assumptions on the distributions of the ¢;’s and
x;’s in Assumptions 1, 2, and 3 later. Recall the following standard definitions
of sub-Gaussian and sub-exponential distributions [76], which will be used in

the sequel:

Definition 1. We say that a random variable X is sub-Gaussian with parameter
o >0 if

—¢2
P(|X|>t) < 2exp (y) ;

for all t > 0. We say that a random vector X € RP is sub-Gaussian with
parameter o if v X is a sub-Gaussian random variable with parameter o, for
any unit vector v € RP,

Definition 2. We say that a random variable X is sub-exponential with param-
eter o > 0 if
—t
P(1X| > 1) < 2exp () ,
o

for allt > 0.

2.2. Previous work

We now briefly describe several previously proposed methods for robust linear
regression in high dimensions. We focus on methods that have been devised to
handle outliers in the covariates, since our proposed algorithm is provably con-
sistent when the covariate distribution is heavy-tailed, as well. (For additional
related work, see the references cited in the introduction.)

The sparse least trimmed squares (LTS) estimator [1] aims to optimize the
objective

h

~ . 1

Be argm,;n{ﬁ S +A||/31},
i=1

where the r?,’s are the sorted residuals {(y; — =7 8)?}7_; in ascending order,
and h < n is a truncation parameter. This is an ¢;-penalized version of the
least trimmed squares estimator [65]. Although sparse LTS has been shown to
perform well in simulations, only a heuristic algorithm has been proposed for
optimizing the objective, and statistical guarantees for both global and local
optima are absent from the literature.

The S-Bridge estimator [56, 70] is defined via the objective function

B € arg mﬁin {82(7“(5)) + MBI}
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where r > 0, and s(r(8)) is a robust scale estimator based on the residuals
{y; — 2T B}"_ ;. The M M-Bridge estimator is defined by

B € arg min l Y LE) MBI
5 e argmi {nzp<sw ))>+ wm},

i=1 1

where p is a robust loss function and B\l is an initial estimate of §*; for r = 1,
this method is also known as the M M-Lasso. Smucler and Yohai [70] derived
the asymptotic consistency of global optima when the loss function p is of a
redescending type, meaning that p’ is eventually equal to 0. However, the results
are asymptotic, and again, no guarantees are provided for the performance of
local optima, which may result from the optimization algorithm proposed by
the authors. Penalized S-estimators are further analyzed in Freue et al. [27].

Our work builds upon Loh [53], which studied local and global optima of
penalized M-estimators. The main contribution in that work is a rigorous non-
asymptotic analysis of global optima in the convex case, as well as an analysis
of certain consistent local optima when the objective function is nonconvex.
However, the success of the methods proposed in that paper require the param-
eter of the Huber loss to be chosen correctly, i.e., upper-bounding an expression
involving moments and tails of the error distribution. Since this information
would generally be unknown a priori, the question of how to choose the Huber
parameter in an adaptive manner remained unanswered.

Finally, we mention methods based on joint estimation of location and scale.
One natural approach is to jointly minimize the objective function

n R
G5 (+5)]

(or a high-dimensional analog thereof). However, even when the loss function is
convex, this leads to a highly nonconvex objective. Iteratively optimizing with
respect to § and o motivates the M M-estimator [83], but theoretical guarantees
in terms of both statistical consistency and convergence of the optimization
algorithm are largely absent from the literature. Huber [37] also proposed the
concomitant estimator:

(B,5) € argréliil{% Zﬁ (@) o+ aa} ) (2.2)

=1

where a is an appropriate constant to ensure Fisher consistency. The key insight
is that if ¢ is a convex function, the loss function £, (8,0) appearing in the
objective (2.2) is also jointly convex in (3, o). However, the choice of the correct
constant a to provide consistency is somewhat intricate. A small calculation
shows that if we denote L£(5,0) = E[L,,(8,0)], we have VL(5*, 0*) = 0 provided

el () - (2)
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holds. Thus, some prior knowledge of the distribution of ¢; is required to choose
a appropriately. In contrast, our method results in a consistent estimate of g*
whenever ¢; has a symmetric distribution. Another important issue is that if
£ is nonconvex—as is recommended to deal with high-leverage points in the
covariates—Huber’s estimator (2.2) would no longer be jointly convex, leading
to a more tricky analysis of local optima in the (3, c) parameter space.

3. Adaptive scale estimation

Consider the Huber loss function

u if Ju| <
gT<u>={2’ , Hhl<m

Tlu| — &, if Ju| > 7,

defined with respect to a parameter 7 > 0. Importantly, the Huber loss is
differentiable, and [|¢/ || < 7. We also define a weight function w : R? — R,
with characteristics which will be described later. We will study the behavior of
the ¢1-regularized Huber estimator

B, € arg mﬁm{% STl (@78 = yw(an) + mwnl} . (3.1)
=1

The idea of downweighting individual terms as a function of the covariates
is a classical idea from robust linear regression, where various authors studied
M-estimators of the form 1 3" v(z;)¢ ((#I 8 — y;)w(x;)), or more generally,
LS n(zi,al B — y;) (see Hampel [32, Chapter 6.3] and the references cited
therein). The motivation for introducing weights in classical settings was to
guarantee infinitesimal robustness of the regression estimator by ensuring that
the influence function stayed bounded even when the covariates were contam-
inated. Although our choice to introduce weights only within the individual
arguments of the loss function terms does not exactly coincide with the more
popular framework of Mallows or Schweppe weights from classical robust statis-
tics, one should keep in mind that the central study in our analysis is somewhat
different (concerning robustness to heavy tails in the covariate distribution,
rather than a study of influence or other notions of sensitivity). Nonetheless,
the idea of downweighting individual arguments can also be found in the paper
by Krasker [49]. See Remark 1 for more connections between suitable choices of
weight functions for our theory to hold and classical choices of weight functions
from robust statistics.

For our theory, we will assume that the weight function satisfies the following
properties:

Assumption 1. Assume that

(i) w(x;)x; is sub-Gaussian with parameter v,
(i) |[w||eo <1, and
(i) Amin (E [w?(z;)z:2T]) > s for some constant ¢}, > 0.
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Note that the conditions of Assumption 1 involve both the weight function
and the distribution of the x;’s. As noted in Section 3.1 below, when the z;’s
are well-behaved (e.g., sub-Gaussian), we may set w = 1, somewhat simplify-
ing the analysis. However, we do not in general assume that the x;’s follow a
sub-Gaussian distribution—Assumption 1 can be satisfied by arbitrarily heavy-
tailed distributions, as long as the weight function is chosen appropriately (cf.
Example 2 below).

The proof of the following theorem, based on arguments developed in Loh [53],
is contained in Appendix B. Recall that ¢* denotes the standard deviation of
the error distribution, and is assumed to be finite.

Theorem 1. Suppose the weight function satisfies Assumption 1. Suppose the
Huber parameter satisfies 7 > cr0*, the regularization parameter is chosen to

be A = 2cq4/ 105”, and the sample size satisfies n 7, klogp. Then the estimate

BT from 01 -penalized Huber regression with parameter T satisfies

= klo
1B = 82 < Ory =22, and

18 = B*llx < 4VE| B> — B*||2,
with probability at least 1 — c1p~°2, where the ¢;’s are universal constants.

logp
n

Importantly, the choice of A = 2¢g in Theorem 1 depends only on a
universal constant cg. This is in contrast to the usual Lasso, which requires the

tuning parameter A to be proportional to the unknown quantity o*.

We also comment on the requirement that 7 > c¢,0*, where ¢, is an appro-
priately defined constant. We will provide a method in the next subsection for
adaptively choosing 7 without prior knowledge of ¢*, with a guarantee that
the estimator obtained from our procedure is at least as good as the estima-
tor obtained by taking the theoretically optimal choice 7 = c,o*. However,
suppose momentarily that we are able to set the Huber parameter 7 equal to
c-o*, and consider for the sake of illustration that the ¢;’s are drawn from a
mixture distribution (1 — ¢)F + (G, where F' and G are both zero-mean sub-
Gaussian distributions with sub-Gaussian parameters op < o¢g, and ( is the
mixing probability. Standard results on sub-Gaussian distributions imply that
the mixture distribution is also sub-Gaussian, with parameter bounded by o¢.

Thus, Lasso theory implies that HB\LaSSO—ﬁ* l2 S og4/ MCT’LJ. On the other hand,
the variance of the mixture distribution is a weighted combination of the vari-
ances of F and G, hence is bounded by a constant multiple of (1 —()o% + (0.
If ¢ is close to 0, the result of Theorem 1 translates into the ¢9-error bound
||[§T = B2 2 TUF\/% on the ¢i-penalized Huber estimator. If op < og,

this can lead to significant gains in the estimation error in comparison to the
Lasso.
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3.1. Examples

We now explore the applicability of Theorem 1 in some specific examples. In
particular, we will discuss combinations of weight functions and covariate dis-
tributions under which the conditions of Assumption 1 are satisfied.

Example 1 (Sub-Gaussian distributions). When the distribution of x; is sub-
Gaussian, we can simply choose w = 1; i.e., we do not need to downweight any
of the terms in the objective (3.1) in order to obtain the desired error bounds.
Indeed, the vanilla form of Huber regression is known to perform well when
leverage points are not present. In particular, the distribution of w(x;)x; is sub-
Gaussian, and provided Amin(Xz) > ¢min > 0, we have Apin (E [wQ (xz)xza:ZT]) >
Cmin, aS well.

Example 2 (Spherically symmetric distributions). Now assume that the distri-

bution of x; is spherically symmetric, meaning x; 4 RU, where U is uniformly
distributed on the unit sphere and R is a scalar random variable. Then ¥, is a
multiple of the identity; for this illustration, assume X, = I for simplicity. We
present families of distributions such that

w(z) :min{l,bx—\/'i} (3.2)

will satisfy the desired properties for sufficiently large p, where b > 0 is a con-
stant which does not depend on p.

We first verify Assumption 1(i). Recall that \/—”w L which is uniformly
distributed on the surface of the sphere of radius \/p, is sub-Gaussian with pa-
rameter o = O(1) [76, Theorem 3.4.5]. Hence, for a unit vector v € RP, we
have

P(jw(z)zi v > t)

=B (o7l 2 4 il < 0yB) + B (VBT > s > b)

[T 24 t ) <|v x| t >
IP’( >— | +P >
[zill2 — by/p lzillz — by/p

—¢2
< 4dexp <02b2> ;

from which it follows that w(x;)x; is sub-Gaussian with parameter O(b) (cf.
Definition 1).
Next, note that for any unit vector v € RP, we have

oTE [ Q(xi)xixr} v

IN

:cll

il

=0 E [z;2] 1 {||lzi]2 < by/B} v+ v"E [62 s1{||lzill2 > b\/p}| v

vTE |b

|| H21{||x7”2 >b\/_}]
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~ o5 1 f“ - e |17 11{||xz||2<b\/_}}

Pllaill3

zizl b2p(xTv)? 2
> o8 [y | o= B | (PHEE ) e <, 09)
Zi|l3 2112

using the Cauchy-Schwarz inequality in the last line.
Since the covariance matriz of the uniform spherically distributed vector
\/EH;W is the identity [24, Theorem 2.7], the first term on the right-hand side

of inequality (3.3) is equal to b2. For the second term, we use additional proper-
ties of moments of spherically symmetric distributions. By Lemma 17, we can

compute
(p(x?v>2>2 s
i 13 ’

We now study conditions for which

lim E

p— o0

P ([lzi]3 < 6%p) < % (3.4)

in which case inequality (3.3) implies that

Amin (E [w2($z)$1$?]) >

)

o]

giving Assumption 1(iii). Note that

P (J|zill3 < b*p) =

z <

If ©; ~ N(0,1), this inequality will certainly hold for any b < 1 for sufficiently
large p, since the x;;’s are i.i.d. and the empirical average concentrates. More
generally, Guédon and Milman [31] established a similar concentration inequal-
ity when x; is a log-concave distribution, with later generalizations to distribu-
tions with heavier tails [26].

In the aforementioned cases, the left-hand side of inequality (3.4) actually
tends to 0 as p — co. However, we only need the expression to be upper-bounded
by a constant. Inequality (3.4) can be rewritten as

'B\H

P(R* <b’p) < ! (3.5)

=~ = 1_27
where we recall that E[R?] = p due to the assumed isotropy condition. Theo-
rem 2.9 of Fang et al. [2]] provides the density function for R, from which the
condition (3.4) can further be verified for sufficiently small b for various classes
of distributions. Note that this line of argument allows the random variable R,
and consequently also x;, to be arbitrarily heavy-tailed, as long as it possesses a
finite second moment.
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Finally, note that while Example 2 is stated for spherically symmetric dis-
tributions, a similar weight assignment would work if the z;’s were elliptically
symmetric, instead, i.e., Bx; is spherically symmetric for a well-conditioned
matrix B € RP*P. In this case, we could define the weight function w(z) =

min {1, Hg%} and follow nearly identical derivations as above. Thus, in prac-

tice, one might choose to define the weights according to w(x;) = min{l,

H@\fl\ }, where © is an estimate of £~1.
]2

Remark 1. The choice of weight function (3.2) is a special case of the family
of weight functions studied in classical robust regression literature [32, Chapter
6.3], where wp(z) = min {1, M} for B € RP*P. Optimal choices of B have
accordingly been derived to satisfy various criteria, e.g., maximum efficiency
subject to bounds on the gross-error sensitivity and/or local-shift sensitivity,
in which case the choice of parameters is implicitly derived from the desired
upper bounds. Note, however, that since we are only interested in obtaining high-
probability error bounds of the correct order, we do not need as fine-grained a
characterization of the matriz B as in the classical setting. Thus, our discussion
in Example 2 above, which specifies that B =< ﬁ, is sufficient for our purposes.

See also Krasker and Welsch [50] and Huber [38].

3.2. Lepski’s method

We now discuss Lepski’s method [52, 9, 14, 59]. Consider Ty and Tmax such
that Tmin < ¢70" < Tiax. Let 7 = Tmin2’, and define

\7 = {] > 1: Tmin < Tj < 27—max}~

Note that | 7| < log, (ZTM)

Tmin

Let B(j) denote the output of the regression procedure with 7 = 7;, and define

. . . L . ~ ~ [klo
jx = min {] ceJ:Vi>jst.ied, By *ﬂ(j)”z <207, ngp
= ~ lo
and [|B) — Byl < 8CTiky/ sp} (3.6)

(We define j, = oo if no such indices exist, but we will show that j. < oo, w.h.p.)
Thus, to compute j,, we perform pairwise comparisons of regression estimates
obtained over the gridding of the interval [Timin, 2Tmax]-

Note that if our goal were simply to obtain ¢s-consistency, we could apply
Lepski’s method where j, is defined only with respect to comparisons involving
the £s-error. However, we will need £;-error bounds for the one-step derivations
later, so we include both deviations in the screening process here. We then have
the following result:
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Theorem 2. Under the same conditions as Theorem 1, with probability at least

4 max —c
1—log2<T >cpc,
Tmin
we have

> * * k’lO ~ % " 10
1By — B*ll2 < 6Ccro ,/%, and By — B < 24Cc,0 W%.

The proof follows from straightforward algebraic manipulations and is con-
tained in Appendix C.

Note that Lepski’s method does not correspond to a standard grid search
over 7, which would be more reminiscent of the adaptive robust estimation
procedures described in the introduction. Indeed, for each candidate value of 7,
we perform a type of guided comparison between different values of 7, rather
than simply choosing the value of 7 that gives rise to the smallest value of some
objective function. Furthermore, the output of a Lepski-type procedure does not
necessarily correspond to the [, arising from the “optimal” choice of 7 < o*.
Rather, we are guaranteed that the ¢;- and fs-error of our final estimate is
comparable to the error of the estimator generated using the optimal parameter.
In contrast, the adaptive procedures appearing in robust statistics literature
suggest a method for choosing the optimal ¢ by minimizing an approximation
of the variance of the estimator thus produced.

Remark 2. Note that our algorithm based on Lepski’s method requires knowl-
edge of the sparsity level k, which is one drawback of the procedure. An upper
bound k' would also be sufficient, in which case the comparisons used to deter-
mine j. in equation (3.6) would involve k' rather than k. On the other hand,
the error guarantees would then also be looser.

We would also need to have an explicit value for C in order to apply Lep-
ski’s method. As seen from the proof, the constant C appearing in our bounds
depends on universal constants; the choice T of the parameter used for the ro-
bust loss function; and distributional properties of x; (i.e., the eigenvalue bounds
{Cmin, Cmax; Coyin })- The last point is somewhat unsatisfactory. However, in prac-
tical applications, we might imagine having numerous observed values of the x;’s
available, from which we might be able to estimate these quantities. Importantly,
we emphasize that our proposed method does not require any information about
the distribution of the €;’s, which we would not be accessible without a good
initial estimate of B* in practice.

Although we do not include the derivations here, a similar procedure based
on {-error comparisons could be used to obtain an estimator based on Lep-
ski’s method with f¢-error guarantees on the same order as the ¢;-penalized
Huber estimator with a theoretically optimal parameter. Furthermore, such a
procedure would not involve knowledge of the sparsity, since {.-error bounds

are typically O (\/ 1"%) and do not depend on the sparsity. On the other
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hand, one would need to impose slightly stronger assumptions in order to derive
{o-error bounds [53].

3.3. Rough scale parameter bounds

Our application of Lepski’s method requires specifying choices of Ty and Tax-
We now describe how to select these values in a reasonable manner. We assume
we have prior knowledge of the constant ¢,, which only depends on characteris-
tics of the covariate distribution and not the unknown error distribution. Then
it suffices to compute rough bounds [opin, Omax] on ¢*. By independence, we
have

Var(y;) = Var(z] %) + Var(e;).

2

ax t0 be a rough estimate

Hence, we have (6*)? < Var(y;), and we may select o
of Var(y;).

Various estimators for population means exist that only involve weak distri-
butional assumptions. For instance, the “median of means” estimator takes as
input n ii.d. observations Xi,...,X,, and then computes the means {i; }le

n

of the K disjoint subsets of N = | ] observations, for a parameter K. The
overall estimate irrons is the median of the means {fi;}/< .

Accordingly, we propose to take o2, = 263, .,, where 53, ,, is the median-
of-means estimator computed from the dataset {y?}7 ;. Assuming the existence
of (2+ €)-moments of x; and ¢;, and using the concentration inequality provided
in Lemma 13 of Appendix H, we have

; ax — 28]2\40M 2 E[yﬂ > Var(ei) = (U*)Q

m

ag

and 3 3
Urznax < §Var(y’b) = 5 ((ﬁ*)TzIﬁ* + (U*)Q) ;
with probability at least 1 — cexp(—c'n).
We now turn to the problem of choosing omi,. Consider the choice oyin =
Zyy<, for some integer M. Let § be the final output of Lepski’s method. We
have the following result:

Theorem 3. Suppose Lepski’s method is performed on the {1-penalized Huber

problem with o2, equal to the median-of-means estimator of Var(y;) and omin =

axpc. Suppose T B* and €; have finite (2 + €)-moments. If

st (37508 4 (0°)?) < (o), (37)

> k1
1B = B*l> < 6Cero™\ =2, and (3.8)
n
= * " lo
18— B°lls < 24Ce 0"k | 2L, (3.9)

’
—C

we have

with probability at least 1 — cMp



5946 P. Loh

Note that if M = o(p¢'), the bounds (3.8) and (3.9) in Theorem 3 hold w.h.p.
If we define the signal-to-noise ratio SNR : % then inequality (3.7)
can be rewritten as log,(SNR 4+ 1) X M, which is a fairly mild assumption. In
particular, if Apax(2,) and ||5*||2 are bounded, then SN R is also bounded and
we can even choose M to be a constant. Finally, note that some knowledge of
the curvature of the covariate distribution (i.e., maximum eigenvalue of ¥,) can
be helpful in determining the choice of M necessary for inequality (3.7) to be
satisfied. Note also that in practice, we would not want M to be too large, since

the computational complexity of the algorithm will increase linearly with M.

4. One-step estimators

Although we have established the consistency of our estimators under rather
weak distributional assumptions on the z;’s and ¢;’s, the presence of the weight
function w(z) may lead to poor efficiency. Classical theory for regression M-
estimators suggests that efficiency might be improved by using a loss which is
governed by the specific form of the error density. The theory of M-estimation
from classical robust statistics also recommends one-step estimators for im-
proved efficiency [65, 45, 69, 29]. In this section, we address the problem of im-
proving efficiency by studying one-step modifications of the estimators proposed
in the previous section. Note that recent results in high-dimensional inference
have led to theoretical derivations based on similar types of one-step estimators
to those analyzed here.

We begin by presenting the “one-step” adjustment which may be performed
on an initial estimate [ to obtain a final estimate b with desirable asymptotic
normality properties. The statement of our main theorem about asymptotic
normality is provided in Section 4.1, where we also discuss conditions on 8 and
additional assumptions to be imposed on the covariate and error distributions
in order for the results of the theorem to hold. In particular, the theory from
Section 3 shows that the ¢;-penalized Huber estimator is a suitable choice for
6 In Section 4.2, we expand upon the specific sense in which b is a more ef-
ficient estimator than ﬂ when the score function ¢ is chosen appropriately. In
Section 4.3, we provide a method for constructing confidence regions for subsets
of regression coefficients based on b, which is a natural corollary of our result
on asymptotic normality. _ _ _

Consider a differentiable score function 1, and let A(l/)) E[w’(ei)] Based on
an initial estimator ﬁ , define the empirical estimate A( ) Zz 1 w (yi x?ﬁ)
Following Bickel [7], we then define the one-step estimator

o 0O 1~ .
b=B+=="=> ¥y — =] B, (4.1)

where © is a suitable estimate of ©, = 71, to be described in the sequel.
For the theory in this section, we will change our notation slightly and adopt
the language of scale families. Thus, we write ¢; = 0¢&i, where the ;s are 1.i.d.
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random variables from a fixed reference distribution, and o¢ isan unknown scale
parameter (note that 02‘ agrees with o*, the standard deviation of ¢; defined
earlier, up to a constant factor).

As suggested in Bickel [7], we use a score function v, of the form 9, (t) =
%w (%), and plug in an estimate o of the scale parameter 0. Then the one-step
estimator (4.1) becomes

/b\ i - 5 \Yi T
B+ ¢ n;w

where

n

Atws) = > vplu 7B = Z¢< ‘/3>, (4.3

and the scale estimate ¢ is obtained from the consistent regression parameter
estimate 3 via G = \/% S (g — x;fFB\)Q/Var(&). For ease of notation, we will
redefine the term A\(zp) to be equal to the expression (4.3), and let A(y) =
E [hpv!(@)]-

Example 3. The choice ¢ = _Tf,, where [ is the density of & (assumed to
be smooth), will play a prominent role in our analysis. This corresponds to the
derivative of the negative log likelihood function. In the case when & ~ N(0,1),
we then have ¥(t) =t and ¥'(t) = 1, in which case formula (4.2) reduces to

b= X XP),

which is the “debiased Lasso” [15, 43, 13, 41, 85]. However, in that line of work,
E is always taken to be the output of the usual MLE-based objective, whereas we
take B to be a more general robust high-dimensional estimator with guaranteed
statistical consistency properties even when the covariate or error distributions
are non-sub-Gaussian.

We now discuss how to obtain a suitable estimate © of ©,. Note that Bickel [7]
xTx ) - xTx
n n

~ 1
proposes to use © = ( ; however, when p > n, the matrix is not

invertible. We instead choose © to be the graphical Lasso estimator [86, 28],
obtained by solving the following convex optimization program:

A 3 T/\ ..
O € arg o tr (@ E) —log det(©) + /\; 1©i5] ¢, (4.4)
i#j
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for a suitable choice of &. In particular, we define S to be the entrywise MoM

estimator of the values ¥, i.e., ¥;i is the MoM estimator based on {z;;x} 7.

The reason for choosing this estimator rather than the simpler sample covariance
xTx

matrix & = == will become clear in the statement of Theorem 4 and proof of

Proposition 1 below, which proceed by deriving a high-probability bound of the
form ||§ — Y2 lmax 3 1/ 10%. Although such a bound would hold for the sample

covariance matrix if the x;’s were sub-Gaussian, it behooves us to impose such
stringent tail assumptions. See also Remark 5 below for an alternative approach
involving a reweighted sample covariance matrix and its connection to classical

robust regression literature.

4.1. Asymptotic normality

We now derive the limiting distribution of the one-step estimator. Our argu-
ments involve Taylor expansions of the function 1, so for simplicity, we assume
that v is thrice-differentiable. We also assume that i is an odd function, and
suppose the derivatives of 1 are bounded: [|¢)'|| oo, |tV || os | || oo < 00, where
1) denotes the s™ derivative. Extensions to cases where ¥ does not satisfy
these smoothness criteria (e.g., corresponding to the Huber loss function) may
be derived via more careful arguments, but we omit the details here.

We now present the assumptions we will make on the covariate and error
distributions in order to guarantee asymptotic normality of the one-step esti-
mator. Our theorem will be stated assuming that ( satisfies a suitable error
bound; thus, if we wish to use the Huber estimator for 5, we will also need the
covariates to satisfy the conditions of Assumption 1 in order to guarantee that
the results of Section 3 hold, as well.

We make the following assumptions on the distribution of the covariates:

Assumption 2. Assume that the marginals x;; are sub-exponential with pa-
rameter o, for all 1 < j < p. Also suppose min,<;<p Var(z;j) > ¢1 for some
constant c¢; > 0.

Note that the conditions imposed on the covariates in this section are some-
what stronger than the conditions imposed in Section 3 (cf. Assumption 1),
since we no longer include a weight function to temper the effect of heavy tails.
Thus, unlike the scenario described in Example 2, Assumption 2 does not permit
the covariates to have arbitrarily heavy tails. On the other hand, we actually
do not require the full power of sub-exponential tails: As our analysis shows,
as long as we have a high-probability bound of the form || X||max 3 polylog(p)
(cf. Lemma 6), the theorems of this section will still continue to hold under a
sample size condition of the form n = k% polylog(p).

We also impose the following assumptions on the additive errors:

Assumption 3. Assume that

(i) E[¢}] < oo, and
(i) ¥(&) is sub-exponential with parameter o¢ = O(1).



Scale calibration for high-dimensional robust regression 5949

Note that the conditions appearing in Assumption 3 are fairly mild, e.g., if ¥
is bounded, then condition (ii) holds regardless of the tails of ¢;. Furthermore,
if the ¢;’s are Gaussian and 1 corresponds to the MLE of &;, then v is the
identity function and condition (ii) is again satisfied. However, on top of the
finite variance bound imposed in Section 3, we now assume that the fourth
moments of the ¢;’s are finite.

Our main result is the following:

Theorem 4. Suppose Assumptions 2 and 3 hold and n = k? polylog(p), and B
satisfies the error bounds

18 =51 = Op (N/’“jfp), and |8 =52 = Op (k\/b%) (4.5)

Also suppose

|&-e.

n

=0p (k 10gp> . (4.6)

Let P; denote the projection onto any set of m = |J| coordinates of fized di-
mension. Then the one-step estimator (4.2) satisfies

~ 2(¢.
VaPs(by — %) -5 N (0’ m ' (@m)JJ> ;

as n,p — 0o.

The proof of Theorem 4 is contained in Appendix D. In particular, the er-
ror bounds (4.5) follow directly from the guarantees for the Huber estimator
derived in Theorem 3 (under the additional distributional conditions stated in
Assumptions 2 and 3).

Altogether, we conclude that the limiting distribution of the high-dimensional
estimator, restricted to m coordinates, agrees with the result of Bickel [7] for
low-dimensional robust M-estimators.

Remark 3. Note that the assumption n = k? polylog(p) is somewhat stronger
than the sample size condition n 7, klogp usually required for consistency in
statistical estimation, in the sense that n = Q(k?) as opposed to n = Q(k) (cf.
Theorem 1). However, a similar gap also appears in the analysis of van de Geer
et al. [75] and Javanmard and Montanari [43] in the random design setting.
As noted by a reviewer, it would be interesting to see whether this sample size
requirement could be improved using more refined arguments, but to the best of
our knowledge, existing work on the Lasso [14, 4] relies heavily on a Gaussian
distributional assumption on the covariates and the specific form of the least-
squares objective.

Remark 4. We may also compare this result with Section 8 of van de Geer et
al. [75], in which Lasso debiasing results are derived for general convex loss func-
tions. Translating to the linear model with i.i.d. (but not necessarily Gaussian)
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additive errors, the proposed one-step estimator takes the form
Ep:BJrA Zp i — T ﬂzz, (4.7)
where B 1s the solution to the {1-penalized program
Be argngn{ Zp —aT6) + Alﬁlll} (48)

and p is assumed to be a smooth convex function. Furthermore, @p is defined to
be a sparse approximate inverse of the matrix % Z?:l P (yi — xZTB)zzx?

Although clear similarities exist between the one-step estimator (4.7) and the
expression (4.2), with p' taking the place of v, the one-step estimator (4.7) is
only guaranteed to be asymptotically normal when standardized appropriately.
Furthermore, note that the M -estimator (4.8) is not designed to be robust to
contaminated covariates, and in order to obtain appropriate error bounds, much
stronger assumptions must be made on the distribution of the x;’s. Importantly,
our proposed one-step estimator involves using one loss (the Huber loss) to de-
fine the initial estimate B, and then a separate score function i, which does
not necessarily correspond to a derivative of the Huber loss, to obtain both (a)
robustness and (b) efficiency.

Finally, we provide conditions for the inverse covariance matrix estimator Oto
satisfy the error bound (4.6). Suppose X, satisfies the a-incoherence condition,
defined by

* * —1
max [[T¢s(Ts) 7|, <1 - o, (4.9)
where a € (0,1], and we denote I'* := ¥, ® ¥, and S = supp(©,). We also
denote ks = [|S.[l; and kr = |[(T55) ;-

Combining a high-probability deviation bound on || —,|max (cf. Lemma 11
in Appendix H) with standard derivations for the graphical Lasso [63] yields the
following result:

Proposition 1. Suppose Assumption 2 holds and n - polylog(p). Also suppose
O, satisfies the a-incoherence condition (4.9) and the regularization parameter
satisfies

1 1 -1 1 1 1)t
o8P <A< ( + 1) min 3 (a/83—|— ) .
o n 6krk Ky /@Eﬁp 8Kk

With probability at least 1 — exp(—cn), the graphical Lasso estimator (4.4)
computed with respect to the entrywise MoM estimator ¥ satisfies supp(©) C
supp(0,,), and

~ " _ o
16 — O lhmas < 2[[(T56) I, (14 5) A
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In particular, if each row of ©, is k-sparse, we also have the bound

* —1 o
<2, (14 2) M

The proof of Proposition 1 is contained in Appendix E. We see that the final

Jo-e.

conclusion of the lemma, with A =< 4/ 10%, furnishes the deviation bound (4.6).

Note that simply applying Theorem 1 in Ravikumar et al. [63] would produce
a weaker result than we want, since the concentration result in Lemma 11 would
fall into the category of “polynomial-type tails,” thus yielding a suboptimal
sample size requirement. Instead, we derive a statistical error guarantee suitable
for our setting, building upon some of the key lemmas in Ravikumar et al. [63].

Remark 5. Welsch and Ronchetti [82] studied higher-order expansions of var-
ious one-step estimators using different proposals for the Hessian term, and
pointed out that the critical characteristic for equivalence of first-order terms
s a certain bound on the rate of convergence of the Hessian to its expectation.
Our estimator (4.2) is most closely related to the “method of scoring” one-step
estimator discussed in Welsch and Ronchetti [82]. However, the direct analog
of that estimator would involve inverting the matrix S = %l ?:1 w?(z;)zxT,
instead. The main result in Theorem 4 would still hold, since Assumption 1(i)
would be enough to guarantee concentration of S to its expectation XY, so that
the inverse computed with respect to the graphical Lasso would also converge to
OY = (Z¥)~1 (c¢f. Proposition 1). On the other hand, since ©¥ is generally a
biased estimator of ©,, we would not have the semiparametric efficiency results
derived in Section 4.2.

4.2. Semiparametric efficiency

To make the notions of increased efficiency more precise, we now analyze the
one-step estimator by, from the point of view of semiparametric efficiency. In
particular, consider the semiparametric regression model

yi = o} Bo + go(vi) + €i,

where the distribution of the €;’s is unknown and our goal is to estimate the
unknown vector fy from i.i.d. observations {(y;, z;,v;)}1,. Recall the notion of
semiparametric efficiency:

Definition 3. An estimate B of By is semiparametrically efficient if it is reqular
(i.e., /n(B — Bo) is asymptotically normal), and the asymptotic variance is
minimal among all reqular estimates of By.

Additional background material is included in Appendix A. In particular,
Theorem 7 states that a lower bound on the variance of any semiparametrically
efficient estimator is given by

- (|

E [(z - Efz]v]) (= — E[wlv])T]> ;
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where f denotes the density of e;.
For a fixed set of indices J C {1,...,p}, we partition the linear model as

yi = (@) 585 + (x) 5B + e
and consider it as a subclass of the semiparametric regression model

yi = (x) 587 + 90 () s) + €. (4.10)
We then have the following result, proved in Appendix F:

Theorem 5. Suppose we have i.i.d. observations from the linear model (2.1).
Suppose | = %, where f is the pdf of the distribution of &, and the initial

estimate 5 satisfies the conditions of Theorem 4. Then the one-step estimator
(by)J is semiparametrically efficient for the model (4.10).

Theorem 5 shows that just as in classical asymptotic theory for M-estimators,
a one-step correction with ¢ function equal to the (negative) derivative of the
log likelihood will yield an estimator with the same asymptotic properties as
the maximum likelihood estimator. However, a benefit of using the one-step
estimator by rather than directly using the maximum likelihood estimator is
that the latter may be difficult to compute, especially when the negative log
likelihood is nonconvex and/or the scale parameter of the error distribution is
unknown. Our theory shows that using the Huber estimator B for initialization
sidesteps both of these potential issues, since the Huber loss is convex and our
procedure via Lepski’s method adapts to the scale.

Remark 6. The notions of efficiency we have just described should be contrasted
with the discussion of efficiency contained in Loh [53]. Importantly, our present
results do not require any conditions for correct support recovery of the regression
estimator, which were rather strong requirements imposed in the theory of the
aforementioned paper. Furthermore, by using a one-step estimator, we do not
require a second subgradient optimization routine performed on a monconvexr
objective function in order to achieve efficiency, since a one-step modification
of the global optimum of the convex surrogate is sufficient for our purposes.

Finally, we note that another notion of semiparametric efficiency was recently
studied in Jankova and van de Geer [40], involving a more complicated infinite-
dimensional model that is allowed to change with n. It was shown that when
O, is a sparse matrix, the same bounds may be established for semiparametric
efficiency; however, van de Geer [73] showed that without the sparsity condition,
the variance of an efficient estimator may in fact be lower. We suspect that these
notions could also be adapted to the setting of robust regression estimators
discussed in our paper, but such derivations are beyond the scope of our present
work.

4.3. Confidence intervals

Our results from Section 4.1 naturally allow us to derive confidence intervals
with the correct asymptotic coverage, which we briefly describe here. Further-
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more, the semiparametric efficiency result of Section 4.2 provides a type of
“optimality” guarantee for the size of the confidence region. We again consider
a fixed subset J C {1,...,p}, where |J| =m.

For an error probability o € (0,1), we write B, s to denote the subset of R’
corresponding to the direct product of m intervals of the form

[cpl (1+ (12a)1/m> ! <1+(12a)1/m>] 7

where ® is the cdf of a standard normal random variable. In particular, if
Z ~ N(0,I,) is an m-dimensional Gaussian random vector with i.i.d. stan-
dard normal components, we have

]P’(ZEB%J):<1—2<1—ﬂ)>m:1—a. (4.11)

We have the following main result, proved in Appendix G. We impose one
additional condition involving the boundedness of (¥2)” in order to facilitate
our derivations.

Theorem 6. Let |J| = m be a fized set of constant cardinality. In addition to
the assumptions of Theorem 4, suppose ||(¥?)" ||oo < 00. An asymptotically valid
(1 — a)-confidence region for the projection B% of the regression vector onto J
s given by

1 ~ 1/2
Pyby, + T = : (@JJ) Ba,s. (4.12)

Note that the region (4.12) is a (pointwise) linear transformation of Ba, .

In the case m = 1, the confidence region for a fixed coordinate j reduces to
the interval

(3),ii,\/%2?‘1w2<yi;m>. o, .
MV GA() /

Note that as in Javanmard and Montanari [43], the set B, s could be replaced
with any other set of measure 1 — a under an m-dimensional standard normal
distribution.

Note that Theorem 6 is a result that holds for any choice of score functions 1,
not necessarily corresponding to the score function of the true pdf. Importantly,
we can construct valid confidence intervals without needing to know the true
distribution of the ¢;’s. However, in order to construct optimal intervals, we
would need to use the correct 1 function corresponding to the distribution.

Remark 7. As mentioned in Remark 4, our recipe for constructing confidence
intervals resembles the proposal of van de Geer et al. [75]. However, the key
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difference is that the vanilla Lasso estimator would in general not achieve the
correct rates of consistency in order for the confidence intervals to be asymp-
totically valid for the prescribed sample size scaling. Similarly, Javanmard and
Montanari [43] include a section in their paper discussing how to construct
confidence intervals in the case of mon-Gaussian noise; however, again, they
assume that the noise and covariance distributions are sufficiently well-behaved
to guarantee fast convergence of the initial Lasso estimator. A way to correct
this would be to use the Huber estimator as an initial estimator rather than the
Lasso; see the simulations at the end of Section 5.2 for additional discussion
and an empirical comparison.

Finally, it is worth discussing the relationship between our proposed method
and the robust inference procedures studied in classical robust statistics. These
include robust Wald-type and likelihood ratio tests [64, 32], which are more gen-
erally applicable to hypothesis testing scenarios involving linear combinations
of predictors. Our method resembles Wald-type tests in the sense that they are
constructed with respect to a robust M-estimator, and also include robust esti-
mates of the (inverse) covariance—however, our results are primarily designed
for hypothesis testing of single coordinates. It is an interesting open question
to see if analogs of the robust Wald-type or 7-tests [64] could be derived in the
high-dimensional setting. It is plausible that such tests exist using an initial
M-estimator such as the regression estimator introduced in this paper (cf. van
de Geer and Stucky [74] and Sur et al. [72] for some theory in the non-robust
setting).

Remark 8. As pointed out by a reviewer, an alternative approach proposed
by Belloni et al. [6] does not require incoherence assumptions (4.9) on the in-
verse covariance matriz, which are required to ensure the validity of our method.
However, since the method of Belloni et al. [6] is a coordinatewise approach,
it leads to confidence regions which are direct products of confidence intervals
for individual components. This misses out on the optimality property of our
confidence regions which is derived from the semiparametric efficiency of our
regression estimator; note that in general, the confidence regions constructed in
equation (4.12) may correspond to affine transformations of cuboids which are
not direct products of intervals.

5. Simulations

We now report the result of experiments that we performed to validate our
theoretical predictions.

5.1. Summary of procedure

We first briefly summarize the steps of the robust regression procedure:
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1. Compute rough lower and upper bounds on the scale, using the median

of means estimator with tolerance 6 and K = LS log (%) A %J groups:

2 _ 9.2 _ Oms
Oiax = 203 1opr> a0d Omin = Cav

2. Compute the ¢1-penalized Huber M-estimator ET for all 7 in a grid of
values within [¢;0min, ¢+Omax], according to the program (3.1).

3. Use Lepski’s method to adaptively choose B = B(j*), according to the
rule (3.6).

4. Use one-step estimation to improve efficiency, with Zw defined according
to equation (4.2), with 3 from Lepski’s method and © from the graphical
Lasso.

Composite gradient descent: In order to obtain the estimators BT in the
second step above, we employ the composite gradient descent algorithm, which
has fast rates of convergence for convex functions [60]. Specifically, the updates
are

B4t € argmin {£.(8) + (VLL(B), B = B') + 318 = 813 + A (18] |

2

— S (ﬁt _ %vmg%) ,

where Sy, (B) is the soft-thresholding operator defined componentwise accord-
ing to

. AT
(5 =siwn(s) (1551 - 27 )

+
Note also that

VL) = = S0 (78 — (e wla)e:
i=1

5.2. Synthetic data

We first ran experiments involving synthetic data to check the validity of our
theory. The simulation results confirm that our estimator is (a) consistent and
(b) efficient. For (a), we provide simulation results under two different scenarios:

(i) Additive errors are drawn from a heavy-tailed distribution, but covariates
have a sub-Gaussian distribution.
(ii) Both z;’s and ¢;’s are drawn from heavy-tailed distributions.

In case (i), we generated the z;’s from a standard normal distribution. The €;’s
were generated from a t-distribution with five degrees of freedom, to make the
fourth moment finite (recall that moments of order five and above do not exist).
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Iz-error for regression, heavy-tailed errors Iz-error for regression, heavy-tailed covariates & errors
0.4 0.4
p—— —b=05
0.35 —G=03 0.35 —b=1

Cy =05 b=5
0.3 — G =07 03 —b=10
——Cy=09 —b=20

—x- Lasso estimator 0.25F ™ b=30
: —x- Lasso estimator

(a) (b)

Fic 1. Plots comparing f2-error of our Huber regression estimator with tuning parameter
chosen adaptively using Lepski’s method, for p = 100, k = 4, and increasing values of n.
In plot (a), covariates were generated from a multivariate normal distribution and additive
errors were generated from a t-distribution. In plot (b), covariates were generated from a
Laplace distribution and additive errors were generated from a t-distribution. Individual points
represent an average over 10 independent trials. The performance of the Lasso (dotted line)
is also shown in the figure.

Independently, with probability 0.1, we then multiplied each ¢€; by 10 to simulate
further heavy-tailed contamination. Finally, we scaled the additive errors by 0.1.
In case (ii), we generated the ¢;’s in the same manner as in (i), but generated
the coordinates of the x;’s independently from a Laplace distribution with mean
0 and scale parameter 1. Note that in this case, the marginals of the z;’s are
sub-exponential.

Further implementation details are as follows: We set the error tolerance
4 = 0.05 for the MoM estimator, and took oy, = 2‘;2‘573 and (¢, C) = (1,20)
for the Lepski gridding. We defined the weight function according to the expres-
sion (3.2), using b = 1 for the simulations in (i) and a range of values for the

logp
n

simulations in (ii). We defined the regularization parameter to be A = 0.5

for the simulations in (ii) and A = C) 10% for a range of values for C for the

simulations in (i). We chose the problem dimensions to be p = 100 and k = 4,
and defined 8* to have 1’s in the first four components and 0’s everywhere else.

Figure 1(a) shows the ¢y-error of the adaptively tuned Huber estimator in
setting (i), using a range of A\ values. Figure 1(b) shows the fs-error of the
adaptively tuned Huber estimator in setting (ii), using a range of A values.
For comparison, we also include error curves for the vanilla Lasso, where the
tuning parameter was chosen using 10-fold cross-validation. As expected, the
error of both the Huber and Lasso estimators appears to decrease to zero with
n. However, the Huber estimator tends to perform better than the Lasso, and
the gap becomes more noticeable when both the covariates and errors are heavy-
tailed. The precise values of C\ and b do not seem to affect the performance of
the Huber estimator too heavily.
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Irerror for robust regression losses, heavy-tailed covariates & error

Fi1Gc 2. Plots comparing £2-error and variance of estimators obtained via Lepski’s method
(red) and Lepski’s method followed by a one-step correction (blue), when p =100 and k = 4.
Covariates were generated from a Laplace distribution and additive errors were generated from
a t-distribution. Panel (a) shows the error ||B—3*||2, averaged over 10 trials. Panel (b) shows

the empirical variance of Bj; for each of the four monzero regression coefficients, computed
with respect to 10 trials. The coefficients are distinguished in the figure using different line
markings.

In order to explore (b) the relative efficiency of the Huber estimator in com-
parison to its one-step correction, we borrowed some implementation details
from the settings described in (a). We generated the coordinates of the x;’s
from a Laplace distribution with mean 0 and scale parameter 1. We generated
the ¢;’s from a t-distribution with five degrees of freedom, scaled by 0.1. We set
the error tolerance § = 0.05 for the MoM estimator, and took opin = ﬁ

and (¢;,C) = (1,20) for the Lepski gridding. We defined the weight function
according to the expression (3.2) with b = 1, and we defined the regularization

parameter to be A = 0.5/ 10%. We chose the problem dimensions to be p = 100
and k = 4, and defined 8* to have 1’s in the first four components and 0’s
everywhere else. R

For the one-step estimator, we use the formulas in equation (4.2) to define A
and o. Recall that the pdf of a t-distribution with v degrees of freedom is equal
to

Then we may compute

=) w1t 1
O A

—(v+ 1) +vv+1)
(v +2)?

¥(t)

Figure 2 shows the results of the simulations. The plot in (a) shows the ¢5-
error ||B — B*||l2 of the initial Huber estimator in comparison to the ¢s-error
||3¢ — B*||2 of the one-step estimator. Both curves show vanishing error as n
increases—note that our theory does not necessarily imply that the ¢5-error of
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90% confidence intervals based on t-distribution, p = 50, n = 100

90% confidence intervals based on t-distribution, p = 50, n = 200

confidence interval for 3}

0 10 20 0 4 50 60 70 80 9 100
interval

(a) (b)

90% confidence intervals based on t-distribution, p = 100, n = 100

interval

(c)

Fic 3. Plots showing results of confidence interval simulations based on 100 trials. Data
were generated with covariates drawn from a Laplace distribution and errors drawn from a
t-distribution, and confidence intervals were constructed at the 90% level. Panels (a) and
(b) show confidence interval coverage for p = 50 with n = 100 and n = 200. The empirical
coverage was 82% and 78%, respectively. Panel (c) shows confidence interval coverage for
p =100 and n = 100. The empirical coverage was 74%.

the one-step estimator will always be smaller than the fs-error of the initial
estimator, and only guarantees that the error will decrease at the same rate,
up to constant factors. However, in the plot in (b), we can clearly see that
the empirical variance of the estimates of all four of the nonzero coefficients of
B* indeed appears to decrease after the one-step correction, corroborating our
theoretical conclusions.

Finally, we provide a set of simulation results illustrating the validity of our
method for constructing confidence intervals described in Section 4.3. Figure 3
shows the result of 100 confidence intervals constructed using our procedure
when the coordinates of the x;’s are drawn i.i.d. from a Laplace distribution with
mean 0 and scale parameter 1, and the ¢;’s are generated from a ¢-distribution
with five degrees of freedom, scaled by 0.5.

For comparison, we also constructed confidence intervals according to the
method suggested by van de Geer et al. [75] and Javanmard and Montanari [43],
which essentially corresponds to our one-step procedure with score function



Scale calibration for high-dimensional robust regression 5959

¥ = 1 (corresponding to the MLE for Gaussian errors). Furthermore, we set
the initial estimator B to be equal to the Huber estimator rather than the
Lasso, since the Lasso estimator has slower rates of convergence under heavy-
tailed covariates and/or error distributions; we take the estimate of variance
used in those formulas to be the empirical variance of the residuals computed
with respect to 5. We observe that the empirical coverage of the confidence
intervals constructed according to our procedure is similar to that of the method
using a Gaussian one-step correction: In comparison to the coverage percentages
reported in Figure 3, the coverage levels for confidence intervals constructed
using a Gaussian correction were (a) 78%, (b) 81%, and (c) 73%. On the other
hand, the confidence intervals were on average shorter when using the one-step
estimator with score function ¢ corresponding to the t-distribution: The average
lengths of confidence intervals for ¢-distribution (normal) corrections were (a)
0.2102 (0.2156), (b) 0.1410 (0.1464), and (c) 0.1823 (0.1921). This supports our
theoretical results of semiparametric efficiency.

To check for consistency as n — oo, we ran the same confidence interval
experiment with p = 10 and n = 500. The results, averaged over 100 trials, are
tabulated in Figure 4. Here, ¢ denotes confidence intervals computed with respect
to the t-distribution score function, and z denotes confidence intervals computed
with respect to the Gaussian one-step correction. We see that the empirical
coverage percentages for both methods are roughly equal to 90%, whereas the
average lengths of intervals computed using the ¢-distribution score function are
generally slightly smaller. However, the difference between the average lengths
of confidence intervals for the two methods vanishes as the number of degrees of
freedom v increases, since the t-distribution tends toward the standard normal.

||1/:5|1/:6|1/:7|1/:8|

empirical coverage (t) 88% 87% 87% 87%
empirical coverage (z) 90% 88% 81% 87%
average length (t) 0.083 | 0.082 | 0.082 | 0.081
average length (z) 0.088 | 0.084 | 0.082 | 0.080

(a)

[v=5[v=6]v="7]v=8]

empirical coverage (t) 90% 82% 90% 88%
empirical coverage (z) 87% 81% 91% 85%
average length () 0.087 | 0.084 | 0.084 | 0.083
average length (z) 0.092 | 0.086 | 0.084 | 0.082

(b)

FI1G 4. Tables of results for confidence interval simulations at the 90% level, based on 100
trials. (a) Data were generated with covariates drawn from a multivariate normal distribution
and errors were drawn from a t-distribution with v degrees of freedom. (b) Data were generated
with covariates drawn i.i.d. from a Laplace distribution and errors were drawn from a t-
distribution with v degrees of freedom.
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5.3. Real data experiment

Turning to a real dataset, we analyzed a dataset collected from X-ray microanal-
ysis of archaeological glass vessels [42], which has been analyzed in several other
papers on high-dimensional robust linear regression with leverage points [56, 70].
The dataset consists of n = 180 observations and p = 486 frequencies, which we
used as predictors for the contents of compound 13, which is PbO. As discussed
n [56], the dataset contains clear outliers.

Following the method of Smucler and Yohai [70] for tuning parameter selec-
tion, we chose the parameter \ in our algorithm via 5-fold cross-validation using
a 7-scale of the residuals [84, 66]. (Note that our theorems are stated with A

equal to 4/ 10% times universal constants, but in practice, choosing A in a data-

driven manner leads to better predictive performance.) Based on this procedure,
Lepski’s method yielded a sparse vector with six nonzero components. This fit
corresponds to the value 0.134 of the 7-scale, which is comparable to the values
reported in Smucler and Yohai [70] using alternative methods: M M-Lasso (7-
scale of 0.086, seven selected variables), adaptive M M-Lasso (7-scale of 0.083,
four selected variables), sparse-LTS (7-scale of 0.329, three selected variables),
Lasso (7-scale of 0.131, seventy selected variables), and adaptive Lasso (7-scale
of 0.138, forty-nine selected variables); note that as is the case for the robust
methods advocated in that paper, our method likewise chooses sparser models
than the Lasso and adaptive Lasso, making the model easier to interpret, while
maintaining good predictive performance.

We also attempted to construct confidence intervals for the selected frequen-
cies. The simulations were inconclusive, due to the fact that various implemen-
tations of the graphical Lasso algorithm on the 486 x 486 matrix of covariates
failed to converge. We suspect that this is because the assumption that the
population-level inverse covariance matrix is sparse is violated, or the covariate
distribution is heavy-tailed and/or possesses extreme outliers, so that the rate
of convergence of the estimated covariance matrix S to ¥, is too slow. This
experiment reveals that the additional assumptions required to construct confi-
dence intervals may be somewhat more stringent than the assumptions needed
for consistency in terms of estimation or prediction error.

6. Discussion

Throughout this paper, we have assumed that the variance of ¢; is finite. We now
describe a small adaptation that applies to the consistency results of Section 3
when the second moment does not exist. Indeed, one can still define o* to
be a scale parameter of the distribution of ¢; (e.g., in the case of a Cauchy
distribution). However, the place where we have required existence of second
moments in our analysis is in the computation of the rough scale parameter
bounds opmin and opax.

Instead of the MoM estimator, we may use the median absolute deviation
(MAD) as the scale parameter when the second moments are not finite. Recall
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that the population-level MAD is given by
MAD(X) = med (|X — med(X)|),

where med denotes the median operator. By Lemma 19 in Appendix H, we
know that under the assumption that the distribution of ¢; is symmetric and
unimodal, we have

MAD(e;) < MAD(z] 8* + €;) = MAD(y;),

so that the MAD estimate based on the y;’s can indeed be used as an upper
bound on the scale of the ¢;’s, analogous to the case of the variance. Furthermore,
concentration inequalities for the empirical version of the MAD estimator can
be found, e.g., in [68]. It is an open question whether the analysis of the one-step
estimation results in Section 4 can also be adapted to remove the dependence
on finiteness of the variance (and/or higher moments).

We also mention an interesting open question of practical relevance: What
type of one-step estimator could we use for obtaining a more efficient estimator
and/or confidence intervals when the shape of the error distribution is unknown?
Some general guidelines for choosing the v function in the one-step estimator,
or a more principled procedure for flagging outliers and then fitting confidence
intervals based on a fitted distribution, would be quite useful in practice.

Finally, an interesting direction to pursue would be whether an approach
based on Lepski’s method could also be used to adaptively choose the correct
parameter for the Huber loss in the case of an e-contaminated model (either
in location estimation or linear regression). A related question is how to adap-
tively choose a trimming parameter for the robust location estimator based
on trimmed means. These are both questions of theoretical interest that have
largely remained open in the classical robust statistics literature—since they de-
pend on minimizing variance quantities, rather than deriving high-probability
error bounds, the machinery developed in this paper does not carry over directly.
However, it is plausible that an appropriate modification of the Lepski-based ap-
proach may result in theoretically valid conclusions for obtaining a near-optimal
estimator from the point of view of variance.

Appendix A: Semiparametric efficiency

In this appendix, we review several concepts in semiparametric estimation. For
a more detailed overview, we refer the reader to the textbooks by Bickel et al. [8]
or Hansen [33].

Following the treatment of Newey [61], we first define the semiparametric
regression model [21]:

Definition 4. The semiparametric regression model characterized by a param-
eter vector By € RY and function go is given by

yi = 2} Bo + go(vi) + €, for 1 <i<n, (A1)
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where the x;’s and v;’s are vectors of erogenous observations, y; is a scalar
response, and €; is independent additive error.

Semiparametric efficiency is usually established by obtaining lower bounds
on the asymptotic variance of an efficient estimator by considering Cramer-Rao
bounds for different parametric “submodels,” which are models that include the
semiparametric model under consideration and are equal to the semiparametric
model for a certain value of the parameter. In particular, the Cramer-Rao bound
for any parametric subclass must provide a lower bound for the semiparametric
estimation problem, as well, and we have the variance lower bound

V =supVp,
0

where Vj is the Cramer-Rao bound corresponding to a parametric submodel
indexed by 6. If one can find a parametric submodel with a Cramer-Rao bound
that matches the asymptotic variance of a particular semiparametric estima-
tor, that estimator is guaranteed to be efficient. Note that for multidimensional
problems, the supremum is taken with respect to the partial order of positive
semidefinite matrices (and the supremum is guaranteed to exist under appro-
priate regularity conditions, which apply in the setting considered here).

Newey [61] presents an approach to compute the variance bound V directly
by considering the projection of the score function of the semiparametric model
onto the tangent set corresponding to the scores of all parametric submodels,
where the score of the semiparametric model is the partial derivative of the
negative log likelihood with respect to the parameter vector. Formally, consider
a parametric submodel parametrized by 6 = (8,7), where both 8 and 7 are
vectors, and (3 corresponds to the g-dimensional parametric part of the original
semiparametric model. The overall score function may be partitioned as Sy =
(S8, Sy). By block matrix inversion, we may verify that the Cramer-Rao bound
for estimation of 8 in the parametric submodel is then given by

Vi = (EI(5 - BS,)(55 — Bs,)"T)

where B := E[SsST] (E[SyST]) ~ In particular, ES,, is the best linear predictor
of Sg as a function of 5.

We now define the tangent set to be the mean square closure of all g-
dimensional linear combinations of scores of parametric submodels:

T ={S e R : E[||S||3] < oo, FA;Sp, s.t. E[|S — A;S0,113]},

where the A;’s are matrices with ¢ rows and the Sp,’s are the score vectors of
various parametric submodels.

We have the following result, which holds generally for semiparametric esti-
mation (not just in the case of the semiparametric regression model):

Lemma 1. [Newey [61, Theorem 3.2]] Suppose T is a linear space, and let Sg—
denote the projection of Sg on T. Then

V= (E[(Ss - ST)(Ss —ST)™]) ",
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provided the matrix is nonsingular.

For the model (A.1), we denote a parametrization of go(v) as g(v,n), where
n is a parameter such that g(v,79) = go(v). Then the log likelihood may be
written as
pgu(yla,v) =log f (y —a' B+ g(v.m)).
where f is the density of ¢;,. Taking partial derivatives and evaluating at the
true parameter values (o, 19), we obtain the score functions

TG I (0

BT T e

where e =y — 27 8y — go(v) and g, := %”n’")’ . It is not hard to verify that
n="no
the tangent set is equal to

) A IR 1o LG ARV B

using the observation that the parametric submodel with g(v,n) = go(v) +

nT D(v) yields the score S, = J;((:)) - D(v). Furthermore, T is clearly a linear
space.
In order to compute S7 , we use the following result:

Lemma 2. [Newey [61, Lemma 3.4]] If UW has finite second moment and
V and W are functions of some random variable T, such that E[lUUT | T] is
constant and positive definite, then the projection of UW on the space

Tv = {UD(V): E[|UD(V)|3] < oo}
is equal to UE[W | V].

Applying Lemma 2 with W =z, V =v, and U = ’;/((:)), we conclude that

7 _ O g,
= g e

Combining this with Lemma 1, we arrive at the following result:

Theorem 7. Suppose x has finite second moments and
POV - o
(m01<‘
V=<EK?83-®—EMWW—Emwﬂ> ,

provided the matrix is nonsingular.

0<E

Then
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Appendix B: Proof of Theorem 1

We begin by analyzing the estimator

3 ~ 1y T8 _ o Vw(z: -
Br Garglﬂ_rgglnzgr{n;& ((zi B — y)w(@:)) + A ||5|1},

where we have introduced a side constraint defined in terms of a parameter r
to be specified later. We will show that such optima f; lie in the interior of
the constraint set, hence agree with the global optima (5, of the unconstrained
problem.

B.1. Main argument

Let
1 n
Ln(B) = =~ - ((a] B = yi)w(xi)) -
i=1
We first derive a bound on |3, — 8*|2, assuming the following conditions:
e (Regularization parameter)

AT
VLA (B )loe < = (B.1)

e (RSC condition)
Ln(B) = La(B*) = (VLa(B), B 87) = ol B~ 5|3,
VB s.t. ||Alls < r and [[Age|l1 < 3||Asll1, (B.2)
where we have denoted A := g — g*.

In Appendices B.2 and B.3, we will show that the conditions (B.1) and (B.2)
hold w.h.p., when 7 > ¢,0* and a = %/\min (E [wQ(xl)xza:ZT])
We have the basic inequality

Ln(Br) + MlIBr 1 < Ln(B*) + A7]|B*|1. (B.3)

Hence,

(VLL(B), Br = 57) < La(Br) = £a(8) <27 (1871 = 1B211) - (BA)

where the first inequality is due to the convexity of L,,. Therefore, we have
0 < A7 (118°111 = 1Belly) + 9L (8 o 1Br = 81

Denoting U = B, — B* and using the bound (B.1), we then have

~ ~ 1.
0 <37 (19l ~ IPse 1+ 31P11).
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since
187l = B+l = [IB5lly = 1B slly = [|Br,sells < [[Uslly = [[Fgellr. (B.5)
This implies that
[Zsellr < 3[[vsll, (B.6)

which is the cone condition.
Therefore, the RSC condition (B.2) together with the basic inequality (B.3)
implies that

(VL) D)+ all?l < La(Br) = £a(8) < A (118"l = 1B-11) -

so combining with inequalities (B.5) and (B.1), we have
APl < IVLa (B oclPll + A7 (18711 — 13- 1)

~ ~ 1.
< (19l - sl + 51711

< 371 HA ||
— ||V
=9 Sl

3ANTVE
2

< V12,

implying that
3ATVE

2a
Rewriting the bound (B.7), we conclude that

= klo
18- = 87ll2 < Oy [ =25,

with probability at least 1 — cexp(—c¢'n). Further note that for n = klogp, we

are guaranteed that
k1
Ory | 2282
n

It follows that 3, lies in the interior of the region {8 : ||8 — 8|2 < r}, so B:
must also be a global optimum of the regularized Huber estimator (3.1) that does
not include the side constraint. Furthermore, any optima of the unconstrained
problem must also lie in the interior of the constraint set.

Finally, note that inequality (B.6) implies

7]z <

(B.7)

18- = 8%l = [Psll + [se [l < 419s]ls < 4VEIDsll2 < 4VE|B; — 872,

giving the desired ¢;-bound. This concludes the proof of the theorem.
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B.2. Bound on regularization parameter

We now verify the bound (B.1). Note that

_ % > () wiaa.

We first condition on the values of the x;’s. For each 1 < j < p, we see that

n

] VL, (B*) = Z O (e;w(x))

i=1

w(z;)e] x;

n

is a sum of independent zero-mean random variables, where the i*" term is
bounded by

we have

m Hence, by Hoeffding’s inequality and a union bound,

P IVLL(B")]loo > max Zw2 ;) (el

< 942
n  1<j<p {zi}is, | < 2pexp(—2t7),

(B.8)
for any ¢ > 0. We will take t < /log p.
Furthermore, the random vectors w(z;)z; are sub-Gaussian with parame-
ter b’ by assumption, so a union bound together with standard concentration
inequalities shows that

nZw x;) e —E [w(z )(efxz)]

for any s > 0. In addition,

20 V(T )2] < T V2] < _
121;1%(]9[53 [w (ml)(ej x;) } < 121%{1)1[5 [(ej x;) ] < Amax(Z2)

Taking s =< 4/ 10% in the concentration inequality (B.9), we then conclude that

1<j<pn

P ( max — Zw (z4) efxl) < 2)\max(2z)> >1—exp(—clogp), (B.10)

when n 7 log p. Now let E denote the high-probability event appearing on the
left-hand side of inequality (B.10), and let

- {IIVﬁn(ﬁ*)Hoo < erA AL, n/k’%} .
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By a conditioning argument, we have

P = [ PP o)) + [ PO i) (o)
< 2exp(—clogp),

where the first term is bounded via inequality (B.8) and the second term is
bounded by P(E€), which is in turn bounded using inequality (B.10).
Hence, we conclude that

lo
I9L0(8)loe < comy/ 222,

with probability at least 1 — cp’c/, for a universal constant ¢y (note that this

constant depends on the bound ¢pax 0n Apax(2:)). In particular, the choice of

regularization parameter A = 2c¢q4/ 105;; ensures that [|[VL,,(8%)[|e < 2T, w.h.p.

B.3. RSC condition

We now turn to the more challenging task of establishing the RSC condi-
tion (B.2). We show that w.h.p., the inequality

Ln(B) = Ln(B*) = (VLa(B"), B~ B") = all B~ 573

holds uniformly over the set

Ci={B: 18- 812 <7, 18s- — B5 I < 31185 — B3l }.

Defining
T(B,B%) = Ln(B) = Ln(B") = (VL(B"), B—B"),
we have
75,57 = = 3 (b (T8 — wwlan)) — £ (cw(e)

i=1
— O (ew(as)) w(z)al (8- 67)).

Note that for |ug|, |ug| < 7, we have

2

(u1 — us)

Cr(ur) — Cr(ug) — 0 (ug)(u1 — ug) = 5

whereas the convexity of ¢, implies that

E—,—(Ul) — ET(’LLQ) — KF(UQ)(Ul — 'LLQ) >0, Vul,u2 eR.
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Denote A := 8 — 8*, and define the events
B N < T Tp_ B* D] < T <1<
Al = {lewi@) < 2O {I@F B - B < T}, vi<i<n.
Note that on the event Af , we have
(a7 B = yi)w(zi)| < leiw(wi)| + (2] (B — B*)w(@)| <

SO

n

T(0.6)2 135 (wleel (3-8)" 147)

(Z w(a)(al (8- 57)" - ;Z(w@i)x?(ﬁ—ﬁ*))gl{(A?)C}).

We will now prove that the following statements hold, where ~ is a sufficiently
small constant to be specified later. The proofs of Lemmas 3, 4, and 5 may be
found in Appendix B.4.

Lemma 3. With probability at least 1 — 2 exp ( (%‘fgé + 2k logp) we have

—Z T(6 - 5)° 2 B [(w(eal (5 - 5))°] ~ 459818 - 63, (B.11)

uniformly over 8 € C.

Lemma 4. With probability at least 1 —2exp (—C(‘:,% + 2klogp + ynlog (%)) ,
we have

sup 3 (wla)a (8- 6)° <E [(wla)aT (8- 5)°] + 459815 - 5,

n IT|<vn €T

(B.12)
uniformly over § € C. In particular, taking 6’ =< log (%) and assuming n 7
klogp, we have

1 sup Z (w(z;)z (B — ,3*))2 <AE {(w(xi)x?(ﬁ - /3*))2}

n ‘T‘S’YnieT
+cvlog< )w B2,

with probability at least 1 — 2 exp (fc”'y log (%) n)

T — ; .
Lemma 5. Let r = 8)\]1“/;{( [e2nmel]) and suppose n - klogp. With proba

bility at least 1 — cexp(—c'n), we have

Supz { } < n. (B.13)

ﬂE(CZ 1
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Combining the results of Lemmas 3, 4, and 5, we see that

(8,67 > ((1 ~)E | (w(x)aT (8 - 5)°]

. (4595 + cylog (S)) 18 — ﬂ*||§>

2 )\min (E [’LUQ(SCZ)JIZI;T]) HB - ﬂ*Hgv

W~ =

with probability at least 1 — cexp(—c'n), where we choose v, §, and ¢’ such that
v < % and

4590 + C,’}/ log (i) < iAmin (]E [11}2(1‘1)56117?})

in order to ensure the second inequality. (Note that lim,_,o ylog (%) = 0.) This
completes the proof.

B.4. Proofs of supporting lemmas

We now provide the proofs of Lemmas 3, 4, and 5.

B.4.1. Proof of Lemma 3

We make use of Lemma 14 in Appendix H. We will apply the lemma to the
matrix

1 ~ T 2 T
I'= - ;w (xi)xsx; —E [w (x)xx; } ,

with s = k. (We will verify the deviation condition (H.1) momentarily.)
Denoting A := § — 8*, we then have

1
n

3 (w(e)aTA)* 2 B [w2(a) (o7 A)7] - 275 (115 + '“‘,ﬂ”) ,

i=1
uniformly over all A € RP. Now note that for any 5 € C, we have
AL = [As]l + [Ase|h < 4] As]i < 4VE]|As]l2,
" NG
113+ 120 < 1mjag,

from which inequality (B.11) follows.

Finally, note that the bound (H.1) in the hypothesis of Lemma 14 holds,
w.h.p. Indeed, for |[v||2 < 1, the quantity v T'v is the recentered average of i.i.d.
random variables, each of which is the square of a sub-Gaussian variable with
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parameter b’. Thus, a standard e-net argument over 2k-dimensional subspaces
and a union bound over the (21;) choices of the support set implies that

P ([o"Tv| <6, Vv eRP st |jvllo < 2k, [jv]2 < 1)
con
>1-—2exp ( (b’) + 2k10gp> (B.14)

(cf. Lemma 15 in Loh and Wainwright [54]). This proves the desired result.

B.4.2. Proof of Lemma 4

The proof is similar to the proof of Lemma 3, except that on top of the arguments
used there, we also take a union bound over subsets of size at most yn, leading
to an additional factor of (,:;) in the error probability. Recalling a standard
bound on binomial coefficients, we have

(G)=6)

and using this expression in the probability bound completes the proof.

B.4.3. Proof of Lemma 5

We write
Bye - T
sup 1{(A7) { €;W —}
oty < S e >

+;ggzl {I@FB -y >}
§i1{|ez|> }—Fsupz {IF(8 - > 3}
- (B.15)

For the first term in inequality (B.15), note that by the Chernoff bound in
Lemma 16, we have

S>> 3} <o (> ) < 258

with probability at least 1 — exp(—cn), where the second inequality comes from
Markov’s inequality. In particular, we can guarantee that this term is bounded
by 7 if we take 7 > ¢;0*, where the constant ¢, depends on 7.
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For the second term in inequality (B.15), the bound 1{z > y} < s foraz>0
and y > 0, together with the Cauchy-Schwarz inequality, implies that

oo 1L Z { ))w(xi)l>%}gsupﬂeczzi aT (8 — B)yw(as)|

pecm 7/2

2 \/ Sy (w8 - 64)°

n

< sup
geCc T

(B.16)

By an analogous argument to the one employed in the proof of Lemma 3, we
can derive the bound

—Z T(8 - 5)" B [(w(wa)al (8- 5)°] +4598]18 - 57113,

con

with probability at least 1 — 2 exp ( Wzt 2k log p) uniformly over all 5 € C.
Combined with inequality (B.16), this implies that

sup — Z { BN w(zx;)| > %}

Bec n

1/2

<

% (Amax (B [w?(zi)ziz] |) + 4599)

3Amax (]E[w2 (:L)wﬂvﬂ)

w.h.p. If we take 6 = ) , we have
% (Ao (E [0 (r)2iT]) +4598) % 1 = %

Thus, both terms in inequality (B.15) are bounded by ', leading to the
desired result.

Appendix C: Proof of Theorem 2

Let 7 =min{j € J : 7; > ¢;0*}. Then 75 < 2¢,0*. We have

. . ~ ~ [klogp
P(j. > j') = P( U {”B(i) — 5(]")”2 > 2CT; ng }

i€J:i>j"
2 ) [logp
U {ﬂ(i) - B(j’)”l > 8C'T;k . })
ieJi>g!

-~ N [klogp
P(”ﬂ(y) — ﬂ ||2 > CTj/ "
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=~ . lo
1B — B*Ih > 4CT; k[ 5p>
3 . [klogp
+ ‘ Z _ IP)<||ﬁ(i) — B2 > Cm; —n
ieJ:i>g'
~ lo
1By = 8*lh > 4Criky §p>

’ 2 ’

min

where we have used Theorem 1 and a union bound in the final inequality.
Hence, with probability at least 1 —log, (47“‘“) -cp~¢, we have 3’ > j. and

Tmin
the bounds

~ N klogp
1By = B ll2 < Cjry ng ;
2 « log p
18y = Bl < 4CTj0kyf S :

18y — B7Ml2 < 118,y — Bunllz + 118Gy — B7l2

It follows that

k1 k1
<2CTy o8P + Crjr o8P
n n
k1
== 307']‘/ o8P
n
k1
<6Cc,0* ng,
n

using the fact that 7;; < 2c;0* in the final inequality.
Similarly, we have the bound

3 * " log p
|mm_6MSM&JkJ%;

Appendix D: Proof of Theorem 4

We first present the main argument, with supporting lemmas in the succeeding
subsections.

D.1. Main argument

We write

il ) = - 2 S (1B
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We first consider the term [ = aﬁi(lz;) - ﬁ S (&), which we claim is
asymptotically normal. We have

| P

0 o, o
’ (32@) B ogA(¢)> N

1 | [e%¢)
By Lemma 7, the second factor is Op(y/logp). To handle the first factor, we
write

é —
GA(W) TEAY)

x

1

+
1

m(@—@x)

1 1
(aﬁ(w) - ag‘A(zb)) O

1

" <aﬁl<w>_ozj<w>> ©-e)],

< peaen 18 el + |53 ~ sz [ 1e-t
+ aglw) _ag,i(lp)“”é‘@“” 1
=0p <ML\/Z%> , (D-2)

where the final inequality leverages Lemma 9 and the condition (4.6).

Together with the convergence statement in Lemma 10, we conclude that I
has the desired asymptotic normality property, since

0g?/?
Op (“g—ﬁp> - Op(vlogp) = op(1),

assuming n = k2 polylog(p).
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We now shift our attention to term II on the right-hand side of equa-
tion (D.1). By Taylor’s theorem applied to each summand, we have

1< yi—J?gE yi — x; B
_n ;_1 <w <7A > — 1/} (72 )) Z;
1///(151‘)31_2%7

1< ~ 1
ZE;W(&)@%-&-E; 5

o~ T3 T p* —~ T g*
= = . i — &
where §; := £ = B _ v — 5" and t; lies on the segment between % and
e €

% We have the bound

& 1 (F)ny vl e L~ e
Vnl|l—— = g 28| < |l== _Zw”(m&i Ta\l
UA(w) n i=1 2 00 2 O’A(,(/J) 1 " i=1 oo
and
I Yy ” 15N 52
— t; o? i < oo | — 0| - |IX max
PG I PR

k1
=0Op ( ng 'logp> ;

1 1 ) and the same argument em-

s

using the expansion 5 = w + € (U
ployed to bound the term Bjs in the proof of Lemma 9 and the bound on || X || max
from Lemma 6. Altogether, we have the bound

_on (“3%”) —op(1).

O 1y~ ¥'(t)s
Vi >

GA®) nE

zi(B

Finally, again using the expansion 3; = = — (%), we have
g

%
|
E)
&)
iy
/
Q=

=1

GA(W) n .
&) 1~ , .
[ P
5) 1 1] 1 &,
e R R e |
=A; + A, (D.3)
We then bound
é 1 n ) . R .
A1§H<I—a\2Tw)<EZ¢(§i)l‘i%>> 18 = 8"
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o 1 . .
s(u—ﬁA = V(&) 18— B*lx
g A(¢) 1 i=1 max

3/2
— Op <1+»<1+—§3%§:—3> Jog2p>'Ch)<k\ﬂ9§£>,
n n

using inequality (D.2) and Lemma 8, the bound on || X ||max from Lemma 6, and
the ¢1-error bound on 8 in the last inequality. Hence, we conclude that

klog®/?
A =0p (%) =op(1),

under the assumption n = k% polylog(p). Next, we bound Ay by noting that
/ 1 -
<[ lloo n Z €] ) - [1 X [ max
0o i=1

= (E[m +Op (\/ lo,fp)) Op(logp)

= Op(logp),

Uy e
=1

using Lemma 6 and Chebyshev’s inequality. Combined with the deviation bound

on |% — L | from Lemma 8 and the bound on

o*

321?(1/1) H‘l from inequality (D.2)
and Lemma 8, we then have

klog®/?
As = Op (jﬁp -]0gp> = Op(l)7

as well. The desired result then follows.

D.2. Supporting lemmas
We begin with a lemma concerning the magnitude of the entries of the design
matrix.

Lemma 6. Suppose Assumption 2 holds. Then

1
IP)(HAX”max > 20, log(np)) < n_

Proof. Applying a union bound to the entries of X, we have

t
P(”XHnlax 2 t) S np exp () .
g

x

Taking t = 20, log(np) then gives the desired result. |
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The next lemma is a concentration inequality derived using Lemma 15:

Lemma 7. Under Assumptions 2 and 3, and assuming n 7, polylog(p), we have

o] o(=) e

e -o(fE). e

o0

%Zw(fi)wl(gi)xi ( logp> (D.6)

i=1

’
—cC —C

with probability at least 1 — Cn=¢—p
Proof. All the inequalities are proved by applying Lemma 15, where the vectors
{y:}1~, in the lemma are 2p-dimensional vectors containing the summands in
the respective inequalities, together with their additive inverses.

For inequality (D.4), let y; = ¥(&;)x;. Note that conditioned on the ¢;’s, the
y;'s are independent, zero-mean vectors. Since 1(&;) is sub-exponential, a union
bound gives

P ( max [¢(§)| < 20¢ logn) >1- !

1<i<n n

(cf. the proof of Lemma 6). Furthermore, by Chebyshev’s inequality, we have

( 5E W(&)}) < AVarly* (&)

P (&) —E [0*(&
Z €]} < E [$2(&))”
Hence, defining

E = {lrgax |¥(&)] < 20¢ logn}

ﬂ{ [v2(&)] < Zw%g; 1/12(&)]},

we have P(E) > 1 — £.

n

We claim that the conditions (H.2) and (H.3) of Lemma 15 are satisfied with
B,, =< polylog(p), conditioned on E. Indeed, we have

_ZEyU ‘ {61 i= 1 Zw gz Var(l‘lj)

By assumption, we have ¢; < Var(z;;) < ce0, for all j. Furthermore, on
the event E, the quantity %Z?:l ¥?(&;) is bounded. This establishes inequal-
ity (H.2). For condition (H.3), recall that since x;; is sub-exponential, we have

E {exp (—ZZ| )] <2
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for some constant c3 > 0. Then

E |y 7T | {e:}7o1] < max [p(&)*™" - E [Jag;[2T] < (20¢logn)* T - cz02

1<i<n
E {exp (—ly”| ) {e;}i 1} <E {exp <—$”| )] <2
c30, - 20¢ logn 30,

on E. Hence, by taking B,, < polylog(p), we can guarantee that condition (H.3)
is satisfied.
Inequalities (D.5) and (D.6) are proved in a similar manner, noting that

1]l 0o, 19" | < o0 by assumption, so the terms involving (&;) are still sub-
exponential. O

and

The next two lemmas use the preceding concentration results to prove con-
vergence of certain empirical quantities to their population-level counterparts.

Lemma 8. Under the assumptions of Theorem 4, we have

. . klog?’/Qp
|O'—O'E|:OP <—\/ﬁ 5
k10g3/2p 1 1 k10g3/2p
=0p| ——— d =0p| ——— .
P( v ) P\ m

52 (02)2
Proof. Using the triangle inequality, we write

Var(€) 5% ~ (09" < | o~ o5 - 1Yol )"
| Dt =l — Bl

We bound the second term by Op (1 / 10%) via Chebyshev’s inequality, using

the assumption that E[¢}] < co. Expanding and using the triangle inequality,
we bound the first term as

%Zj:(( (8*—B) +ez )‘

n

2 n
w2 (T B-5)e
XT

S

IN

(B-B")"S(B- ")+ H

HB B (D.7)
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For the first term in inequality (D.7), we show that

—=Op (klogp> . (D.8)

|(B-697S@ -8

n

We use Lemma 14 with ' = f), 0 = ©(1), and s = k. In particular, we will show
that inequality (H.1) holds w.h.p. Then the lemma implies that

~ ~ o~ —~ ,\7 * (|2
(5= 67753 - ) = 0 (II/J’ B3+ M) —0p ("2E2).

k

In order to verify the deviation condition (H.1), note that by Lemma 6, we can
define ¥ = 5(2_;(’ where X is the matrix X with columns truncated according
to Z; = i - 1{||i]oe > 204 log(np)}; then & = ¥, w.h.p. Furthermore, 3. is the
sample covariance matrix of bounded i.i.d. random vectors, so we have

sup T (E-EE)| <,

vil[vllo<2s,[lv]|l2<1

w.h.p., using a standard e-net + union bound argument (cf. inequality (B.14)
in the proof of Lemma 3), where §' = O (%)). Hence, by the triangle
inequality, we have
sup WTSv| <& + sup E[(@70)?] <&+ sup E[(z7v)?]
vi|lvflo<2s,[lv]|2<1 lvll2<1 llvll2<1

S 5’ + Amax(zx)a

giving the desired result. For the second term in inequality (D.7), we have

<X e Hi‘l = Or(logp)- (EHQH +Op (\/? >>

= OP(logp)7

XTe
n

oo

using a Chebyshev argument and Lemma 6. Altogether, we conclude that

R k2 1og? 1 1
5~ (0171 = Or (5L ) + Onliog) - O (k\/ °§p> +Or (\/ Off)

0032
~0p (’“giﬁiﬂ , (D.9)

using the fact that n = k% polylog(p) by assumption. Finally, note that

5ot = 52 = (07)?|



Scale calibration for high-dimensional robust regression 5979

so when n 2 k* polylog(p), we have |7 — of| = Op (\32 - (ag‘)2|), from which
the desired bound follows.
For the second bound, we simply write

1 1

R

302 of (O’E*OP <k1083/2P)> .OP< Vn

klog®/?
- Op (%) .

The third bound may be obtained in a similar manner via inequality (D.9). O

Q)| —

<)
mx|

Lemma 9. Under the assumptions of Theorem 4, we have

k logg/2 P
vn
1 1

_ klog3/2p
GA(p) OoLA(Y) _0P< Vi > (B-11)

Proof. We first prove the bound (D.10). We use the bound on |1 — L
Lemma 8.
By the triangle inequality, we have

|A() — A(W)| = Op ( (D.10)

and

from

7 1 - . — 2T B
Aw) = AW < |5~ s %Zw (%)‘
1 1 — , yi—UCiTg ’ yi_x;‘f )
M ‘Z@’( 7 )‘“’( z ))‘
1 |1, ,
+@ E;Tﬁ(fi)—EW(ﬁi)]
=A+B+C.

We now bound each of the terms separately. Note that since [|1)||cc < 0o by
assumption, term C' may be bounded directly by Op ( v/ lofjp> using Hoeffding’s

inequality. Furthermore, we have
klog3/2
—op (228 P
Vn
using Lemma 8. Finally, defining

5. yi—x} B yi—alp* :xi(ﬁ*_3)+€i (i_é))
ag 0'5

1 1

A< ¢ ]oo - ﬁ—w
3

[ =~

*
o Uf

Q)
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we may use a Taylor series expansion to write

Zw” &)0i+ — ZW’)(%) 67

B:
2
zl

( 7e)’

)

T gx
where 7; lies on the segment between ¥ ::' 5 and L=t HE , for each i. Applying

the triangle inequality and Holder’s mequahty then gives

* 11 . " r) * 1 1 1 . "
(08)°’B < = ng €| IB=Blhi+|5 - — a;¢ (&)ei
2
@ (L M 11
+ [P oo n;( = >+ Z ( E)
= Bl + BQ + Bg. (D].Q)

We claim that B = Op (%).

Using Lemma 7, together with the assumed ¢;-error bound on B\, we have

or () o (155).

Furthermore, since |2 37" | 0" (&)ei| < [[v"]loo (£ X1, |€i]), we have

n

0g3/2 o 0g3/2
.- 0n (R0 (s son ((/122) ) - op (H272),

i al‘ from Lemma 8, boundedness of |4 ||, and

using the error bound on

Chebyshev’s inequality. Finally, we have

1 ~ DTS y 1 1 1 <&
Bs < [[¢¥|oo | z3(B=B)TEB -8+ |z - —| ~D
13 i=1

:OP
n

1
_ 0y (k ogp) ,
n

via the same argument used in inequality (D.8) of Lemma 8, the assumed ¢5-

2
k:logp+<klog3/2p> . logp

error bound on B\, and the assumption n = k? polylog(p).
Putting the results together, we have

R 0s3/2
W) - AW) = O (’“g—\/ﬁp> ,
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as claimed.
To establish inequality (D.11), we write

1 1 1 ~
~ — = — A) — AW
A(w)  AW) |A(w)A<w)|' W)= A
1 klog3/2p>
< 3/2 'OP <—
AW (JAw)] + 0p (Heee)) v
_ klogS/Qp
o (), o
Then
LN S [ S R IS R
GA(W) TfAW)| T ot |A() AW)| | of| AY)
LIS S I U S
o of| |A@w) AW@)|
and the bounds from inequality (D.13) and Lemma 8 provide the desired result.

O

Finally, we derive an asymptotic normality result, which follows from an
application of the multivariate Central Limit Theorem.

Lemma 10. Under the assumptions of Theorem 4, we have the convergence in
distribution

0,
ot AY)

as n,p — 00.

Py

Si-

n
1=

E[y2 (&
vl&)r % N (o, Eisams (@M) SR

1

Proof. The convergence statement is easy to verify using the assumptions and
the multivariate CLT (cf. Lemma 18). Indeed, the mixed third moments of the
summands are finite, since they are products of sub-exponential variables, and
the variance of the limiting distribution is obtained via the calculation

O, P;0, 2 . P}
" (P"' 7AW '1”(5")“) R I Ry 17
_ _ER&)] T
- A P;0,PT. O

Appendix E: Proof of Proposition 1

We adapt an argument from Ravikumar et al. [63], suitable for the present
setting. The main technical argument is a primal-dual witness construction,
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which shows that the solution of the graphical Lasso restricted to the true
support set also yields the unique global optimum when padded with zeros
to obtain a p X p matrix. We only mention the necessary amendments to the
arguments used in Ravikumar et al. [63]; for more details, see the paper.

Following the proof of Theorem 1 in Ravikumar et al. [63], we denote W =
S 3. We can easily derive the following lemma:

Lemma 11. The entrywise MoM covariance estimator 5 satisfies

/1o
< CU?E gp’
max n

with probability at least 1 — exp(—c'n).

Hi—zx

Proof. We apply Lemma 13 in Appendix H with ¢ = 1, together with a union
bound. Note that by assumption, the marginals of the z;’s are sub-exponential
random variables, so moments of all orders are finite. Then we have

P (Hi -y,

> cgit) < pexp(—c'nt?),
max
for all t > 0, from which the desired result follows by taking ¢ =< 1/10% and
using the sample size assumption n 7 log p. O

By Lemma 11, we can guarantee that

a\
W max S o
1l < =

w.h.p., by choosing the constant ¢ in the bound to be sufficiently small. Next,
we define the matrix function

R(A)=0"'-0;'+0;'A0; .

By Lemma 5 of Ravikumar et al. [63], we know that ||Al[max < s—— implies

3){2d
that TINEIE
3 max"{
() e < I s,
Lemma 6 of Ravikumar et al. [63] then applies directly, as well, stating that if

1 1
= 250 (W |l + A) <mind ——, —— & E.l
o= 2 W+ ) < i { e ] (1)

we have

18 = O lmax < 7.
Note that the bound (E.1) holds by our assumption on the range of \. In par-
ticular, we have
3k
2

[CERCHF

max

IR(© — 0,)[max <
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< 3K3k
- 2
a
< o 0
- 8

- 4K2 (% + 1)2)\2

by our assumptions. Lemma 4 of Ravikumar et al. [63] then applies, implying the
required strict dual feasibility result and the validity of the primal-dual witness
construction argument.

Appendix F: Proof of Theorem 5

By Theorem 4, the asymptotic variance of \/ﬁ(gw — %) is equal to

S ((3))
-
(02)E [ /(6)]

5 (02)17.

We simply need to note that

(©2)55 = (E[(@)s = El@a)s | @)se] ) (@0)s = El@i)s | ()] )])_1’

so it suffices to prove the equivalence of the terms

v (m] (P2 ) d
1= (fag (Q)> , an
Vo= —]E {1/)2 <%>} 7

Bl (3))

where fg denotes the pdf of ¢;. Taking f to be the pdf of < * , we have

fag(t) = %f (%) ., and fég(t) = ( )Qf < )
§ 3 T¢ 5

1 5—*
Vi=|E|— f
(05)2

SO
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SO

()T

A

/_\
o
&

Furthermore, the square root of the term in the denominator is equal to
1 () — f( ] "t dt — <SS
ot E IGE / - [

— (PO - / Lo
2
r(#)
)

from which we conclude that V3 = V4. Thus, we have V; =V as well, implying
the desired property of asymptotic efficiency.

=-E

Appendix G: Proof of Theorem 6

The proof follows in a straightforward manner from Theorem 4, which estab-
lishes the weak convergence statement

Vs = 07) < VL (00,001 2

where Z ~ N(0, I,,,). Rearranging, we have

VnogA(p)
E[¢?(&)]

We then use the following lemma:

(02)0) 2 Py(by - 7) 5 Z
Lemma 12. Under the assumptions of the theorem, we have

(©2)70)""

dA(Y) E[p?(&)] (@U)—W |

Ly (i - «7B)/7) oz AW)
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Proof. Note that it suffices to show the following convergence results:

GA)

»
ctAW) (G.1)
E[*(&)] Py @2

i ¥ ((?Ji - 33?3)/8)
(@“)71 (©:2)77 = 1, (G.3)

since we may combine the statements via Slutsky’s theorem to obtain the desired
result. Convergence results (G.1) and (G.3) are direct consequences of Lemma 9
and condition (4.6) of Theorem 4, under the assumed sample size scaling. To
obtain the convergence result (G.2), we may use a parallel argument to the one
employed to bound term B in the proof of Lemma 9. The only difference is that
we use a Taylor expansion of 12 rather than 1. Note that we have assumed
(4?)"" to be bounded. Since

(%) =2y,

the terms we need to control replace By and Bs in inequality (D.12) by the
quantities

U e

i=1

Bi = s Bé =

B AL
=1

o0

As in the proof of Lemma 9, these terms may be bounded w.h.p. using Lemma 7
and Chebyshev’s inequality. O

Hence, by Slutsky’s theorem, we also have

VG A(y) . ((:jJJ)fl/Q PGy ) 4,
Jase (- o79)/0)

Combined with equation (4.11), we then have

- p( Vg A() . (éJJ)_l/Z
A vt (- oTB6)

'PJ(RJJ -pB%) € Ba,J) =1-oa.

Rearranging the argument inside the probability expression yields the desired
result.
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Appendix H: Additional useful lemmas
We begin with a lemma giving a concentration inequality for the median-of-

means estimator:

Lemma 13. [Bubeck et al. [12, Lemma 2]] Let 0 < § < 1 and 0 < € < 1,
and n > 16log (3) + 2. Suppose E[X;] = p and E [|X; — p[*™¢] = v. Let K =

LS log (elé/g) A gJ . Then with probability at least 1 — 0,

|ﬁMOM - .u‘ S (121}) n

El <1610g(61/8/6)> o

In particular, taking § = ce=<", where ¢ and ¢ are functions of €, v, and p, we
have § < fintonr < 37“ with probability at least 1 — cexp(—c'n).

The following lemma concerns quadratic forms of a matrix computed with
respect to sparse vectors:

Lemma 14. [Loh and Wainwright [54, Lemma 12]] For a fized matriz T' €
RP*P - parameter s > 1, and tolerance § > 0, suppose we have the deviation
condition

v Tw| < 6, Yo € RP s.t. ||v]lo < 2s and ||v]]2 < 1. (H.1)
Then
T ol H1 p
[oTTw| <276 ( ||v]|3 + , Vv € RP.

We now have a useful lemma concerning a Gaussian approximation of max-
ima.

Lemma 15. [Chernozhukov et al. [16, Corollary 2.1]] Suppose {y;}?_, C RP are
independent, zero-mean random vectors such that for some constants c1,C7 > 0
and a sequence of constants By, > 1, the following conditions hold uniformly in
I<j<p:

1 n
EZ y” | < Cy, and (H.2)

max ‘yij‘QH + max E |exp 2] <4. (H.3)
Bt 1<i<n B, -

B2 (log(pn))”

Also suppose < Cyn™° for some constants ca,Cy > 0. Then there
exist constants ¢, C > 0, depending only on cy,co,Cy, and Cs, such that

sup

teR 1<5< 1<;<p

]P’(rnaxY <t> P(maxZ <t)‘§0n“,

where Y = ﬁ S vi, and Z ~ N(0,E[y;yl]) is a multivariate Gaussian
vector with components {Z;};_,
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Lemma 15 leads to several useful concentration inequalities. In particular,
using a union bound together with standard Gaussian tail bounds, we have

t2
P max Z; <t | <2pexp| —— |,
(1) <2 (3
where oy = max; <<, E[y7;], so we have

max Y; < 20y +/logp,
1<j<p
with probability at least 1 — Cn™¢ — p’cl.

Lemma 16. [Chernoﬁ bound for binomials [76, Theorem 2.3.1]] Let X; S

Bernoulli(p), and let i = 2 377" | X;. For any t > p, we have
P(fi > t) < exp (—np + ntlog(ep/t)) .

Lemma 17. [Moments of spherically symmetric distributions [24]] Suppose
X = RU, where U is uniformly distributed on a p-dimensional unit sphere
and R is a scalar random variable. For even integers 2s; > 0, where 1 <1 < p,
we have

E

ﬁst”l = E[R¥|r /2 /Z;/is ﬁr( +sz),

i=1
_ NP
where s = Y7 | S;.

Lemma 18. [Multivariate Lindeberg-Feller CLT [30]] Suppose {xy}n>1 are in-
dependent random wvectors such that all mized third moments are finite. Let
E[z;] = p; and Var[z;] = Q;, and define

1 — 1 «
/jn:EZMzﬁ and Qn:EZQz
i=1 i=1
Suppose 3
lim Qn = Q = 07
n— o0

and for every i,

Then
1< d
- i — Un 07 .
(1 3nn) S0
Lemma 19. Suppose X andY are independent random variables, where X has

a symmetric, unimodal density. Then

MAD(X) < MAD(X + ).
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Proof. Without loss of generality, we assume the distribution of X is symmetric
around 0. Note that it suffices to show that

P(IX +Y —med(X +Y)| > MAD(X)) > %

Indeed, we will show this inequality holds for any fixed value Y = y:

P(|X+y—M\ > MAD(X)) > % (H4)

where we have denoted M = med(X + Y). We may then write the left-hand
probability as

P(X >M—y+MAD(X))+P(X <M —y—MAD(X)) := 1+ II.

Note that:
1. If M —y > MAD(X), we have

N =

I1>P(X <0)>

2. f M —y <—-MAD(X), we have

N =

I>P(X>0)>

3. Otherwise, suppose 0 < M —y < MAD(X) (the case when M — y is
negative is analogous). We have the bound

(I n U) - (]P’(X > MAD(X)) + P(X < — MAD(X))
- —IP(MAD(X) < X < MAD(X) + M — y)
+IP>(— MAD(X) < X < — MAD(X) +M—y)
= —]P’(MAD(X) < X < MAD(X) + M — y)
+IP’<MAD(X) ~M4y<X< MAD(X))
>0,

where the final inequality comes from the assumption that the pdf of X
is unimodal, hence is a nonincreasing function on the interval MAD(X) +
(M —y). We conclude that

N =

[+11> ]P’(|X| > MAD(X)) >

in this case, as well.

This establishes inequality (H.4).
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